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Abstract. Localizing the cause of an error in an error trace is one of the most
time-consuming aspects of debugging. We develop a novel technique to automate
this task. For this purpose, we introduce the concept of error invariants. An error
invariant for a position in an error trace is a formula over program variables that
over-approximates the reachable states at the given position while only capturing
states that will still produce the error, if execution of the trace is continued from
that position. Error invariants can be used for slicing error traces and for obtaining
concise error explanations. We present an algorithm that computes error invari-
ants from Craig interpolants, which we construct from proofs of unsatisfiability
of formulas that explain why an error trace violates a particular correctness as-
sertion. We demonstrate the effectiveness of our algorithm by using it to localize
faults in real-world programs.

1 Introduction

A central element of a programmer’s work routine is spending time on debugging. Par-
ticularly time-consuming (and often the most frustrating part of debugging) is the task
of fault localization [1,3,9,10,13,14,18,20,21], i.e., isolating the cause of an error by
inspecting a failed execution of the program. This task encompasses, for instance, the
identification of the program statements that are relevant for the error, and determining
the variables whose values should be tracked in order to understand the cause of the
error.

In this paper, we present a novel technique that enables automated fault localization
and the automatic generation of concise error explanations. The input to our technique
is a an error trace of the program, which consists of the sequence of program state-
ments whose execution produced an error, and formulas describing the initial states of
the trace and the expected output states (i.e., the assertion that was violated). Such error
traces can be obtained either from failing test cases or from counterexamples produced
by static analysis tools. Our technique is based on the new concept of error invariants.
An invariant for a given position in a trace is a formula satisfied by all states reaching
that position in an execution of the trace. An error invariant is an invariant for a position
in an error trace that only captures states that will still produce the error, if execution of
the trace is continued from that position. Hence, an error invariant provides an expla-
nation for the failure of the trace at the given position. We observe that inductive error
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invariants, which are those error invariants that hold for consecutive positions in an er-
ror trace, characterize statements in the trace that are irrelevant for the error. That is,
if an error invariant holds for an interval of consecutive positions, no relevant changes
have occurred to error relevant variables in that interval. A statement that is enclosed by
an inductive error invariant can thus be replaced by any other statement that preserves
the invariant, without changing the nature of the error. Hence, inductive error invariants
can be used to compute slices of error traces that contain only relevant statements and
information about reachable states that helps to explain the cause of an error. Moreover,
error invariants characterize the relevant variables whose values should be tracked along
the execution of the error trace.

To compute inductive error invariants, we build on the idea of extended trace for-
mulas [14] to obtain an unsatisfiable formula from an error trace. We then compute
Craig interpolants for each position in the trace from the proof of unsatisfiability of this
formula. These Craig interpolants serve as candidate error invariants which we sub-
sequently propagate through the trace to check their inductiveness. Thus, we build on
existing techniques for synthesizing inductive invariants in program verification [12] to
compute inductive error invariants. We implemented our technique in a prototype tool
and evaluated it on error traces taken from the literature as well as real-world exam-
ples. For the error traces that we have considered, the error invariants computed by our
technique capture the precise cause of the error.

Related Work. Minimizing error traces to aid debugging is an active area of research.
Recently, static techniques for identifying relevant fragments of error traces have been
developed. Closest to our approach is Bug-Assist [13, 14], which uses a MAX-SAT
based algorithm to identify a maximal subset of statements from an error trace that can-
not be responsible for the failing of the execution. The remaining statements then form
an error trace such that removing any statements from this trace will result in a trace
that has normally terminating executions. One benefit of this approach is that a compact
error trace can be computed with a single MAX-SAT query while our approach requires
several calls to a theorem prover. On the other hand, our approach can further simplify
the error traces obtained by Bug-Assist because it may replace some of the remaining
statements with error invariants. For instance, if a relevant variable is incremented sev-
eral times in a row (e.g., in a loop), our approach may replace all these statement by
one invariant stating that the incremented variable is within a certain bound. Also, error
invariants identify variables that should be tracked during debugging and that highlight
the relevant changes to the program state. This is particularly useful for dense errors,
where the length of the error trace cannot be reduced significantly. A common limi-
tation of our approach and Bug-Assist is that control-relevant variables might not be
considered relevant. This, however, depends on the way error traces are encoded as
formulas.

Another way to minimize error traces is to compare failing with successful execu-
tions (e.g., [1,9, 10,17, 18, 20]). Ball et al. [1] present an algorithm for isolating parts
of an error trace that do not occur on feasible traces. Groce et al. [9-11] use distance
metrics for program executions to find minimal abstractions of error traces. For a given
counterexample, they find a passing execution that is as similar to the counterexample as
possible. The deviations between the passing and failing executions are then presented
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int y=0; int foo(int a, int b, int x) {
X = X + ay
void testFoo () { X = x + b;
int res = foo(0,-2,1); y =y + a;
CU_ASSERT (res>=0) ; return x;

Fig. 1. Example of a failing unit test

as an explanation for the error. The major difference of these approaches to ours is that
they require passing executions that are similar to the failing execution as an additional
input. Hence, these approaches are limited to cases where it is possible to find adequate
passing runs that cover large portions of the original error trace.

Dynamic approaches can be used to reduce the cognitive load for the program-
mer. Delta Debugging (e.g., [3]) compares failing executions with passing executions
to identify relevant inputs that can be blamed for the failing of the execution. Dynamic
slicing (see, e.g., [21] for an overview) removes irrelevant fragments from error traces
based on dynamic control and data dependencies. Both approaches return a compact
representation of the original error trace. Hence, our approach of using error invariants
is orthogonal to delta debugging and dynamic slicing. Similar to Bug-Assist, dynamic
techniques can be used to compute a compressed error trace that serves as input to our
static analysis algorithm, which then computes further information about the error.

2 Overview and Illustrative Example

We demonstrate how error invariants can help to produce a more compact representa-
tion of an error trace using the illustrative example in Figure 1. We call this compact
representation an abstract error trace. The figure shows a procedure foo and a unit test
testFoo, which checks if foo returns a certain value when it is called on a particular
input. The tested procedure foo adds the variables a and b to x before returning the
new value of x. Further, foo increments the global variable y. The unit test testFoo
calls foo on an initial state where a=0, b=—2, and x=1, and then checks if foo re-
turns a value greater or equal to 0. However, this is not the case and the unit test fails.
From the failing test case we can derive the following error trace (1, 7, ¢), where the
path 7 is the sequence of statements executed on the trace:

YP=(a=0Ab=-2Ax=1Ay=0) o=x>0
m=dby:x=xz4a; L1:x=x+b;, ly:y=y+a; l3:

To understand why the post-condition > 0 of our unit test is violated, we first compute
a trace formula for the error trace, which is a conjunction of the pre-condition 1), the
post-condition ¢, and a formula representation TF(7) of the path 7, such that the sat-
isfying assignments of the trace formula exactly correspond to the possible executions
of the path 7 that satisfy the pre and post-condition. The resulting formula

(a=0)A(b==2)A(x=1)A(y=0)A(x' =z+a)A(z" =2"+b)\(y =y+a)A(z" > 0)
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is unsatisfiable, as the execution of the test case violates the assertion at the end of
the error trace. From the proof of unsatisfiability, we compute a sequence of formulas
Iy, ..., I3, where each I; is an error invariant for position ¢; of the error trace. This
means that for each ¢, the formula ) A TF(x[0,4]) = I; is valid and the formula
I; NTF(r[i, 3]) A ¢ is unsatisfiable, where 70, 7] is the prefix of the trace up to position
i and 7[¢, 3] the corresponding suffix. For our example, a possible sequence of error
invariants is as follows:

Ih=(x=1)A(a=0)A(b=-2) L
IlE(.’,E:l)/\(b:—Q) 13

(x=-1

)
(e = 1)

An error invariant [; can be seen as an abstraction of the set of post states of the prefix
trace [0, ¢] such that any execution of the suffix trace [¢, 3] that starts in a state sat-
isfying I; will still fail. Thus, for each point of the error trace, the error invariant can
provide a concise explanation why the trace fails when the execution is continued from
that point. In particular, error invariants provide information about which variables are
responsible for an execution to fail and which values they have at each point. In our
example, I is a summary of the initial state and indicates that the variable a, b, and x
are responsible for the error. After executing = x + b, we can see from I, that a and
b are no longer relevant and only x has to be considered. Further, we can see that the
value of variable y does not matter at all. Error invariants also help to identify irrelevant
statements in an error trace. Note that the formula /; is a valid error invariant for both
positions ¢, and /3. That is, I is inductive with respect to the statementy = y + a
and any execution of the suffix trace 7[2, 3] that starts in a state satisfying 5 will still
fail. The fact that I is an error invariant for both ¢5 and /3 implies that the formula
¥ A TF(m) A ¢ will remain unsatisfiable even if y = y + a is removed from the
trace 7. Thus, this statement is irrelevant for the error.

In the following sections, we formalize the concept of error invariants and present
an algorithm that synthesizes error invariants to compute concise abstractions of error
traces.

3 Preliminaries

We present programs and error traces using formulas in first-order logic. We assume
standard syntax and semantics of such formulas and use T and L to denote the Boolean
constants for true and false, respectively. Let X be a set of program variables. A state
is a valuation of the variables from X. A state formula I’ is a first-order constraint over
free variables from X . A state formula F' represents the set of all states s that satisfy F’
and we write s |= F to denote that a state s satisfies F'.

For a variable x € X and ¢ € N, we denote by 29 the variable obtained from
x by adding ¢ primes to it. The variable (¥ models the value of z in a state that is
shifted ¢ time steps into the future. We extend this shift function from variables to sets
of variables, as expected, and we denote by X" the set of variables X (). For a formula
F with free variables from Y, we write F'(*) for the formula obtained by replacing each
occurrence of a variable y € Y in F with the variable y{). We denote by z{~% the
inverse operation of (¥, which we also extend to formulas. A transition formula T is
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a first-order constraint over free variables from X U X', where the variables X’ denote
the values of the variables from X in the next state. A transition formula 7" represents a
binary relation on states and we write s, s’ |= T to denote that the pair of states (s, s)
is in the relation represented by 7.

A program P over variables X is simply a finite set of transition formulas over
X U X'. Each transition formula T € P models the semantics of a single program
statement. Note that control can be model implicitly via a dedicated program variable
pc € X for the program counter. The correctness assertion of a program can be stated as
a relation between the pre and the post states of the program’s executions. A witness of
the incorrectness of the program is given by an error trace. An error trace consists of a
state formula, describing the initial states from which a failed execution can start, a path
of the program describing the statements of the failed execution, and a state formula,
which describes the violated correctness assertion.

Formally, a path 7 of a program P is a finite sequence of transition formulas in P.
Let ™ = Tp,...,T,—1 be a path. For 0 < i < j < n, we denote by 7[i, j] the subpath
T;,...,Tj—1 of w that goes from position 4 to position j. We use 7[¢] to represent the
i-th transition formula T; of path 7. A trace T of a program P is a tuple (¢, 7, ¢) where
m is a path of P and ¢ and ¢ are state formulas. We say that 7 has length n if 7 has
length n. An execution of a trace (¢, , ¢) is a sequence of states ¢ = sg. .. s, such
that (1) so = ¥, 2) s, = ¢, and (3) for all 0 < i < n, s;, 8,41 = 7[i]. The trace
formula TF(7) of a trace T = (v, 7, ¢) of length n is the formula ¥» A (7[0])¢?) A

A (m[n — 1))~ A ¢{™). Thus, there is a one-to-one correspondence between the
executions of 7 and the models of TF (7). For a path = we write TF (7) as a shorthand
for the trace formula TF((T,n, T)). A trace 7 is called feasible, if its trace formula
TF(7) is satisfiable. A trace is called error trace if it is infeasible.

4 Error Invariants

An error trace provides sufficient information to repeat the program’s behavior that
violates the correctness assertion. There are many ways to obtain error traces, e.g.,
from a failing test case, from a counterexample returned by a static analysis tool [15], or
when debugging, by manually marking a particular state as violation of the correctness
assertion. By limiting the scope to only one control-flow path, error traces can help the
programmer to detect the cause of the unexpected behavior. However, the error trace
itself does not give any insight into which transitions on the path of the trace are actually
responsible for the incorrect behavior. Further, the trace does not say which variables
on this path should be tracked to identify the cause of the error. This is particularly
challenging for error traces of large programs, where the number of transitions and
variables might become intractable for the programmer.

In this paper, we propose the concept of error invariants as a means to rule out
irrelevant transitions from an error trace, to identify the program variables that should
be tracked along the path in order to understand the error, and to obtain a compact
representation of the actual cause of an error.
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Definition 1 (Error Invariant). Ler 7 = (¢, 7, ¢) be an error trace of length n and
let © < n be a position in 7. A state formula I is an error invariant for position i of T, if
the following two formulas are valid:

1. ¢ AN TF(x[0,i]) = 1%
2. INTF(x[i,n]) A"~ = 1

An error invariant for a position in an error trace can be understood as an abstract
representation of the reason why the execution will fail if it is continued from that
position. We next explain how error invariants can be used to identify transitions and
program variables that are relevant for the fault in the error trace.

Using Error Invariants for Fault Localization. In the following, let 7 be an error
trace. We say that a state formula I is an inductive error invariant for positions 7 < j, if
1 is an error invariant for both ¢ and j. Given such an inductive error invariant, we can
argue that the execution of the path of the error trace will still fail for the same reason,
even if the transitions between positions ¢ and j are not executed. Thus, we can use
inductive error invariants to identify irrelevant transitions in error traces. Inductive error
invariants further help to identify the relevant program variables that should be tracked
while debugging an error trace. Namely, if I is an inductive invariant for positions ¢ < j,
then only the program variables appearing in I should be tracked for the trace segment
between the positions ¢ and j. We can make these observations formal.

Abstract Error Traces. We say that a trace 77 abstracts a trace 7 if for every n-
step execution o of T there exists an m-step execution o7 of 7# such that o#[0] =
o[0], o#[m] = o[n], and 0% =< o. Here, < denotes the subsequence ordering, i.e.,
ag...0m =X by...by iff ag = biy,...,am, = b;,, for some indices 0 < 79 < ... <
im < n. The problem we are attempting to solve in this paper, is to find for a given
error trace T = (1), T, ) an error trace 77 = (1), 77, ¢) such that 7% abstracts 7 and
77 concisely explains why 7 is failing for (1, ¢). We use inductive error invariants to
define such abstract error traces.

Letn# = I}, T1,11,..., Tk, I, be an alternating sequence of primed state formulas
I ]’ and transition formulas T’;. Note that a primed state formula I’ can be interpreted as
a transition formula that models transitions in which all program variables are first non-
deterministically updated and then assumed to satisfy the formula I. Thus, 77 is also
a path. We call (1, 7%, ¢) an abstract error trace for (1, 7, ¢) if there exist positions
ip < ... < ipy1suchthatio =0,ip41 =n+1,forall j withl < j <k, T; = 7[i,],
and for all j with 0 < j < k, I is an inductive error invariant for 7; and 441 — 1.

Theorem 2. If 7# is an abstract error trace for an error trace T, then T# abstracts T.

In the next section, we show how abstract error traces can be computed using Craig
interpolants, which we obtain automatically from the unsatisfiability proof of the ex-
tended path formula.

S Error Invariants from Craig Interpolants

There are different ways to obtain error invariants for error traces. For instance, given
an error trace 7 = (1,7, ¢) of length n, the weakest error invariant for position ¢ in


http://www.informatik.uni-freiburg.de/~ermis
https://iist.unu.edu/people/schaef
http://http://cs.nyu.edu/wies/

Error Invariants 7

7 is given by the weakest (liberal) precondition of the negated post-condition and the
suffix of the path starting from i: wlp(7[i, n], ~¢). However, weakest error invariants
are typically not inductive, nor do they provide compact explanations for the cause of
an error. What we are really interested in are inductive error invariants.

Error invariants are closely related to the concept of Craig interpolants [5]. Let
A and B be formulas whose conjunction is unsatisfiable. A formula [ is a Craig in-
terpolant for A and B, if the following three conditions hold: (a) A = [ is valid,
(b) I A B is unsatisfiable, and (c) all free variables occurring in I occur free in both
A and B. Thus, given a position ¢ in an error trace, we can split the unsatisfiable
path formula 1) A TF(7) A ¢{™ into two conjuncts A = ) A TF(r[0,i]) and B =
TF (n[i, n]) A (™, for which we can then obtain interpolants®.

Proposition 3. Let (v, 7, ) be an error trace of length n, let i be a position in 7, and
let A = A'TF(n[0,4]) and B = TF(xn[i,n])? A ¢, Then for every interpolant T
of A, B, the formula I=% is an error invariant for i.

Interpolants are always guaranteed to exist for first-order logical formulas A and
B whose conjunction is unsatisfiable [5]. In fact, for many first-order theories there
always exist quantifier-free interpolants that can be directly constructed from the proof
of unsatisfiability of the conjunction A A B [2, 16]. Interpolants constructed in this way
often give concise explanations for the infeasibility of a trace. For this reason, they
have shown to be useful for finding inductive invariants in program verification [12].
We argue that the same is true for error traces and show how to find interpolants that
are, both, inductive error invariants and useful for fault localization.

Computing Abstract Error Traces. In the following, let (¢, 7, ¢) be an error trace
with 7 = (T})o<i<n. The problem we want to solve is to compute an abstract error trace
for (v, 7, ¢), i.e., an alternating sequence of inductive error invariants and transitions
Iy, T3, In, . .., Ty, I, where the T}, are the relevant transition formulas in 7 and each
I; abstracts the intermediate sequences of irrelevant transition formulas between the
Tij . Given the unsatisfiable trace formula () ATgA. . ./\Té’j1> /\(b<”> , We can use a single
call to an interpolating theorem prover to obtain a sequence of interpolants Iy, ..., I,
such that each I; is an error invariant for position ¢ in the error trace. The basic idea
underlying our algorithm is to use these interpolants as candidates for the inductive error
invariants that occur in the computed abstract error trace. A naive algorithm to obtain the
abstract error trace from the computed interpolants is to compute an (n + 1) x (n + 1)
matrix Z where an entry Z;; indicates whether interpolant /; is an error invariant for
position j of the error trace. The matrix Z can then be used to obtain an abstract error
trace by replacing maximal sequences of transition formulas 75, ,...,T;, in the error
trace by interpolant I, if I; was found to be inductive for 7; < 7s.

We have applied this naive algorithm to a number of example error traces and have
found that it produces abstract error traces that concisely explain the cause of the error.
The only problem with this naive algorithm is that it can be expensive: the number of
theorem prover calls that is needed to compute the matrix 7 is quadratic in the length of
the error trace. We have therefore developed an algorithm that obtains a better running

4 Note that whenever we say interpolant we always mean Craig interpolant.
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time. This improved algorithm is based on an observation that we made during the
evaluation of the naive algorithm: if an interpolant / is an inductive error invariant
for positions 7 < j of an error trace, then it is also often an error invariant for all
intermediate positions between ¢ and j. Thus, instead of checking for each position %
and interpolant I;, whether I; is an error invariant for 4, we instead compute for each
I; the end positions of the interval of 7 on which I; holds. Using a binary search, this
can be done with fewer theorem prover calls than required by the naive algorithm.

Algorithm 1: Algorithm for computing abstract error traces.

Input: error trace 7 = (1, 7, @) of length n
Output: abstract error trace for 7

def search(low : Int, high : Int, incLow : Int — Boolean) : Int = {
if (high < low) return low
val mid = (low + high)/2
if (incLow(mid)) search(mid + 1, high, incLow)
else search(low, mid — 1, incLow) }
def isErrinv(I : Formula,i : Int) : Boolean =
valid(y) A TF(x[0,]) = 1) Avalid(I A TF(x[i,n] A ¢ = 1)
var interpolants = interpolate('TF (7))
var intervals = interpolants map (A\I;. { start = search(0, j, (Ai. ~isErrinv(1;,1)))
end = search(j,n, (A\i.isErrlnv(I;,i))) — 1
inv=1; })
var sortedIntervals = intervals sortWith (A(a, b). a.start < b.start)
var mazlnterval = sortedIntervals|0]
var prevEnd =0
for (currinterval — sortedIntervals) {
if (currinterval.start > prevEnd) {
yield mazInterval.inv
if (mazInterval.end < n) yield w[mazInterval.end]
prevEnd = mazInterval.end
mazinterval = currinterval
} else if (currinterval.end > mazInterval.end) mazInterval = currinterval

}

Algorithm 1 shows the pseudo code for our improved algorithm in a syntax akin
to the Scala programming language. The algorithm takes an error trace 7 as input and
returns an abstract error trace for 7. It first computes a sequence of candidate error
invariants interpolants by calling the interpolating theorem prover. It then computes
for each interpolant I; in interpolants a maximal interval on which I; is inductive.
Each interval is represented as a record with fields start and end storing the start and
end position of the interval, and field inv storing the actual interpolant I;. The interval
boundaries are computed using a binary search that is implemented by the function
search. The binary search is parameterized by a function incLow, which guides the
search depending on which of the two interval bounds is to be computed. In either
case, the function incLow is implemented using the function isFErrInv, which checks
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whether the given formula I is an error invariant for the given position 7. The algorithm
then computes a minimal subset of the intervals that cover all positions of the error trace.
This is done by first sorting the computed intervals according to their start time and
then selecting maximal intervals to cover all positions. The latter step is implemented
in the final for-comprehension, which directly yields the error invariants and relevant
transition formulas of the resulting abstract error trace.

Note that each binary search requires at most O(log n) theorem prover calls, which
gives O(nlogn) theorem prover calls in total (as opposed to O(n?) for the naive al-
gorithm). Also the sorting of the intervals can be done in time O(n logn), which gives
total running time O(nlogn), if we factor out the actual running time of the theorem
prover calls.

6 Evaluation

We have implemented a prototype of Algorithm 1 on top of the interpolating theorem
prover SMTInterpol [2] and applied it to compute abstractions of several error traces
that we obtained from real-world programs. In the following, we present two of these
examples in detail.

6.1 Faulty Sorting

Our first example is a faulty implementation of a sorting algorithm that sorts a sequence
of integer numbers. This program is taken from [3] and shown in Figure 2. The program
takes an array of numbers as input and is supposed to return a sorted sequence of these
numbers. An error is observed when the program is called on the sequence 11, 14.
Instead of the expected output 11, 14, the program returns 0, 11. The corresponding
error trace consists of the precondition ¢ = (a[0] = 11 Aa[1] = 14), the post-condition
¢ = (a/[0] = 11 Ad’[1] = 14) and the path 7 containing the sequence of 27 statements
shown in Figure 3.

We translated each statement in path 7 into a corresponding transition formula.
While there exist interpolation procedures for reasoning about arrays, SMTInterpol
does not yet provide an implementation of such a procedure. We therefore encoded ar-
rays using uninterpreted function symbols and added appropriate axioms for the array
updates. Before calling the theorem prover, we instantiated all axioms with the ground
terms occurring in the path formula. This resulted in an unsatisfiable quantifier-free
formula which we used as input for our algorithm.

The theorem prover computed 28 interpolants, one for each position in the error
trace. Table 1 shows the error invariant matrix for these interpolants. The matrix indi-
cates for each computed interpolant /; at which positions /; is a valid error invariant.
Note that the matrix is not actually computed by our algorithm. Instead, Algorithm 1
only computes for each I; the boundaries of the interval of positions for which I; is a
valid error invariant. The marked interpolants I, I1g, [12, 19, I22, and Iy are the ones
that our algorithm selects for the computation of the abstract error trace. Thus, the only
relevant statements for the error are the statements at positions 6, 11, 13, 20, 23, as well
as the post-condition.
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static void shell_sort (int a[], int size) {|int main(int argc, char =xargv[])
int i, 3J; int i = 0;
int h = 1; int xa = NULL;
do {
h=nhx* 3+ 1; a = (intx)malloc((argc-1) =
} while (h <= size); sizeof (int));
do { for (1 = 0; 1 < argc - 1; i++)
h /= 3; ali] = atoi(argv[i + 1]);
for (1 = h; 1 < size; i++) { shell_sort (a, argc);
int v = al[il;
for (j = 1i; j >= h && for (1 = 0; i < argc - 1; i++)
alj — h] >v; j —= h) printf ("%d", alil);
aljl = alj-hl; printf("\n");
if (4 !'= 3J) aljl = v;
} free(a);
} while (h != 1); return 0;
} }

Fig. 2. Faulty implementation of a sort algorithm taken from [3]. The faulty behavior

can be observed, e.g., for the input value sequence 11, 14

o int 1,3, all; =i
1 ize=3; !
) 12‘; iiie 3i 15 assume (j>=h && alj-h]>v);
=1; e e
3 h o= h«3+1; 1: 31_[2}]1751[] hls
! (h<=si ; o
: ijigiﬂe (h<=size); 18 assume (j>=h && al[j-hl>v);
‘ i=h,’ 19 aljl=alj-hl;
7 asstllme (i<size); 0 J==h;
s vealil; ! 21 assume ! (j>=h && al[j-h]>v);
9 j=i; ' 22 assume (i!=3j);
o ‘ . 23 j1=v;
10 assume ! (j>=h && al[j-hl>v); o iii] vi
o i+t N !
1vE; . ) 25 assume ! (i<size);
12 assume (i<size); 2% assume (h==1);
13 v=alil; !

Fig. 3. Error path 7 of the program in Figure 2 for the input sequence 11, 14

© o

10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

Table 1. Error invariant matrix for the error trace of the program in Figure 2
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6:1=h;

(al2]1=0 A h=1 A i=h)
11:4 = 1 + 1;

(al2]1=0 A h=1 A i=2)
13:v = al[i];

(h=1 A i=2 A v=0 A h<j A 3<1)
20:3 = 3 - h;

(h=1 A i=2 A v=0 A j=0)
23:a[j] = v;

al[0]=0
27:assert (al[0]=11 A al[l]l=14);

Fig. 4. Abstract error trace for the error path in Figure 3

The resulting abstract error trace is shown in Figure 4. We use boxed code such as
a[2]1=0) to highlight the error invariants. From the first error invariant a [2]=0 we
can see that the only information we need to track until position 6 of our error trace is the
value at index 2 of the array a. This error invariant is also the summary of the relevant
part of the failing initial state ¢). Hence, we do not need to mention ¢ explicitly in our
abstract error trace. At position 6, the variable i is initialized. The error invariant no
longer holds after this statement. The new error invariant now also states that h=1 and
i=h hold up to position 11. The next statement, which cannot be rendered irrelevant, is
i = 1 + 1 andsets i to 2. This statement already indicates the problem, as i should
always be strictly smaller than the array bounds of a. The next error invariant now
states that 1=2. This error invariant holds up to position 13, where the value a[2] is
stored in the local variable v. The new error invariant /5y keeps track of v=0, while the
current content of the array a is completely irrelevant for the following parts of the error
trace. The error invariant /o also states that j=1. This property is temporarily violated
from positions 14 to 17 but reestablished at position 18. The context of the variable j is
abstracted away as all necessary information about j is provided by the error invariants.
One could also think of a different algorithm that does not allow error invariants to be
temporarily violated. Such an algorithm would further add the statements ¢14 : =1 and
{17 :j=7-h to the error trace because we cannot find an invariant that holds at the
enclosing positions of these statements. However, the relevant information about the
variable j is provided by the error invariant. Hence, these statements can be omitted.
The new error invariant holds up to position 20, when j is set to 0. This is recorded in
the new error invariant, which holds up to position 23, when a [0] is finally set to 0.
This is the only information we need to keep track of for the remainder of the error trace,
as it contradicts the post-condition. Hence, Algorithm 1 is able to reduce the error trace
from its original 27 statements to only six statements. The computed error invariants
further highlight the information about the state that is crucial for the error at each point
of the error trace.
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0 int OLEV = 600;

1 int MAXALTDIFF = 600;

2 int MINSEP = 300;

3 int NOZCROSS = 300;

4 int NO_INTENT = 0;

5 int DO_NOT_CLIMB = 1;

6 int DO_NOT_DESCEND =

7 int TCAS_TA = 1;

8§ int OTHER = 2;

9 int UNRESOLVED = 0;

10 int UPWARD_RA = 1;

11 int DOWNWARD_RA = 2;

12 int Positive_RA_Alt_Thresh = 740;

13 bool enabled = High_Confidence && (Own_Tracked_Alt_Rate <= OLEV) &&
(Cur_Vertical_Sep > MAXALTDIFF) ;

2;

14 bool tcas_equipped = (Other_Capability == TCAS_TA);

15 bool intent_not_known = (Two_of_Three_Reports_Validé&& (Other_ RAC==NO_INTENT)) ;
16 int alt_sep = UNRESOLVED;

17 assume (enabled && ((tcas_equipped && intent_not_known) || !tcas_equipped));

18 assume (Climb_Inhibit);
19 inhibitBiasedClimb = Up_Separation + NOZCROSS;

20 ownBelowThreat = (Own_Tracked_Alt < Other_Tracked_Alt);

21 ownAboveThreat = (Other_Tracked_ Alt < Own_Tracked_Alt);

22 upward_preferred = (inhibitBiasedClimb > Down_Separation);

23 assume (upward_preferred) ;

24 nonCrossingBiasedClimb = ! (ownBelowThreat) || ((ownBelowThreat) &&

(! (Down_Separation > Positive_RA_Alt_Thresh)));
25 need_upward_RA = nonCrossingBiasedClimb && ownBelowThreat;
26 upward_preferred = inhibitBiasedClimb > Down_Separation;
27 assume (upward_preferred);
28 nonCrossingBiasedDescend = ownBelowThreat && (Cur_Vertical_Sep >= MINSEP) &&
(Down_Separation >= Positive_RA_Alt_Thresh);
29 need_downward_RA = nonCrossingBiasedDescend && ownAboveThreat;
30 assume ! (need_upward_RA && need_downward_RA);

Fig. 5. Error path 7 for faulty TCAS produced by the model checker ULTIMATE

For comparison with the state of the art, we have also applied the tool Bug-Assist [13,
14] to the error trace in Figure 3. Bug-Assist returns a set of potential bugs, each of
which is a statement in the input error trace. If ordered by their location, these state-
ments form a reduced error trace. For our example, this reduced error trace still contains
18 statements.

6.2 Faulty TCAS

Our second example is a faulty implementation of the Traffic Alert and Collision Avoid-
ance System (TCAS). TCAS is an aircraft collision detection system used by all US
commercial aircraft. The TCAS example can be found in [8] and has been used in
many papers to test algorithms that explain error traces (e.g., [10, 11,13,17,19]). The
error in this TCAS implementation is inflicted by a wrong inequality in the function
Non_Crossing_Biased_Climb ().On some inputs, the error causes the Boolean
variable need_upward_RA to become t rue. The effect is that the controlled aircraft
will eventually rise even though its altitude is lower than the other aircraft’s altitude.
This may potentially lead to a collision.

To obtain an appropriate error trace for this error we applied the software model
checker ULTIMATE [7] to the faulty TCAS implementation. The correctness condition
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that exposes the error in the implementation has been taken from [4] and is as follows:

need_upward RA =(—(Up_Separation < Positive RA_Alt _Thresh)A
(Down_Separation > Positive RA_Alt_Thresh))

This property is also the post-condition ¢ of our error trace (¢, 7, ¢). When we checked
this property with ULTIMATE, the model checker produced the error path 7 shown in
Figure 5.

Note that the statement at position 24 is the problematic statement from function
Non_Crossing_Biased_Climb () that causes the error. The strict inequality >
should be replaced by >= for the implementation to be correct.

In order to obtain a suitable precondition v for our error trace, we used the SMT
solver Z3 [6] to produce a model for the formula TF(7) A —¢. We then encoded this
model in a corresponding formula . Applying our algorithm to the resulting error trace
produces the abstract error trace shown in Figure 6. The error invariant matrix in Table 2
highlights the five interpolants that are selected for the abstract error trace.

01..11 12 13 14 ... 19 20 21 22 23 24 25 26 27 ... 30 31
O . | - - - -
Tip

I3 - -

foo - - - - oy

Ia1 - - - - -

Izq - -

Iz - - - S :

Iog - - .- .- .- ...

I3y - -

Table 2. Error invariant matrix for the error trace of the TCAS example

The abstract error trace shows how the infliction at position 24 affects the value
assigned to need_upward_RA at position 25 and eventually leads to the error. The
last error invariant forces the execution to take the then branch of the conditional,
which is encoded as an implication in the post condition ¢. The algorithm reduces the
error trace from 31 to 4 statements. These statements are sufficient to understand the
causality between the erroneous line and the error. The abstract error trace depends
only on 7 instead of 37 variables. The number of input variables is reduced from 12
to 5. The abstract error trace thus significantly simplifies the search for the erroneous
statement at position 24. For the purpose of comparison, we also ran Bug-Assist on the
TCAS example. The reduced error trace thus obtained still contained 14 statements. We
therefore believe that error invariants provide a valuable instrument that improves upon
the state of the art.

7 Conclusion

We have introduced the concept of error invariants for reasoning about the relevancy
of portions of an error trace. Error invariants provide a semantic argument why certain
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Up-Separation = 441 A Down_Separation = 740 A Own_Tracked-Alt = -1 A
Other_Tracked Alt =0
12:Positive_RA_Alt_Thresh = 740;
Positive_RA_Alt_Thresh = 740/ Up-Separation = 441 ADown_Separation = 740 A
Own_Tracked Alt = -1 A Other_TrackedAlt =0
20:ownBelowThreat = Own_Tracked_Alt < Other_Tracked_Alt;
ownBelowThreat APositive_RA_Alt_Thresh = 740 AUp-Separation = 441 A
Down-Separation = 740 A Own_-Tracked-Alt = -1 A Other_Tracked-Alt =0
24:nonCrossingBiasedClimb = !ownBelowThreat ||
(ownBelowThreat && (! (Down_Separation > Positive_RA_Alt_Thresh))));
nonCrossingBiasedClimb AownBelowThreat A Positive_RA_Alt_Thresh =740 A
Up-Separation = 441 A Down_Separation = 740

25:need_upward_RA = nonCrossingBiasedClimb && ownBelowThreat;

need_upward_RA A Positive RA_Alt_Thresh = 740 A Up_Separation = 441 A
Down_Separation = 740

3l:assert (need_upward_RA ==> ! (Up_Separation < Positive_RA_Alt_Thresh) &&
(Down_Separation >= Positive_RA_Alt_Thresh));

Fig. 6. Abstract error trace of the TCAS example

portions of an error trace are irrelevant to the search for the cause of an error. Removing
those irrelevant portions from the error trace will not alter the observable error. This is in
contrast to related static approaches for slicing error traces that are based on computing
unsatisfiable cores of extended path formulas. We have presented an algorithm that
synthesizes error invariants from Craig interpolants and uses them to obtain compact
abstractions of error traces. Our evaluation has shown that our algorithm can indeed
help programmers understand the cause of an error more easily. We therefore believe
that our algorithm will be a useful component in future debugging tools.

We see many opportunities to further improve the performance of the presented
algorithm, which will be subject to our future work. For instance, our approach can be
used on already reduced error traces, to further compress them. Also, many theorem
prover calls during the binary search can be avoided by first syntactically checking
whether a candidate invariant speaks about variables that do not occur in both the prefix
and suffix of the trace. In this case, it is not necessary to invoke the theorem prover
because the candidate invariant cannot be a Craig interpolant. Further optimizations are
possible if the theorem prover is not treated as a black box. In particular, we will explore
different approaches to compute Craig interpolants from unsatisfiable path formulas. If
we have more control over the structure of the computed interpolants, this will allow us
to build more efficient algorithms for computing inductive error invariants.
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