Abstract

Convolutional neural networks (CNN) have achieved the top performance for event detection due to their capacity to induce the underlying structures of the $k$-grams in the sentences. However, the current CNN-based event detectors only model the consecutive $k$-grams and ignore the non-consecutive $k$-grams that might involve important structures for event detection. In this work, we propose to improve the current CNN models for ED by introducing the non-consecutive convolution. Our systematic evaluation on both the general setting and the domain adaptation setting demonstrates the effectiveness of the non-consecutive CNN model, leading to the significant performance improvement over the current state-of-the-art systems.

1 Introduction

The goal of event detection (ED) is to locate event triggers of some specified types in text. Triggers are generally single verbs or nominalizations that evoke the events of interest. This is an important and challenging task of information extraction in natural language processing (NLP), as the same event might appear in various expressions, and an expression might express different events depending on contexts.

The current state-of-the-art systems for ED have involved the application of convolutional neural networks (CNN) (Nguyen and Grishman, 2015b; Chen et al., 2015) that automatically learn effective feature representations for ED from sentences. This has overcome the two fundamental limitations of the traditional feature-based methods for ED: (i) the complicated feature engineering for rich feature sets and (ii) the error propagation from the NLP toolkits and resources (i.e., parsers, part of speech taggers etc) that generate such features.

The prior CNN models for ED are characterized by the temporal convolution operators that linearly map the vectors for the $k$-grams in the sentences into the feature space. Such $k$-gram vectors are obtained by concatenating the vectors of the $k$ consecutive words in the sentences (Nguyen and Grishman, 2015b; Chen et al., 2015). In other words, the previous CNN models for ED only focus on modeling the consecutive $k$-grams. Unfortunately, such consecutive mechanism is unable to capture the long-range and non-consecutive dependencies that are necessary to the prediction of trigger words. For instance, consider the following sentence with the trigger word “leave” from the ACE 2005 corpus:

_The mystery is that she took the job in the first place or didn’t leave earlier._

The correct event type for the trigger word “leave” in this case is “End-Org”. However, the previous CNN models might not be able to detect “leave” as an event trigger or incorrectly predict its type as “Movement”. This is caused by their reliance on the consecutive local $k$-grams such as “leave earlier”. Consequently, we need to resort to the non-consecutive pattern “job leave” to correctly determine the event type of “leave” in this case.

Guided by this intuition, we propose to improve the previous CNN models for ED by operating the convolution on all possible non-consecutive $k$-grams...
in the sentences. We aggregate the resulting convolution scores via the max-pooling function to unveil the most important non-consecutive $k$-grams for ED. The aggregation over all the possible non-consecutive $k$-grams is made efficient with dynamic programming.

Note that our work is related to (Lei et al., 2015) who employ the non-consecutive convolution for the sentence and news classification problems. Our work is different from (Lei et al., 2015) in that we model the relative distances of words to the trigger candidates in the sentences via position embeddings, while (Lei et al., 2015) use the absolute distances between words in the $k$-grams to compute the decay weights for aggregation. To the best of our knowledge, this is the first work on non-consecutive CNN for ED.

We systematically evaluate the proposed model in the general setting as well as the domain adaptation setting. The experiment results demonstrate that our model significantly outperforms the current state-of-the-art models in such settings.

2 Model

We formalize ED as a multi-class classification problem. Given a sentence, for every token in that sentence, we want to predict if the current token is an event trigger of some event in the pre-defined event set or not? The current token along with its context in the sentence constitute an event trigger candidate.

In order to make it compatible with the previous work, we follow the procedure in (Nguyen and Grishman, 2015b) to process the trigger candidates for CNN. In particular, we limit the context of the trigger candidates to a fixed window size by trimming longer sentences and padding shorter sentences with a special token when necessary. Let $2n + 1$ be the fixed window size, and $W = [w_0, w_1, \ldots, w_n, \ldots, w_{2n-1}, w_{2n}]$ be some trigger candidate where the current token is positioned in the middle of the window (token $w_n$). Before entering CNN, each token $w_i$ is first transformed into a real-valued vector $x_i$ using the concatenation of the following vectors:

1. The word embedding vector of $w_i$: This is obtained by looking up a pre-trained word embedding table $D$ (Turian et al., 2010; Mikolov et al., 2013a).

2. The position embedding vector of $w_i$: We obtain this vector by looking up the position embedding table for the relative distance $i - n$ from the token $w_i$ to the current token $w_n$. The position embedding table is initialized randomly.

3. The real-valued embedding vector for the entity type of $w_i$: This vector is generated by looking up the entity type embedding table (initialized randomly) for the entity type of $w_i$. Note that we employ the BIO annotation schema to assign entity type labels to each token in the sentences using the entity mention heads as in (Nguyen and Grishman, 2015b).

The transformation from the token $w_i$ to the vector $x_i$ $(x_i \in \mathbb{R}^d)$ essentially converts the input candidate $W$ into a sequence of real-valued vectors $X = (x_0, x_1, \ldots, x_{2n})$. This sequence is used as input in the following CNN models.

2.1 The Traditional CNN

Given the window size $k$, the traditional CNN models for ED consider the following set of $2n + 1$ consecutive $k$-gram vectors:

$$C = \{u_i : 0 \leq i \leq 2n\}$$

Vector $u_i$ is the concatenation of the $k$ consecutive vectors preceding position $i$ in the sequence $X$: $u_i = [x_{i-k+1}, x_{i-k+2}, \ldots, x_i] \in \mathbb{R}^{dk}$ where the out-of-index vectors are simply set to all zeros.

The core of the CNN models is the convolution operation, specified by the filter vector $f \in \mathbb{R}^{dk}$. In CNN, $f$ can be seen as a feature extractor for the $k$-grams that operates via the dot product with each element in $C$. This produces the following convolution score set: $S(C) = \{f^T u_i : 0 \leq i \leq 2n\}$.

In the next step, we aggregate the features in $S$ with the max function, resulting in the aggregation score:

$$p_k^f = \max S(C) = \max \{s_i : 0 \leq i \leq 2n\}$$

Afterward, $p_k^f$ is often transformed by a non-linear function $G^1$ to generate the transformed score $G(p_k^f)$, functioning as the extracted feature for the initial trigger candidate $W$.

$^1$The tanh function in this work.
We can then repeat this process for different window sizes \( k \) and filters \( f \), generating multiple features \( G(p_k^f) \) to capture various aspects of the trigger candidate \( W \). Finally, such features are concatenated into a single representation vector for \( W \), to be fed into a feed-forward neural network with a softmax layer in the end to perform classification.

### 2.2 The Non-consecutive CNN

As mentioned in the introduction, the limitation of the previous CNN models for ED is the inability to encode the non-consecutive \( k \)-grams that might be crucial to the trigger prediction. This limitation originates from Equation 1 in which only the consecutive \( k \)-gram vectors are considered. In order to overcome such limitation, we propose to model all possible non-consecutive \( k \)-grams in the trigger candidate, leading to the following set of non-consecutive \( k \)-gram vectors:

\[
N = \{v_{i_1i_2...i_k} : 0 \leq i_1 < i_2 < \ldots < i_k \leq 2n\}
\]

where: \( v_{i_1i_2...i_k} = [x_{i_1}, x_{i_2}, \ldots, x_{i_k}] \in \mathbb{R}^{dk} \) and the number of elements in \( N \) is \( |N| = \binom{2n+1}{k} \).

The non-consecutive CNN model then follows the procedure of the traditional CNN model in Section 2.1 to compute the representation vector for classification. The only difference is that the computation is done on the input set \( N \) instead of \( C \). In particular, the convolution score set in this case would be \( S(N) = \{f^T v : v \in N\} \), while the aggregating score would be:

\[
p_k^f = \max S(N) = \max \{s : s \in S(N)\} \quad (3)
\]

### 2.3 Implementation

Note that the maximum operation in Equation 2 only requires \( O(n) \) operations while the naïve implementation of Equation 3 would need \( O(|N|) = O(n^k) \) operations. In this work, we employ the dynamic programming (DP) procedure below to reduce the computation time for Equation 3.

Assuming the filter vector \( f \) is the concatenation of the \( k \) vectors \( f_1, \ldots, f_k \in \mathbb{R}^d \); \( f = [f_1, \ldots, f_k] \), Equation 3 can be re-written by:

\[
p_k^f = \max \{f_1^T x_{i_1} + \ldots + f_k^T x_{i_k} : 0 \leq i_1 < i_2 < \ldots < i_k \leq 2n\}
\]

Let \( D^j_t \) be the dynamic programming table representing the maximum convolution score for the sub-filter \([f_1, \ldots, f_j]\) over all possible non-consecutive \( j \)-gram vectors in the subsequence \((x_0, x_1, \ldots, x_t)\) of \( X \):

\[
D^j_t = \max \{|f_i^T x_{i_1} + \ldots + f_j^T x_{i_j} : 0 \leq i_1 < i_2 < \ldots < i_j \leq t\}
\]

where \( 1 \leq j \leq k \), \( j - 1 \leq t \leq 2n \).

Note that \( p_k^f = D^{2n}_k \).

We can solve this DP problem by the following recursive formulas\(^2\):

\[
D^j_t = \max \{D^j_{t-1}, D^{j-1}_{t-1} + f_j^T x_i\}
\]

The computation time for this procedure is \( O(kn) \) and remains linear in the sequence length.

### 2.4 Training

We train the networks using stochastic gradient descent with shuffled mini-batches, the AdaDelta update rule, back-propagation and dropout. During the training, we also optimize the embedding tables (i.e., word, position and entity type embeddings) to achieve the optimal states. Finally, we rescale the weights whose \( l_2 \)-norms exceed a predefined threshold (Nguyen and Grishman (2015a)).

### 3 Experiments

#### 3.1 Dataset, Parameters and Resources

We apply the same parameters and resources as (Nguyen and Grishman, 2015b) to ensure the compatible comparison. Specifically, we employ the window sizes in the set \( \{2, 3, 4, 5\} \) for the convolution operation with 150 filters for each window size. The window size of the trigger candidate is 31 while the dimensionality of the position embeddings and entity type embeddings is 50. We use word2vec from (Mikolov et al., 2013b) as the pre-trained word embeddings. The other parameters include the dropout rate \( \rho = 0.5 \), the mini-batch size = 50, the predefined threshold for the \( l_2 \) norms = 3.

Following the previous studies (Li et al., 2013; Chen et al., 2015; Nguyen and Grishman, 2015b), we evaluate the models on the ACE 2005 corpus.

\(^2\)We ignore the base cases as they are trivial.
with 33 event subtypes. In order to make it compatible, we use the same test set with 40 newswire articles, the same development set with 30 other documents and the same training set with the remaining 529 documents. All the data preprocessing and evaluation criteria follow those in (Nguyen and Grishman, 2015b).

### 3.2 The General Setting

We compare the non-consecutive CNN model (NC-CNN) with the state-of-the-art systems on the ACE 2005 dataset in Table 1. These systems include:

1. The feature-based systems with rich hand-designed feature sets, including: the MaxEnt model with local features in (Li et al., 2013) (MaxEnt); the structured perceptron model for joint beam search with local features (Joint+Local), and with both local and global features (Joint+Local+Global) in (Li et al., 2013); and the sentence-level and cross-entity models in (Hong et al., 2011).

2. The neural network models, i.e, the CNN model in (Nguyen and Grishman, 2015b) (CNN), the dynamic multi-pooling CNN model (DM-CNN) in (Chen et al., 2015) and the bidirectional recurrent neural networks (B-RNN) in (Nguyen et al., 2016a).

3. The probabilistic soft logic based model to capture the event-event correlation in (Liu et al., 2016).

<table>
<thead>
<tr>
<th>Methods</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence-level in Hong et al (2011)</td>
<td>59.7</td>
</tr>
<tr>
<td>MaxEnt (Li et al., 2013)</td>
<td>65.9</td>
</tr>
<tr>
<td>Joint+Local (Li et al., 2013)</td>
<td>65.7</td>
</tr>
<tr>
<td>Joint+Local+Global (Li et al., 2013)</td>
<td>67.5</td>
</tr>
<tr>
<td>Cross-entity in Hong et al. (2011)</td>
<td>68.3</td>
</tr>
<tr>
<td>Probabilistic soft logic (Liu et al., 2016)</td>
<td>69.4</td>
</tr>
<tr>
<td>CNN (Nguyen and Grishman, 2015b)</td>
<td>69.9</td>
</tr>
<tr>
<td>DM-CNN (Chen et al., 2015)</td>
<td>69.1</td>
</tr>
<tr>
<td>B-RNN (Nguyen et al., 2016a)</td>
<td>69.3</td>
</tr>
<tr>
<td>NC-CNN</td>
<td>71.3</td>
</tr>
</tbody>
</table>

Table 1: Performance with Gold-Standard Entity Mentions and Types. † beyond sentence level.

The most important observation from the table is that the non-consecutive CNN model significantly outperforms all the compared models with large margins. In particular, NC-CNN is 2% better than B-RNN (Nguyen et al., 2016a), the state-of-the-art system that only relies on the context information within the sentences of the trigger candidates. In addition, although NC-CNN only employs the sentence-level information, it is still better than the other models that further exploit the document-level information for prediction (an improvement of 1.9% over the probabilistic soft logic based model in (Liu et al., 2016)). Finally, comparing NC-CNN and the CNN model in (Nguyen and Grishman, 2015b), we see that the non-consecutive mechanism significantly improves the performance of the traditional CNN model for ED (up to 2.3% in absolute F-measures with p < 0.05).

### 3.3 The Domain Adaptation Experiments

Previous studies have shown that the NLP models would suffer from a significant performance loss when domains shift (Blitzer et al., 2006; Daume III, 2007; Plank and Moschitti, 2013; Nguyen et al., 2015c). In particular, if a model is trained on some source domain and applied to a different domain (the target domain), its performance would degrade significantly. The domain adaptation (DA) studies aim to overcome this issue by developing robust techniques across domains.

The best reported system in the DA setting for ED is (Nguyen and Grishman, 2015b), which demonstrated that the CNN model outperformed the feature-based models in the cross-domain setting. In this section, we compare NC-CNN with the CNN model in (Nguyen and Grishman, 2015b) (as well as the other models above) in the DA setting to further investigate their effectiveness.

#### 3.3.1 Dataset

This section also uses the ACE 2005 dataset but focuses more on the difference between domains. The ACE 2005 corpus includes 6 different domains: broadcast conversation (bc), broadcast news (bn), telephone conversation (cts), newswire (nw), usenet (un) and webblogs (wl). Following (Nguyen and Grishman, 2015b), we use news (the union of bn and nw) as the source domain and bc, cts, wl and un as four different target domains. We take half of bc as the development set and use the remaining data for testing. Our data split is the same as that in (Nguyen and Grishman, 2015b).

---

Note that (Nguyen and Grishman, 2015b) does not report the performance on un but we include it here for completeness.
Section 3.2 and further confirms the effectiveness of NC-CNN significantly outperforms \((p < 0.05)\) all the compared methods on the specified domain.

### 3.3.2 Performance

Table 2 reports the performance of the systems with 5-fold cross validation. Note that we focus on the systems exploiting only the sentence level information in this section. For each system, we train a model on the training data of the source domain and evaluate this model on the test set of the source domain (in-domain performance) as well as on the four target domains \(bc\), \(cts\), \(wl\) and \(un\).

We emphasize that the performance of the systems \(MaxEnt\), \(Joint+Local\), \(Joint+Local+Global\), \(B-RNN\), and \(CNN\) is obtained from the actual systems in the original work (Li et al., 2013; Nguyen and Grishman, 2015b; Nguyen et al., 2016a). The performance of \(DM-CNN\), on the other hand, is from our re-implementation of the system in (Chen et al., 2015) using the same hyper-parameters and resources as \(CNN\) and \(NC-CNN\) for a fair comparison.

From the table, we see that \(NC-CNN\) is significantly better than the other models on the source domain. This is consistent with the conclusions in Section 3.2 and further confirms the effectiveness of \(NC-CNN\). More importantly, \(NC-CNN\) outperforms \(CNN\) and the other models on the target domains \(bc\), \(cts\) and \(un\), and performs comparably with \(CNN\) on \(wl\). The performance improvement is significant on \(bc\) and \(un\) \((p < 0.05)\), thereby verifying the robustness of \(NC-CNN\) for ED across domains.

<table>
<thead>
<tr>
<th>System</th>
<th>In-domain(bn+rw)</th>
<th>bc</th>
<th>cts</th>
<th>wl</th>
<th>un</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>MaxEnt</td>
<td>74.5</td>
<td>59.4</td>
<td>66.0</td>
<td>70.1</td>
<td>54.5</td>
</tr>
<tr>
<td>Joint+Local</td>
<td>73.5</td>
<td>62.7</td>
<td>67.7</td>
<td>70.3</td>
<td>57.2</td>
</tr>
<tr>
<td>Joint+Local+Global</td>
<td>72.9</td>
<td>63.2</td>
<td>67.7</td>
<td>68.8</td>
<td>57.3</td>
</tr>
<tr>
<td>B-RNN</td>
<td>71.4</td>
<td>63.5</td>
<td>67.1</td>
<td>70.7</td>
<td>62.1</td>
</tr>
<tr>
<td>DM-CNN</td>
<td>75.9</td>
<td>62.7</td>
<td>68.7</td>
<td>75.3</td>
<td>59.3</td>
</tr>
<tr>
<td>CNN</td>
<td>69.2</td>
<td>67.0</td>
<td>68.0</td>
<td>70.2</td>
<td>65.2</td>
</tr>
<tr>
<td>NC-CNN</td>
<td>74.9</td>
<td>66.5</td>
<td>70.4</td>
<td>73.6</td>
<td>64.7</td>
</tr>
</tbody>
</table>

Table 2: Performance on the source domain and on the target domains. Cells marked with \(†\) designates that \(NC-CNN\) significantly outperforms \((p < 0.05)\) all the compared methods on the specified domain.

### 4 Related Work

There have been three major approaches to event detection in the literature. First, the pattern-based approach explores the application of patterns to identify the instances of events, in which the patterns are formed by predicates, event triggers and constraints on the syntactic context (Grishman et al., 2005; Cao et al., 2015a; Cao et al., 2015b).

Second, the feature-based approach relies on linguistic intuition to design effective feature sets for statistical models for ED, ranging from the local sentence-level representations (Ahn, 2006; Li et al., 2013), to the higher level structures such as the cross-sentence or cross-event information (Ji and Grishman, 2008; Gupta and Ji, 2009; Patwardhan and Riloff, 2009; Liao and Grishman, 2011; Hong et al., 2011; McClosky et al., 2011; Li et al., 2015). Some recent work on the feature-based approach has also investigated event trigger detection in the joint inference with event argument prediction (Riedel et al., 2009; Poon and Vanderwende, 2010; Li et al., 2013; Venugopal et al., 2014) to benefit from their inter-dependencies.

Finally, neural networks have been introduced into ED very recently with the early work on convolutional neural networks (Nguyen and Grishman, 2015b; Chen et al., 2015). The other work includes: (Nguyen et al., 2016a) who employ bidirectional recurrent neural networks to perform event trigger and argument labeling jointly, (Jagannatha and Yu, 2016) who extract event instances from health records with recurrent neural networks and (Nguyen et al., 2016b) who propose a two-stage training algorithm for event extension with neural networks.

### 5 Conclusion

We present a new CNN architecture for ED that exploits the non-consecutive convolution for sentences. Our evaluation of the proposed model on the general setting and the DA setting demonstrates the effectiveness of the non-consecutive mechanism. We achieve the state-of-the-art performance for ED in both settings. In the future, we plan to investigate the non-consecutive architecture on other problems such as relation extraction or slot filling.
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