Chapter 1 exercises. The data sets you need for these exercises will be at http://cs.nyu.edu/cs/faculty/shasha/papers/stateasyExerciseData.zip
1. Run the software on a different set of placebo/drug experiments (Diff2MeanCh1Ex1.vals) and compute a confidence interval and a statistical significance. What are they?
Hint: In Diff2MeanCh1Ex1.vals: each drug value is exactly 2 more than a placebo value.      
2. In Diff2MeanCh1Ex2.vals we have duplicated the placebo/drug data from exercise 1 to see how the confidence interval and statistical significance change. How do they?
3. Consider a year in which there are daily closing prices from stocks A and B.  Compute the correlation of closing prices of stocks A and B. Also what is your confidence that the correlation is positive and what is the confidence interval of the correlation?
The file RegressionCh1Ex3.vals contains JP Morgan Chase & Co and Bank of America Corporation closing prices for every day in 2009.
Chapter 2 exercises. The data sets you need for these exercises will be at http://cs.nyu.edu/cs/faculty/shasha/papers/stateasyExerciseData.zip
1. Consider a set of salaries and whether people had gone to college or not.  Using just that data, evaluate whether going to college gives a higher salary with p-value < 0.05.
Diff2MeanCh2Ex1Unranked.vals: High school graduate salaries verses college graduate salaries 
(no graduate school).
2. After transforming that data to ranks, evaluate the same question.
3. Consider again exercise 1 from chapter 1.  We have 27 drug samples and 27 placebo samples.  Is this a big enough sample to establish with a 95% confidence that the drug is significantly better than the placebo?  If not, how much more data does one need to do so?  We want a 95% probability that we will reject the null hypothesis if the null hypothesis should be rejected.  (Hint: see the power of a test section.)
Hint: In other words, if the current sample size is S and the average drug result is better than the average placebo result, how many more replicas of S would be needed for us to believe that the drug is better than the placebo throughout the 95% confidence interval?  Suppose that, in the course of using the bootstrap, we sorted the difference drug average - placebo average.  If every number from the bottom 2.5% of those differences on up always gave a positive value, then we have achieved what we want.
4.   You have four different treatments: none, A alone, B alone, A and B together
You have 16 fields: four are dry-hilly, four are wet-hilly, four are dry-flat, four are wet-flat. Give two Latin square designs that work for this.  Call the four dry-hilly fields dry-hilly1, dry-hilly2, dry-hilly3, and dry-hilly4. And similarly for the four wet-hilly fields and so on.
Chapter 3 exercises. 
These exercises are conceptual rather than quantitative. So, no calculation is required.
1. When might you do a rank transformation?
2. If you do a test and the p-value of the alternate hypothesis is say less than 0.10, what does that mean exactly?
3. Why do you use shuffling? How is it used? Relate it to a p-value. Use a drug vs. placebo scenario as an example.
4. Why do you use bootstrapping? How is it used?  Relate it to a confidence interval.  Use a drug vs. placebo scenario as an example.
5. When would you use a one-tailed test vs. a two-tailed test?
6. In Nicholas D. Kristof’s June 16th, 2010 New York Times op-ed column called “Dad Will Really Like This” he describes tuberculosis sniffing giant rats working in Tanzania developed by a company called Apopo.  He says “A technician with a microscope in Tanzania can screen about 40 samples a day, while one giant rat can screen the same amount in seven minutes.”  What if when the rats were initially tested these were the results:


Rat signals sample has TB
Rat signals sample is TB free

Total
TB Sample

516



84



600


TB free sample
 40



360



400
Total


556



444



1000
Note that there are two types of mistakes here, when the rat indicates the sample has TB and it doesn’t (a false-positive) and when the rat signals that the sample is TB is sample free when it isn’t (a false-negative). What are the false positive and false negative rates?
7.  If you want to prove that your drug has a beneficial effect compared to a placebo, would you want a statistical test that gives more power or less?
8. Without changing the test, how might you increase the power of protocol that uses that test?
9. Relate the terms: false positive, false negative, type 1 error, type 2 error.
Chapter 4 exercises. The data sets you need for these exercises will be at http://cs.nyu.edu/cs/faculty/shasha/papers/stateasyExerciseData.zip
Throughout these exercises, there are two running data sets: (i) one concerning drug vs. placebos with varying dosages and (ii) one concerning gene responses to a certain pair of inputs A and B (that is each gene was tested 4 times in 25 samples for each of 4 input types: no input, A alone, B alone, A and B together). 
In the drug data set, higher response values are a good thing.  The dosages are: 100mg/m2, 75mg/m2, 50mg/m2, placebo
For the gene test, let there be 20 genes, each replicated 4 times in a total of 100 samples.
Gene no input, A alone, B alone, AB together (each gene 4 x)
1. For the drug case, find the confidence interval of the mean for the 75mg/m2 dose.
2. For the smallest dose drug vs. placebo case determine whether the difference is significant and the confidence interval of the difference.
3. For the drug case, try to find the influence of drug dosage on result.
Hint: do one-way ANOVA on dosage.  
4. Use two-way anova to test the influence of factors A and B on the gene expressions.  Each factor is divided into categories given and not given.  Use all 20 genes.
5. For the gene case, determine whether A and B together have a significantly different mean from no input, from A alone, from B alone. Compute the p-value for each gene for each case.
AB vs. No input
AB vs. A
AB vs. B
20 genes x 3 tests = 60 
6. Get a Bonferroni corrected p-value using the results from problem 5.   Use a Bonferroni cutoff of 0.05.
7. The Bonferroni correction is a very strict multiple testing correction.  By using it you are choosing to increase the number of false negatives rather than have false positives in your results.  If you prefer to be more inclusive, and have more false positives you would use a more permissive multiple testing correction such as the Hochberg and Benjamini correction.
