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DEFINITION

A database benchmark is a reproducible experimental framework for characterizing and comparing the performance (time, memory, or quality) of database systems or algorithms on those systems. Such an experimental framework defines the system under test, the workload, metrics and experiments.

The system under test comprises a database system and its execution environment, composed of operating system services on top of hardware components. The benchmark may define constraints for the execution environment to ensure that the performance of different database systems is comparable.
The workload typically consists of a synthetic data set, which is either given explicitly as a file or defined by intension with a data generation algorithm. For instance, a relational database benchmarks may rely on a well defined schema with data distribution rules for generating attribute values as well as a scale factor to create instances of various sizes. An XML database benchmarks may define a tool for data generation as well as sample documents. A graph database benchmark may provide explicit data sets.
Metrics reflect the goals of the benchmark, for example, throughput, latency, or energy efficiency. Metrics can be absolute or relative to a parameter that characterizes the system under test, e.g., its cost.

Experiments consist of clients submitting transactions or queries to the database system. A database benchmark defines a collection of queries or transactions that are to be submitted independently or concurrently. The benchmark specifies constraints that clients must respect (e.g., bounded think time, rate at which trnasactions are submitted). 
HISTORICAL BACKGROUND

The Benchmark handbook edited by Jim Gray is an excellent reference for the scientific fundamentals and the history of database benchmarking.  The evolution of database benchmarks has been tied to the interest in characterizing the performance of various kinds of application workloads (on-line transactional processing (OLTP) in various contexts, online analytical processing (OLAP), XML processing, graph processing) as they gain importance. Benchmarks have also evolved to reflect relevant classes of database systems (server-based, cloud-based) as they gain acceptance, as well as metrics of interests (absolute throughput, throughput per dollar, latency per dollar, and throughput per joule).
A key milestone in the evolution of database benchmarks is the “Anon et al.” paper from 1984. The first version of this paper was written by Jim Gray, and it was then edited by a group of researchers. The paper introduced transactions per second as a standard measure of throughput for database systems. It proposed the Debit/Credit benchmark as a means to characterize and compare the performance of database systems. 
As the popularity of database benchmarks increased, the need arose to certify benchmark results. This resulted in the formation of the Transaction Processing Performance Council (TPC) as an industry-consensus body for creating and enforcing OLTP performance measurement standards.  TPC-A was the TPC version of Debit/Credit, TPC-B was the TPC version of another OLTP benchmark orginally called TP1. TPC-C was adopted as a standard benchmark for OLTP in 1992. Since then, the TPC has introduced other benchmarks to characterize the performance of decision support systems (first TPC-D then TPC-H since 1999 and TPC-DS since 2011), of data integration and Extract-Transform-Load processes (TPC-DI), and Hadoop-based systems (TPCx-HS since 2014), and web-based e-commerce systems (first TPC-W then TPC-E in 2005).  

While comparing the performance of database system on the same machine is a central use of benchmarks, the publication of such results has been tabu in the database research community since the “DeWitt” clause emerged in the end-user license agreement of Oracle. The DeWitt clause prohibits scientists from explicitely using the name of the product when publishing performance results obtained with that product in a research paper. It is a result of the controversy that followed the publication of a paper by David DeWitt in 1982, in which Oracle did not perform well at the Winsconsin Benchmark.
The emergence of non-relational database systems led to the development of new benchmarks:

· The emergence of object-oriented (and object-relational) databases in the 90s introduced the need for a new benchmark. While no standard benchmark emerged, the 007 benchmark form M.Carey, D.DeWitt and J.Naughton is the most representative for such systems.

· A first wave of XML database benchmarks was proposed in 2001 (X007 from Li, Bressan et al. XMark from Schmidt, Waas et al.). They were focused on XML query processing. A benchmark focusing on Transaction Processing over XML, TPoX, was proposed in 2007. 

· The YCSB benchmark was introduced by a team at Yahoo (Cooper, Silberstein et al.) to characterize and compare the performance of cloud-based data serving systems. The benchmark is limited to read and write functionalities and encompass both SQL and NoSQL systems.
· The Linked Data Benchmark Council evolved out of a EU FP7 project in 2015. It focuses on RDF data and initially defined two benchmarks: (i) Semantic Publishing Benchmark (SPB) for characterizing the performance of RDF engines in the media and publishing industries, and (ii) Social Network Benchmark (SNB) for characterizing interactive, business intelligence and graph analytics workload on a social network. 
· Linear Road Benchmark was introduced in 2014 to compare stream processing systems with each other and with alternatives (e.g., relational database systems).

SCIENTIFIC FUNDAMENTALS

There are many and varied database applications and database systems. As a result, database benchmarks do not aim at characterizing the absolute performance of a system. On the contrary, database benchmarks are designed:

· For a well-defined class of systems, e.g., Relational database, XML database, Graph database, Hadoop-based system.

· To characterize the performance of a system in the context of a well defined application domain, database benchmarks are often domain-specific: e.g., OLTP, OLAP, decision support, data integration, semantic publishing, .

Database benchmarks should satisfy the four properties defined by Jim Gray in the Benchmark Handbook: 
1. Relevance: The workload and metrics used for the benchmark should reflect typical operations of the system.
2. Simplicity: The workload must be understandable.
3. Portability: The workload should not depend on specific features of a system, and it should be easy to reproduce a benchmark on multiple systems of a same class.
4. Scalability: The workload should apply to all systems of a single class regardless of their capacity, price or performance.
KEY APPLICATIONS 
Database benchmarks are used to evaluate whether a database system on a given platform fits the performance requirements of an organisation. Should we purchase a new system? Which database system to purchase? How will a new server model improve database performance? How does a stream processing system compare to relational database systems? These are some of the questions that practitioners can address using standard benchmarks.

It should be noted that database vendors heavily rely on a form of benchmarketing, where great efforts are spent tuning the database system on a hardware platform tailored to obtain top performance on a standard benchmark.
EXPERIMENTAL RESULTS 

Standard benchmark councils such as TPC and LDBC certify and publish benchmark results.
URL to CODE and DATA SETS

The TPC Council: http://www.tpc.org/
YCSB: https://github.com/brianfrankcooper/YCSB
The LDBC Council: http://ldbcouncil.org/
Linear Road: http://www.cs.brandeis.edu/~linearroad/
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