Answers to Reviewers are written in blue
Reviewer's report

Title: High-resolution dynamics of transcriptome responses to NO3- in

Arabidopsis roots: Molecular physiology and predictive modeling.

Version: 1

Reviewer number: 1

1. Does the work include all necessary controls? No

If no, please specify which controls are required

The procedure of the high-resolution time-course experiment is unclear. How

long time did you use to prepare each samples? I think 3-min sampling interval

seems to be very short. Did the authors use a stop watch? The detailed sampling

procedure used in a short time period should be explained in the Methods.

We agree that the entire procedure of sampling was rather short in the first version of the manuscript. It has been expanded now (p: XXX). In brief the samples corresponding to time 0 are harvested and then the treatment (KNO3 or KCl is applied by transferring the plants on a refreshed (24hour before) N-free complemented media (with KNO3 and KCL). Then the stop watch is launched. Roots are then harvested every 3min and immediately frozen in liquid nitrogen. It takes in average 20 to 30 sec to harvest a sample.
For early time points I think that we can not distinguish the differences between

changes in response to NO3- or N-free-treatment, because the plants used in

this study moved into N-free condition before NO3- treatment. Can they observe

the true NO3- responsive gene expressions in spite of the lacked data under

N-free condition? The changes in transcript levels for genes encoding ribosomal

proteins can be observed in several stress treatment, right?

We respectfully disagree with this critique since the plants are transferred 24hours towards a fresh media essentially to reset the background conditions (such as SO4 and K content for instance). We have chosen to transfer the plants towards a free media for 2 main reasons. 1) the Nitrogen content of the media is likely to be already null after 14 days (Gifford et al PNAS) 2) the pretreatment can really modified NO3- primary response (Wang et al PP 2009, discussed also in Krouk et al COPB 2010).

To this statement, “Can they observe the true NO3- responsive gene expressions in spite of the lacked data under N-free condition?”, the answer is clearly “Yes” since the plants are treated with KNO3 and KCl as a mock control. So all the genes detected to be NO3- regulated are the ones for which we indeed have a NO3- effect. The ribosomal proteins detected here are KNO3 regulated ones. This kind of finding about ribosomal proteins has been done for later time points in Scheibel et al PP).
From the author’s description in the methods section of the manuscript it is not

clear how many biological and/or technical replicates were used in the microarray

experiment.

This has been clarified in the text page (x). The QPCR are done from 3 biological replicates and the µarrays have been performed on 2 of the 3 replicates.
2. Are the conclusions drawn adequately supported by the data shown? No

If no, please explain

About SPL9:

Why did the authors consider the knockout or knock-down mutant of SPL9? In

addition, there is no explanation about the SPL family genes. I think the

conclusions are not fully supported by your data.

Indeed we considered SPL9 mutants and even tried to get some sentinel expression from them. However even if some defects can be observed on spl9 mutants no consistent (we aim at having at least 3 independent experiment showing the same results) phenotype could have been reported. This can be easily explained by the topology of the predicted network (Figure 4). This network is predicted to have so many redundancies that it is very likely to get better results with gain of function transgenics instead of mutants. This is discussed page (x).
About hormone responsive genes:

I am not convinced about the discussion part of the hormone responsive genes.

What is the meaning of the comparison? In addition, early responses in plant

hormone levels in response to NO3- are largely unclear. This is not also

supported by your data, because the validation of the expression for hormone

responsive genes by RT-qPCR was not performed.

?????
3. Are sufficient details provided to allow replication and comparison by

interested readers with related analyses that may have been performed? No

If no, please explain

For confirmation I checked the raw CEL data (GeneChips, accession no.

GSE20044) by a bioconductor package ‘affyPLM.’ As a result, I wondered about

the quality of array data, especially the reproducibility between replicates.

GSM501201.CEL and 501206.CEL seem to be low quality arrays. These CELs

correspond to 12min.KNO3.2 and 20min.KCl.1, respectively. The data at these

time points have to be interpreted carefully. Although we can see the very small

artifacts in GSM501202, 501198, 501209, 501185, and 501200, a sophisticated

method such RMA can normalize these robustly. Of course, arrays

corresponding to time 3-6 min seem to strongly reflect the biological variability in

transcript levels in response to NO3-. Did the authors perform such a quality

check of GeneChips? Without the assessment, did you perform further analyses?

We thank the reviewer for his/her very careful analysis of our data. 

Our quality control is the one described in Gutierrez et al Genome Biol. In brief we inspect the reproducibility of the results by measuring the R2 of a linear fit between replicated samples. For all the samples studied we had a very good R2>0.9. Here is provided the scatter plot corresponding to the 12min.KNO3 and 20min.KCl and their replicates. So we believe that the reviewer's criticism is valid but we think It is due to internal control on the chip rather that the mRNA quality. In any case we followed the reviewer's advice concerning RMA analysis (see below).
We also realized that we made a mistake when we submitted the .CEL files to the GEO system. Indeed the .CEL file that the reviewer #1 identifies as of bad quality also failed our quality test and In fact we used another biological replicate to build the whole analysis and paper. We apologize for this mistake. The good CEL file has been replaced in the GEO system and now reach all the quality test required. Please note that the whole manuscript and presented results are not changed by this mistake which had only to do with our putting the wrong file on the site.
(i) I would like to know whether the resulting network and the predictive power

are affected by the low quality data and whether the conclusion is robust by using

RMA (robust multi-chip average) instead of MAS5 algorithm.

The machine learning leave-0-out has been repeated on RMA normalized data.

The overlap between networks is XXXX%. As such we believe that the normalization is not an issue. Also note that 20min.KCl is not involved in the modeling process since only KNO3 data (the more variable by definition) are taken into account. 
(ii) You should confirm whether the resulting dynamical model using time points

without 12 and 20 min changes. And I also want to know whether the

randomization test for the lists of nitrate-responsive and hormone-responsive

genes is affected.

There were no description about the behaviors of sentinel gene expression from

time point 0 to 20 min between ATH1 chip assay and RT-qPCR. The validation is

essential for this study.

We agree that this was an essential part of the work and now the expression of the sentinel measured by ATH1 chips is provided as supplemental data.
4. Does the manuscript adhere to the field standards for experimentation,

nomenclature and public availability of data (or any other significant

standards)? Yes

5. Does the work represent a significant advance over previously published

studies? Yes

If yes, please describe briefly which are the main new findings. If no, please

explain why and reference any publications where the findings have been

previously described.

Krouk et al. tried to find gene regulatory networks in response to NO3- treatment

by the high-resolution time-course analysis of transcriptomis together with a

machine learning approach. They found that most of NO3- responsive genes

identified by the high-resolution time-course analysis were changed in transcript

levels within 6 min. The resulting networks by state-space modeling successfully

predicted the gene regulatory network in unlearnt conditions. This is an important

study to understand gene regulatory networks in nitrogen metabolism and is

clearly well carried out by this plant systems biology group. The observations

enhance our knowledge regarding plant systems in response to NO3- provision.

6. If you feel that the paper is of broad interest to others in the field, or of

outstanding interest to a broad audience of biologists, please say so, with

a brief explanation of why. Yes

If yes, please specify

I think the paper is highly interesting study, because there is no information about

early response, in a minute-order, to NO3- in genome-wide transcript levels.

We wish to thank the reviewer for such encouraging comments.
Any further comments to the author(s)

I think this is nicely carried out research. However, I have major concerns

regarding the manuscript and statistical analysis of microarrays as mentioned

above.

We agree that this was a valid concern and has been corrected (see our responses above).
Additionally, Introduction seems to be slightly poor. 

You have to review the previous studies using a machine learning approach or a dynamical modeling and have to describe the method in Introduction and Methods instead of Results.

The introduction has been extended to include a comparison with the state-of-the-art machine learning approaches.
Especially, the sentences “In this example of predictive modeling, ….” in pages

10-12 in Results should be moved into Introduction or Methods. That is

redundancy.

Minor comments/mistakes/unclear points

1. Fig. 2 – There were only eight clusters. Were all residual clusters not

significant for functional categories? The terms, the 2nd column, are unclear, for

example cluster #8, #13, and #15.

2. Fig. 6 legend – hormone responsive reference (26) --> Ref. 32. The

inconsistent citations should be corrected.

3. There was no information about the legends of Supplemental materials. The

authors should give them.

4. Fig. 1 (C) – This hierarchical cluster is too large. At least the indication of

sentinel genes or enlarge version regarding sentinel genes is needed.

5. Fig. 2 – The color bar of Log2 (KNO3 / KCl) overlapped with the value.

6. Fig. 4 legend – The explanation of circle nodes with blue colors, sentnels, is

needed. The label of nodes with gene name is better.

7. Methods – How did you describe the heatmap and network in Fig. 4? You can

make reference to the viewing tools in Methods section.

8. Methods clustering – Did you use MeV to describe the Fig. 3?

9. Methods – Please cite the FOM method.

10. Methods – Is “GeneSect” a custom software?

The language style must be unified in the manuscript, for example, p or p-value?

and italic “f” in function of the modeling.

Quality of language

Does the manuscript require extensive language editing? No

Reviewer's report

Title: High-resolution dynamics of transcriptome responses to NO3- in

Arabidopsis roots: Molecular physiology and predictive modeling.

Version: 1

Reviewer number: 2

1. Does the work include all necessary controls? Yes

2. Are the conclusions drawn adequately supported by the data shown? No

If no, please explain

please see: comments to the authors

3. Are sufficient details provided to allow replication and comparison by

interested readers with related analyses that may have been performed?

Yes

4. Does the manuscript adhere to the field standards for experimentation,

nomenclature and public availability of data (or any other significant

standards)? No

If no, please specify

In generally YES, but microarray experiments have been done on 2 biological

replicates only and no further validation was provided.

We agreed that this is important step and it is now provided for some genes in supplemental figure x.

5. Does the work represent a significant advance over previously published

studies? Yes

If yes, please describe briefly which are the main new findings. If no, please

explain why and reference any publications where the findings have been

previously described.

please see: comments to the authors

6. If you feel that the paper is of broad interest to others in the field, or of

outstanding interest to a broad audience of biologists, please say so, with

a brief explanation of why. Yes

If yes, please specify

The paper give some new insight in the very early responses to nitrate in

Arabidopsis.

Nitrogen is a major nutrient for plants and the availability in the soil is fluctuating.

Adaptation of plant to limiting N and to newly arriving N is therefore important for

plant growth and yield. However, only few molecular player regulating these

responses have been discovered up to know. The better understanding of the

early event and the identification of putative major regulators by a system biology

approach is therefore of broad interest. The approach on it own is original and

should be interesting to biologist in other fields.

Any further comments to the author(s)

The manuscript of Krouk and co-workers present the original study of

transcriptome responses to nitrate during short term induction kinetics. Up to

know, nitrate regulation of gene expression has been studied extensively in

Arabidopsis, but the shortest time point so far analysed has been 20 minutes of

nitrate induction. The authors have chosen to study plants grown in a hydroponic

system allowing them to analyse specifically the nitrate responses in the root

system.

The time window allowing access to very early expression reprogramming was

determined by following via qPCR the nitrate expression kinetic of a set of so

called “sentinel genes “in a longer time course until 1h of induction. Sentinel

genes are defined as genes known so far as “early nitrate responsive genes” and

encode proteins for primary N metabolism. These 4 analysed sentinel genes

showed clear induction for three biological replicates as late as 12 to 20 minutes

after nitrate addition. Therefore transcriptome experiments where set up as a

kinetic of 0, 3, 6, 9, 12, 15 and 20 minutes.

Two biological replicates have been analysed by microarray analysis which is

rather limited from a statistical point of view. 
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We agree that this is limited and agree further that more experiments would be better. However, we mitigated this problem by making use of the combinatorial properties of the networks.. This is the idea (it is now provided in the manuscript page (x)): If you have 3 steps: say A, B, C and 2 replicates (1 and 2) for each. What you get is A1, A2; B1, B2; C1, C2. But this represent 8 possible path from A to C (See Figure below). The machine learning approach uses these paths as individual replicates to learn the transitions. That is why we believe that even with 2 replicates we obtained predictions that were far better than rando. For our time course analysis from 3 to 20 min we operate 6 transitions with 2 choices for each transition. Thus, this correspond to 26 paths possible to be learn as they were replicates.
In addition no addition validation of

the microarray expression profile is provided. A third independent experiment

would have been useful, if not for microarray analysis, but at least for confirming

a set of genes by qPCR.

We agree that this was a weak point of the previous version of the manuscript. We now provide some Q-PCR validation of some key genes.
A first analysis of the microarray results presents the number of regulated genes

at each time point, but the genes are not given in Supplemental table 1 (as was

claimed in the manuscript, p7 line 4). Instead Suppl. Table 1 gives the members

of the 20 different clusters (see below).

We apologize for this mistake. This has been fixed.

Analysis of over-represented functional classes at all time points allowed the

authors a first molecular physiological interpretation of the results.

Clustering analysis allowed defining 20 clusters with over-represented functions

for some clusters. The list of genes in each cluster is given, but his list would be

more useful if the actual induction or repression factors would be given for each

gene and each time point.

The microarray data have been further analysed using a randomization test in

order to identify nitrate regulated modules and to evaluate the roles of hormones

in the regulatory events using public available data of early hormone regulated

genes. Interestingly, a very early nitrate responsive module was identified, which

seem to be independent of hormone regulation, whereas later modules involve

hormone regulation. Table 2 gives the “p-values for the randomisation test, but

also the number of genes which overlap between the nitrate induction time points

and the hormone treatments. Even that the p value are rather obvious, locking at

the number of genes in comment between for example ABA induction and nitrate

induction, I wonder if the importance of ABA is underestimated in the

randomising approach especially at the early time points (3 and 6 minutes).

The values have been double checked and no mistake was found. The ABA list is so large that we believe that it is very likely to have a random overlap relatively large. This is all the purpose of this approach.
A machine learning approach was further applied to this microarray data set. The

authors have used a subset of 53 genes out of 550 N regulated genes, focalising

on N regulated transcription factors (47) as explanatory variables and explained

values and N assimilation genes (6) only as explained values. This is a rather

limited approach as only 10 % of all N regulated genes are included in the

machine learning approach. In addition, only transcription factors have been

chosen as explanatory variables, limiting regulation to regulation by N regulated

transcription factor. This is a rather restricted model, as it would be expected that

activity of transcription factors is regulated by post transcriptional modification,

especially in rapid kinetics. Comparing with similar approaches for example in

Halobacterium (Bonneau et al 2007) much less transcriptome data fed the

learning machine in the here presented approach and even more astonishing, in

the Bonneau et al study, data prediction was done for almost 80 % of the

genome, whereas in this model input and output genes are the same.

However in the subset of genes, the state-space model was successful in a leave

out of one test, but failed in a leave-out of two test. However, I was wondering

that in the “leave out one (or two) approach neither SPL9 not the major gene hub

At4g37180 have been included in the set of genes used for learning (Fig 3). If

these are major gene hubs, learning without these key regulators seem difficult to

me.

We have esigned our algorithm to work with a limited number of data points. As we explain in our comparison with the Halo work, we have only 7*2 = 14 data points whereas the Halo work had xx includeing other kinds of data. We limited ourselves the N-responsive genes because our treatment was a nitrogen treatment.  [Gab: I don't know why those genes weren't included. Do you have a reason?]
The learnt function f over the full 20 minute kinetic is then presented either as an

influence matrix or a gene network. The influence matrix presents a slightly larger

subset than used for the learning approach (9 instead of 6 sentinel genes and

more than 47 TF), and I supposed that the genes which had been eliminated

before because of inconsistent behaviour are now included, but this is not stated

and the reasons are not given.

Yes this is correct. We have sentences explaining this in page x. The explanation is simply that we used consistent genes to strongly validate the predictive power of the machine learning (ML) process. Then the same ML approach is then applied to learn the larger? network.
The influence matrix represents influence values

(ingoing and outgoing) but it is not clear for what time point in the kinetics.

This has been clarified (page x). The predicted influence is an “average” influence of one gene on another on a single transition. The effect can be amplified across the different transitions.
 The learnt function should predict events shortly after 20 minutes, or do these

influence values represent influences during the 20 minutes?

Yes, this can predict effects after 20 minutes based on the data during the 20 minutes. As described above, the influence is an average. Thus on one transition the effect can be low but with the game of the feedback and feedforward regulations this can be amplified at each cycle of prediction. Thus the influence is an average at any transition and can be reported across several steps that can continues even after 20min.
The gene model clearly highlights 5 gene hubs. Table one gives the AGI number

and the number of connection at each hub, but at least the gene annotation

should be given as well.

The gene annotation has been provided.
This seems to be a rather powerful way to identify major regulator, however, I

wonder if the simple analysis of the microarray data would have led as well to the

identification of these 5 genes. Are these genes highly regulated at one or

several of the nitrate induction time points? For example SPL9 appears in the

cluster18. Fig 2 indicated that there are several highly repressed genes in this

cluster, but no precise information is given about the nitrate regulation of SPL9.

Validation of the actual biological meaning of the gene hubs was tested for one of

the five hubs. The authors have chosen the second most important hub (SPL9).

Analysing nitrate induction for plants over-expressiong a miRNA resistant SPL9

version (pSPL9:rSPL9) were analysed for induction of sentinel genes. Slight

changes in the expression pattern have been obtained for Nitrite reductase (NiR),

NIA2 and NRT1.1. The expression pattern of CIPK23 is also different in the

pSPL9:rSPL9 genotype, but in that case nitrate independent differences are

obtained at time point zero. These results are in my opinion not a clear validation

of the learning approach. First of all, only one independent transgenic line has

been used, and secondly some of the changes in gene expression are only

visible at 60 minutes. This leads to the question if a model set up by expression

pattern during a 20 minute time course is supposed to predict changes as long

as for 60 minutes.

The answer is yes for the reasons evoked above (it is now detailed in the manuscript at page x). Briefly, say that there exists a simple positive feedback loop where A(B and also B ( A. If the coefficient of A(B and B( A is 10%, it is enough for A and B to be set up an expression of 100 at time 0 to reach expression of 160 after 5 steps. This is the interesting part of this ML is that it can  be used to predict external behavior on samples that were not used on the ML process.
In addition, sentinel genes whose induction was altered in the

pSPL9:rSPL9 line have not predicted in the influence matrix. Without being able

to extract the absolute values for the level of influence in Fig 4A, colour code

shows that SPL9 influences mainly NIA1, GS and NRT2.2 (3 out of the 9

sentinels in Figure 4a) , which are either not altered or have been not analysed in

the pSPL9:rSPL9 line. I would like to see as well the induction kinetics for genes

which are predicted to be influenced by SPL9, which in this case would not be

the sentinel genes but some of the nitrate regulated transcription factors.

We agree that this is an interesting comment and we now provide the data of TF behavior in pSPL9:rSPL9 genotype (figure X). 
However, I agree that the induction patterns of the sentinel genes might be of

higher important for the physiological consequences of nitrate induction, but in

my opinion not for validating the model. In addition, care should be taken of the

rather dramatic phenotype of the pSPL9:rSPL9 genotype. 

We did not observe any strong phenotype on the 14day old plants that we used. We added a Supplemental Figure comparing Col and pSPL9:rSPL9 phenotypes at the time/developmental stage of the treatment. Also please note that the response of the genes is affected in response to NO3-. This clearly could not be explained by changes in plant development at a 10 minutes scale as it is recorded for NIR gene.
The perception of

nitrate might be different due to the difference in phenotype. Knowing some of

the regulatory circuit around SPL9 , the function of SPL9 as a gene hub might

become clearer using further genotypes with modified SPL9 levels.

Please see the answer just above and Figure xxx.
The discussion focuses on the learning approach and this is clearly an original

approach presented in this manuscript. However, some further discussion about

the biological meaning of the results is missing.

- Five hubs have been identified and one hub has been further used for biological

validation. However a short discussion of the possible involvement of the other

four hubs is missing.

- SLP9 has several well characterised function (Wu et al 2009 (Cell), Wang et al

2009 (Cell), and others) and these could be discussed together with the possible

role for nitrate regulation.

- Interestingly the highly homologue gene SPL15 was not detected as a hub. This

is not mentioned.

The discussion as been modified to incorporate the reviewer comments (pages xxx).
Minor points:

Materials: Accession of pSPL9:rSPL9 lines is not given.

P 15, 4 lines from the end: Incorrect expression “ miRNA156 resistant plants” …

only SPL9 is resistant

Quality of language

Does the manuscript require extensive language editing? No

Reviewer's report

Title: High-resolution dynamics of transcriptome responses to NO3- in

Arabidopsis roots: Molecular physiology and predictive modeling.

Version: 1

Reviewer number: 3

1. Does the work include all necessary controls? No

If no, please specify which controls are required

1) Why did authors used their predictive model only to predict the direction of

change at later time points? It will be interesting to train the model using gene

expression of WT or one of the mutant conditions and use it later to predict the

gene expression of the untested mutants. Can the do this?

At this point, the model is too weak to do that, because of lack of data. We have [I hope we will] included a simulation to determine how much more data we would need to be able to predict values.
2) In general it is expected that the gene expression is robust so that once genes

are up-regulated they stay up-regulated for considerable amount of time and vice

a versa. So I am wondering how many genes among the genes that were used in

the predictive model actually show the change in the direction.

2. Are the conclusions drawn adequately supported by the data shown?

Yes

3. Are sufficient details provided to allow replication and comparison by

interested readers with related analyses that may have been performed?

Yes

4. Does the manuscript adhere to the field standards for experimentation,

nomenclature and public availability of data (or any other significant

standards)? Yes

If no, please specify

I am not a good judge for some of the biological experimentation.

5. Does the work represent a significant advance over previously published

studies? Yes

If yes, please describe briefly which are the main new findings. If no, please

explain why and reference any publications where the findings have been

previously described.

I find the manuscript interesting especially since they have used state-space

model which give an insight into the dynamics behavior.

6. If you feel that the paper is of broad interest to others in the field, or of

outstanding interest to a broad audience of biologists, please say so, with

a brief explanation of why. Yes

If yes, please specify

Because the computational method they used can be used in other systems and

is not restricted to plants.

Any further comments to the author(s)

Discussion needs to be rewritten. The first section in discussion is actually a

result section. Authors also do not discuss the advantages and shortcomings of

the modeling methods. In general, the work needs to be compared with few more

studies not just one. Some sentences they made are not supported by the

reference. For instance,"genes in plants are not organized in functional clusters".

Its not clear to me why they compare it to bacteria any way.

Quality of language

Does the manuscript require extensive language editing? No
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