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Conceive a method to design program 
transformational hyperlogics

Transformational logic = Hoare style logics {P} S {Q}

Objective



• What is the program semantics?   S⟦P⟧


• What is the strongest program semantic property (collecting 
semantics)?   {S⟦P⟧} 


• What is the strongest program property of interest?   αs{S⟦P⟧}


• The properties of interest derive by implication (consequence 
rule)   αc o αs{S⟦P⟧}    (theory of the logic)


• What are the proof rules?
 3

Understanding a program logic
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Reminder (POPL 2024)
Relational semantics  S⟦P⟧

Collecting sem.  {S⟦P⟧}

Theory of the logic α{S⟦P⟧}

Proof rules of the logic

α = αc o αs

S.{S}

Aczel+Park & …

Structural fixpoint definition

Structural fixpoint characterization

Structural fixpoint characterization

Deductive system
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Can we calculate hyperlogics proof systems by 
structural abstractions of the program semantics?

Methodology



• For hyperlogics, the strongest program property of interest 
is the collecting semantics itself    {S⟦P⟧} 


• There is no abstraction  αs  (in general) 

• Any proof of a general hyperproperty must characterize the 
program semantics exactly!


• Unmanageable in practice!


• The only workaround is to consider only abstract 
hyperproperties!

 6

We will conclude that ``Yes’’, but



Which semantics?

 7
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Which semantics?

• Hoare logic soundness/completeness for invariants 
is with respect to a relational semantics


• The logic would be essentially the same with 
execution traces (but for primitives)


• Is there a semantics covering both cases (and even 
many others)?



Algebraic semantics: 
a structural fixpoint definition

 9
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Algebraic semantics (cont’d)

• Parameterized by an abstract semantic domain 
providing the model of executions and effect of 
primitives

Calculational Design of Hyperlogics by Abstract Interpretation 16:5

3.1 Syntax
We consider an imperative language S with assignments, sequential composition, conditionals,
and conditional iteration with breaks. The syntax is S ∈ S ∶∶= x = A ∣ x = [𝐿,"] ∣ skip ∣ S;S ∣
if (B) S else S ∣ while (B) S ∣ break. A is an arithmetic expression. The nondeterministic as-
signment x = [𝐿, "] with 𝐿 ∈ Z ∪ {−∞} and " ∈ Z ∪ {∞}, −∞ − 1 = −∞, ∞ + 1 = ∞ (or any,
possibly unbounded, order isomorphic set). The Boolean expressions B include the negation ¬B. A
break exits the closest enclosing loop (which existence is to be checked syntactically).

3.2 Structural Definitions
Let ⊲ be the “immediate strict syntactic component” well-founded partial order on statements
S such that S1 ⊲ S1;S2, S2 ⊲ S1;S2, S1 ⊲ if (B) S1 else S2, S2 ⊲ if (B) S1 else S2, S ⊲
while (B) S, and is otherwise false.

Given a nonempty set V , the function # ∈ S → V has a structural definition if and only if
# (S) ∈ V for basic commands (defined as minimal elements of ⊲) and, otherwise, is of the form
# (S) = $S({⟨S′, # (S′)⟩ ∣ S′ ⊲ S}) where $S ∈ {⟨S′, 𝑃 ′⟩ ∣ S′ ⊲ S ∧ 𝑃 ′ ∈ V} → V is a total function.
Denotational semantics, Hoare logic, predicate transformers, and the abstract semantics of sect.
3.4 all have structural definitions (called “compositional” in denotational semantics).

3.3 Algebraic Computational Domain
We consider computational domains D♯+ and D♯∞ to be abstract domains respectively abstracting
the finite and infinite computations of statements and partially ordered by the respective compu-
tational orderings ⊑♯+ and ⊑♯∞, as follows (!♯ is polymorphic).
D♯+ ≜ ⟨L♯+, ⊑♯+, &♯+, ⊔♯+, init♯, assign♯"x, A#, rassign♯"x,𝐿,"#, test♯"B#, break♯, skip♯, !♯⟩ (1)
D♯∞ ≜ ⟨L♯∞, ⊑♯∞, ⊺♯∞, ⊓♯∞, !♯⟩ (2)

Example 3.1. Bi-inductive definitions [24] are used in [18] to define a trace semantics on states Σ
which can be isomorphically decomposed into the domain of finite traces ⟨L♯+, ⊑♯+, &♯+,⊔♯+⟩ = ⟨℘(Σ∗),⊆, ∅, ∪⟩ (where ∪ is the lub of increasing chains starting form∅ for least fixpoints) and the domain
of infinite traces ⟨L♯∞, ⊑♯∞, ⊺♯∞, ⊓♯∞⟩ = ⟨℘(Σ!), ⊆, Σ! , ∩⟩ (where ∩ is the glb of decreasing chains
starting form Σ! for greatest fixpoints), which abstractions yield a hierarchy of classic semantics,
including Hoare logic.

Our objective in part I is to study hyperlogics abstracting away from a particular semantics
thus allowing for multiple instantiations (such as traces in sect. B) and, in part II, for multiple
abstractions (which include Hoare logic).

A single domain D♯ ≜ D♯+ ∪D♯∞ is used in denotational semantics [78, 80] but this is not always
possible e.g. when D♯+∩D♯∞ ≠ ∅. Moreover the separation into two different domains for finite and
infinite executions allows e.g. for the use of input-output relations for finite behaviors and traces
for infinite behaviors. (see also the discussion in remark B.5 in the appendix.) ∎

Definition 3.2 (Abstract domain well-definedness). We say that D♯ ≜ ⟨D♯+, D♯∞⟩ is a well-defined
chain-complete lattice (respectively complete lattice) with increasing (respectively finite limit-
preserving, continuous, and existing limit-preserving) composition, if and only if
A. The finitary calculational domain ⟨L♯+, ⊑♯+, &♯+, ⊔♯+⟩ is an increasing chain-complete join semi-

lattice with infimum, (respectively ⟨L♯+, ⊑♯+, &♯+, ⊺♯+, ⊔♯+, ⊓♯+⟩ is a complete lattice);
B. init♯, break♯, skip♯ ∈ L♯+, assign♯"x, A#, rassign♯"x,𝐿,"#, test♯"B# ∈ L♯+ are well-defined in L♯+;
C. The infinitary calculational domain ⟨L♯∞, ⊑♯∞, ⊺♯∞, ⊔♯∞, ⊓♯∞⟩ is a decreasing chain-complete

join lattice with supremum (respectively ⟨L♯∞, ⊑♯∞, &♯∞, ⊺♯∞, ⊔♯∞, ⊓♯∞⟩ is a complete lattice);
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• Structural fixpoint definition of the effect of 
commands


• E.g. assignment • E.g. break 

16:6 P. Cousot and J. Wang

D. The sequential composition !♯ ∈ (L♯+×L♯+ → L♯+)∪(((L♯+×L♯∞)∪(L♯∞×L♯+)∪(L♯∞×L♯∞))→ L♯∞)
is associative and satisfies the following conditions (where ⟨L♯! , ⊑♯! , #♯! , ⊺♯! , ⊔♯! , ⊓♯! ⟩, 𝐿 ∈ {+,∞}
designates ⟨L♯+, ⊑♯+, #♯+, ⊺♯+, ⊔♯+, ⊓♯+⟩when 𝐿 = + and ⟨L♯∞, ⊑♯∞, #♯∞, ⊺♯∞, ⊔♯∞, ⊓♯∞⟩when 𝐿 =∞).
a. ∀" ∈ L♯+ . " !♯ init♯ = init♯ !♯ " = " ;
b. ∀" ∈ L♯+ . " !♯ #♯+ = #♯+ and ∀" ∈ L♯! . #♯+ !♯ " = #♯+ (same for L♯∞ when #♯∞ exists);
c. ∀" ∈ L♯∞ . ∀" ′ ∈ L♯! . " !♯ " ′ = " ;
d. In its left, right, or both parameters, the sequential composition !♯ is either

i. increasing for ⊑♯+ and/or ⊑♯∞;
ii. finite join preserving for ⊔♯+ and/or ⊔♯∞;
iii. in addition to 3.2.D.d.ii, is lower continuous for ⊓♯+ and/or ⊓♯∞ and/or upper contin-

uous for ⊔♯+ and/or ⊔♯∞;
iv. existing arbitrary ⊔♯+-preserving and/or existing arbitrary ⊓♯∞-preserving.

RemaRK 3.3. In case L♯+ ∩L♯∞ = ∅, we can define L♯ ≜ L♯+ ∪L♯∞ with #+ ≜ # ∩L♯+, #∞ ≜ # ∩L♯∞,
and # ⊑♯ $ ≜ #+ ⊑♯+ $+ ∧ #∞ ⊑♯∞ $∞ which corresponds to the bi-inductive definitions [24]
mentioned in example 3.1. ∎

RemaRK 3.4. Hypotheses 3.2.B, 3.2.D.d.i and 3.2.D.d.ii determine the precision of the semantic
of basic commands, composition, choices, conditionals, and iteration in the algebraic semantics.
These hypotheses as well as 3.2.D.d.iii and 3.2.D.d.iv determine whether fixpoint iterations should
be infinite or transfinite (see proposition 2.4). ∎
3.4 Definition of the Algebraic Semantics
The algebraic semantics of statements S ∈ S is an abstract property of executions. The basic com-
mands S are assignment, random assignment, break out of the immediately enclosing loop, and
skip, with the following "S#♯" and break "S#♯# finite/ending/terminating semantics in L♯+ as well as
infinite/nonterminating "S#♯$ abstract semantics in L♯∞.
3.4.1 Basic Statements.
"x = A#♯" ≜ assign♯"x, A# "x = A#♯# ≜ #♯+ "x = A#♯$ ≜ #♯∞
"x = [𝑃, 𝑄]#♯" ≜ rassign♯"x,𝑃,𝑄# "x = [𝑃, 𝑄]#♯# ≜ #♯+ "x = [𝑃, 𝑄]#♯$ ≜ #♯∞
"break#♯" ≜ #♯+ "break#♯# ≜ break♯ "break#♯$ ≜ #♯∞ (3)
"skip#♯" ≜ skip♯ "skip#♯# ≜ #♯+ "skip#♯$ ≜ #♯∞
"B#♯" ≜ test♯"B# "B#♯# ≜ #♯+ "B#♯$ ≜ #♯∞
For the assignment x = A, the abstract semantics assign♯"x, A# is specified by the abstract domain,
and so, is well-defined by 3.2.B. "x = A#♯# = #♯+ because the assignment cannot break. "x = A#♯$ =#♯∞ since the assignment always terminates. The algebraic semantics of the other primitives is
similar, except for the break statement. "break#♯" = #♯+ since the break cannot continue in sequence.
The semantics "break#♯# of the break is given by the abstract domain primitive break♯which is finite
and well-defined. "break#♯$ = #♯∞ since a break always terminates.
3.4.2 Structural Statements. For the sequential composition and the conditional where "B;S#♯! ≜
test♯"B# !♯ "S#♯! , 𝐿 ∈ {𝑅,𝑄,#}, we define
"S1;S2#♯" ≜ "S1#♯" !♯ "S2#♯" "if (B) S1 else S2#♯" ≜ "B;S1#♯" ⊔♯+ "¬B;S2#♯"
"S1;S2#♯# ≜ "S1#♯# ⊔♯+ ("S1#♯" !♯ "S2#♯#) "if (B) S1 else S2#♯# ≜ "B;S1#♯# ⊔♯+ "¬B;S2#♯# (4)
"S1;S2#♯$ ≜ "S1#♯$ ⊔♯∞ ("S1#♯" !♯ "S2#♯$) "if (B) S1 else S2#♯$ ≜ "B;S1#♯$ ⊔♯∞ "¬B;S2#♯$
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similar, except for the break statement. "break#♯" = #♯+ since the break cannot continue in sequence.
The semantics "break#♯# of the break is given by the abstract domain primitive break♯which is finite
and well-defined. "break#♯$ = #♯∞ since a break always terminates.
3.4.2 Structural Statements. For the sequential composition and the conditional where "B;S#♯! ≜
test♯"B# !♯ "S#♯! , 𝐿 ∈ {𝑅,𝑄,#}, we define
"S1;S2#♯" ≜ "S1#♯" !♯ "S2#♯" "if (B) S1 else S2#♯" ≜ "B;S1#♯" ⊔♯+ "¬B;S2#♯"
"S1;S2#♯# ≜ "S1#♯# ⊔♯+ ("S1#♯" !♯ "S2#♯#) "if (B) S1 else S2#♯# ≜ "B;S1#♯# ⊔♯+ "¬B;S2#♯# (4)
"S1;S2#♯$ ≜ "S1#♯$ ⊔♯∞ ("S1#♯" !♯ "S2#♯$) "if (B) S1 else S2#♯$ ≜ "B;S1#♯$ ⊔♯∞ "¬B;S2#♯$
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D. The sequential composition !♯ ∈ (L♯+×L♯+ → L♯+)∪(((L♯+×L♯∞)∪(L♯∞×L♯+)∪(L♯∞×L♯∞))→ L♯∞)
is associative and satisfies the following conditions (where ⟨L♯! , ⊑♯! , #♯! , ⊺♯! , ⊔♯! , ⊓♯! ⟩, 𝐿 ∈ {+,∞}
designates ⟨L♯+, ⊑♯+, #♯+, ⊺♯+, ⊔♯+, ⊓♯+⟩when 𝐿 = + and ⟨L♯∞, ⊑♯∞, #♯∞, ⊺♯∞, ⊔♯∞, ⊓♯∞⟩when 𝐿 =∞).
a. ∀" ∈ L♯+ . " !♯ init♯ = init♯ !♯ " = " ;
b. ∀" ∈ L♯+ . " !♯ #♯+ = #♯+ and ∀" ∈ L♯! . #♯+ !♯ " = #♯+ (same for L♯∞ when #♯∞ exists);
c. ∀" ∈ L♯∞ . ∀" ′ ∈ L♯! . " !♯ " ′ = " ;
d. In its left, right, or both parameters, the sequential composition !♯ is either

i. increasing for ⊑♯+ and/or ⊑♯∞;
ii. finite join preserving for ⊔♯+ and/or ⊔♯∞;
iii. in addition to 3.2.D.d.ii, is lower continuous for ⊓♯+ and/or ⊓♯∞ and/or upper contin-

uous for ⊔♯+ and/or ⊔♯∞;
iv. existing arbitrary ⊔♯+-preserving and/or existing arbitrary ⊓♯∞-preserving.

RemaRK 3.3. In case L♯+ ∩L♯∞ = ∅, we can define L♯ ≜ L♯+ ∪L♯∞ with #+ ≜ # ∩L♯+, #∞ ≜ # ∩L♯∞,
and # ⊑♯ $ ≜ #+ ⊑♯+ $+ ∧ #∞ ⊑♯∞ $∞ which corresponds to the bi-inductive definitions [24]
mentioned in example 3.1. ∎

RemaRK 3.4. Hypotheses 3.2.B, 3.2.D.d.i and 3.2.D.d.ii determine the precision of the semantic
of basic commands, composition, choices, conditionals, and iteration in the algebraic semantics.
These hypotheses as well as 3.2.D.d.iii and 3.2.D.d.iv determine whether fixpoint iterations should
be infinite or transfinite (see proposition 2.4). ∎
3.4 Definition of the Algebraic Semantics
The algebraic semantics of statements S ∈ S is an abstract property of executions. The basic com-
mands S are assignment, random assignment, break out of the immediately enclosing loop, and
skip, with the following "S#♯" and break "S#♯# finite/ending/terminating semantics in L♯+ as well as
infinite/nonterminating "S#♯$ abstract semantics in L♯∞.
3.4.1 Basic Statements.
"x = A#♯" ≜ assign♯"x, A# "x = A#♯# ≜ #♯+ "x = A#♯$ ≜ #♯∞
"x = [𝑃, 𝑄]#♯" ≜ rassign♯"x,𝑃,𝑄# "x = [𝑃, 𝑄]#♯# ≜ #♯+ "x = [𝑃, 𝑄]#♯$ ≜ #♯∞
"break#♯" ≜ #♯+ "break#♯# ≜ break♯ "break#♯$ ≜ #♯∞ (3)
"skip#♯" ≜ skip♯ "skip#♯# ≜ #♯+ "skip#♯$ ≜ #♯∞
"B#♯" ≜ test♯"B# "B#♯# ≜ #♯+ "B#♯$ ≜ #♯∞
For the assignment x = A, the abstract semantics assign♯"x, A# is specified by the abstract domain,
and so, is well-defined by 3.2.B. "x = A#♯# = #♯+ because the assignment cannot break. "x = A#♯$ =#♯∞ since the assignment always terminates. The algebraic semantics of the other primitives is
similar, except for the break statement. "break#♯" = #♯+ since the break cannot continue in sequence.
The semantics "break#♯# of the break is given by the abstract domain primitive break♯which is finite
and well-defined. "break#♯$ = #♯∞ since a break always terminates.
3.4.2 Structural Statements. For the sequential composition and the conditional where "B;S#♯! ≜
test♯"B# !♯ "S#♯! , 𝐿 ∈ {𝑅,𝑄,#}, we define
"S1;S2#♯" ≜ "S1#♯" !♯ "S2#♯" "if (B) S1 else S2#♯" ≜ "B;S1#♯" ⊔♯+ "¬B;S2#♯"
"S1;S2#♯# ≜ "S1#♯# ⊔♯+ ("S1#♯" !♯ "S2#♯#) "if (B) S1 else S2#♯# ≜ "B;S1#♯# ⊔♯+ "¬B;S2#♯# (4)
"S1;S2#♯$ ≜ "S1#♯$ ⊔♯∞ ("S1#♯" !♯ "S2#♯$) "if (B) S1 else S2#♯$ ≜ "B;S1#♯$ ⊔♯∞ "¬B;S2#♯$
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D. The sequential composition !♯ ∈ (L♯+×L♯+ → L♯+)∪(((L♯+×L♯∞)∪(L♯∞×L♯+)∪(L♯∞×L♯∞))→ L♯∞)
is associative and satisfies the following conditions (where ⟨L♯! , ⊑♯! , #♯! , ⊺♯! , ⊔♯! , ⊓♯! ⟩, 𝐿 ∈ {+,∞}
designates ⟨L♯+, ⊑♯+, #♯+, ⊺♯+, ⊔♯+, ⊓♯+⟩when 𝐿 = + and ⟨L♯∞, ⊑♯∞, #♯∞, ⊺♯∞, ⊔♯∞, ⊓♯∞⟩when 𝐿 =∞).
a. ∀" ∈ L♯+ . " !♯ init♯ = init♯ !♯ " = " ;
b. ∀" ∈ L♯+ . " !♯ #♯+ = #♯+ and ∀" ∈ L♯! . #♯+ !♯ " = #♯+ (same for L♯∞ when #♯∞ exists);
c. ∀" ∈ L♯∞ . ∀" ′ ∈ L♯! . " !♯ " ′ = " ;
d. In its left, right, or both parameters, the sequential composition !♯ is either

i. increasing for ⊑♯+ and/or ⊑♯∞;
ii. finite join preserving for ⊔♯+ and/or ⊔♯∞;
iii. in addition to 3.2.D.d.ii, is lower continuous for ⊓♯+ and/or ⊓♯∞ and/or upper contin-

uous for ⊔♯+ and/or ⊔♯∞;
iv. existing arbitrary ⊔♯+-preserving and/or existing arbitrary ⊓♯∞-preserving.

RemaRK 3.3. In case L♯+ ∩L♯∞ = ∅, we can define L♯ ≜ L♯+ ∪L♯∞ with #+ ≜ # ∩L♯+, #∞ ≜ # ∩L♯∞,
and # ⊑♯ $ ≜ #+ ⊑♯+ $+ ∧ #∞ ⊑♯∞ $∞ which corresponds to the bi-inductive definitions [24]
mentioned in example 3.1. ∎

RemaRK 3.4. Hypotheses 3.2.B, 3.2.D.d.i and 3.2.D.d.ii determine the precision of the semantic
of basic commands, composition, choices, conditionals, and iteration in the algebraic semantics.
These hypotheses as well as 3.2.D.d.iii and 3.2.D.d.iv determine whether fixpoint iterations should
be infinite or transfinite (see proposition 2.4). ∎
3.4 Definition of the Algebraic Semantics
The algebraic semantics of statements S ∈ S is an abstract property of executions. The basic com-
mands S are assignment, random assignment, break out of the immediately enclosing loop, and
skip, with the following "S#♯" and break "S#♯# finite/ending/terminating semantics in L♯+ as well as
infinite/nonterminating "S#♯$ abstract semantics in L♯∞.
3.4.1 Basic Statements.
"x = A#♯" ≜ assign♯"x, A# "x = A#♯# ≜ #♯+ "x = A#♯$ ≜ #♯∞
"x = [𝑃, 𝑄]#♯" ≜ rassign♯"x,𝑃,𝑄# "x = [𝑃, 𝑄]#♯# ≜ #♯+ "x = [𝑃, 𝑄]#♯$ ≜ #♯∞
"break#♯" ≜ #♯+ "break#♯# ≜ break♯ "break#♯$ ≜ #♯∞ (3)
"skip#♯" ≜ skip♯ "skip#♯# ≜ #♯+ "skip#♯$ ≜ #♯∞
"B#♯" ≜ test♯"B# "B#♯# ≜ #♯+ "B#♯$ ≜ #♯∞
For the assignment x = A, the abstract semantics assign♯"x, A# is specified by the abstract domain,
and so, is well-defined by 3.2.B. "x = A#♯# = #♯+ because the assignment cannot break. "x = A#♯$ =#♯∞ since the assignment always terminates. The algebraic semantics of the other primitives is
similar, except for the break statement. "break#♯" = #♯+ since the break cannot continue in sequence.
The semantics "break#♯# of the break is given by the abstract domain primitive break♯which is finite
and well-defined. "break#♯$ = #♯∞ since a break always terminates.
3.4.2 Structural Statements. For the sequential composition and the conditional where "B;S#♯! ≜
test♯"B# !♯ "S#♯! , 𝐿 ∈ {𝑅,𝑄,#}, we define
"S1;S2#♯" ≜ "S1#♯" !♯ "S2#♯" "if (B) S1 else S2#♯" ≜ "B;S1#♯" ⊔♯+ "¬B;S2#♯"
"S1;S2#♯# ≜ "S1#♯# ⊔♯+ ("S1#♯" !♯ "S2#♯#) "if (B) S1 else S2#♯# ≜ "B;S1#♯# ⊔♯+ "¬B;S2#♯# (4)
"S1;S2#♯$ ≜ "S1#♯$ ⊔♯∞ ("S1#♯" !♯ "S2#♯$) "if (B) S1 else S2#♯$ ≜ "B;S1#♯$ ⊔♯∞ "¬B;S2#♯$
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D. The sequential composition !♯ ∈ (L♯+×L♯+ → L♯+)∪(((L♯+×L♯∞)∪(L♯∞×L♯+)∪(L♯∞×L♯∞))→ L♯∞)
is associative and satisfies the following conditions (where ⟨L♯! , ⊑♯! , #♯! , ⊺♯! , ⊔♯! , ⊓♯! ⟩, 𝐿 ∈ {+,∞}
designates ⟨L♯+, ⊑♯+, #♯+, ⊺♯+, ⊔♯+, ⊓♯+⟩when 𝐿 = + and ⟨L♯∞, ⊑♯∞, #♯∞, ⊺♯∞, ⊔♯∞, ⊓♯∞⟩when 𝐿 =∞).
a. ∀" ∈ L♯+ . " !♯ init♯ = init♯ !♯ " = " ;
b. ∀" ∈ L♯+ . " !♯ #♯+ = #♯+ and ∀" ∈ L♯! . #♯+ !♯ " = #♯+ (same for L♯∞ when #♯∞ exists);
c. ∀" ∈ L♯∞ . ∀" ′ ∈ L♯! . " !♯ " ′ = " ;
d. In its left, right, or both parameters, the sequential composition !♯ is either

i. increasing for ⊑♯+ and/or ⊑♯∞;
ii. finite join preserving for ⊔♯+ and/or ⊔♯∞;
iii. in addition to 3.2.D.d.ii, is lower continuous for ⊓♯+ and/or ⊓♯∞ and/or upper contin-

uous for ⊔♯+ and/or ⊔♯∞;
iv. existing arbitrary ⊔♯+-preserving and/or existing arbitrary ⊓♯∞-preserving.

RemaRK 3.3. In case L♯+ ∩L♯∞ = ∅, we can define L♯ ≜ L♯+ ∪L♯∞ with #+ ≜ # ∩L♯+, #∞ ≜ # ∩L♯∞,
and # ⊑♯ $ ≜ #+ ⊑♯+ $+ ∧ #∞ ⊑♯∞ $∞ which corresponds to the bi-inductive definitions [24]
mentioned in example 3.1. ∎

RemaRK 3.4. Hypotheses 3.2.B, 3.2.D.d.i and 3.2.D.d.ii determine the precision of the semantic
of basic commands, composition, choices, conditionals, and iteration in the algebraic semantics.
These hypotheses as well as 3.2.D.d.iii and 3.2.D.d.iv determine whether fixpoint iterations should
be infinite or transfinite (see proposition 2.4). ∎
3.4 Definition of the Algebraic Semantics
The algebraic semantics of statements S ∈ S is an abstract property of executions. The basic com-
mands S are assignment, random assignment, break out of the immediately enclosing loop, and
skip, with the following "S#♯" and break "S#♯# finite/ending/terminating semantics in L♯+ as well as
infinite/nonterminating "S#♯$ abstract semantics in L♯∞.
3.4.1 Basic Statements.
"x = A#♯" ≜ assign♯"x, A# "x = A#♯# ≜ #♯+ "x = A#♯$ ≜ #♯∞
"x = [𝑃, 𝑄]#♯" ≜ rassign♯"x,𝑃,𝑄# "x = [𝑃, 𝑄]#♯# ≜ #♯+ "x = [𝑃, 𝑄]#♯$ ≜ #♯∞
"break#♯" ≜ #♯+ "break#♯# ≜ break♯ "break#♯$ ≜ #♯∞ (3)
"skip#♯" ≜ skip♯ "skip#♯# ≜ #♯+ "skip#♯$ ≜ #♯∞
"B#♯" ≜ test♯"B# "B#♯# ≜ #♯+ "B#♯$ ≜ #♯∞
For the assignment x = A, the abstract semantics assign♯"x, A# is specified by the abstract domain,
and so, is well-defined by 3.2.B. "x = A#♯# = #♯+ because the assignment cannot break. "x = A#♯$ =#♯∞ since the assignment always terminates. The algebraic semantics of the other primitives is
similar, except for the break statement. "break#♯" = #♯+ since the break cannot continue in sequence.
The semantics "break#♯# of the break is given by the abstract domain primitive break♯which is finite
and well-defined. "break#♯$ = #♯∞ since a break always terminates.
3.4.2 Structural Statements. For the sequential composition and the conditional where "B;S#♯! ≜
test♯"B# !♯ "S#♯! , 𝐿 ∈ {𝑅,𝑄,#}, we define
"S1;S2#♯" ≜ "S1#♯" !♯ "S2#♯" "if (B) S1 else S2#♯" ≜ "B;S1#♯" ⊔♯+ "¬B;S2#♯"
"S1;S2#♯# ≜ "S1#♯# ⊔♯+ ("S1#♯" !♯ "S2#♯#) "if (B) S1 else S2#♯# ≜ "B;S1#♯# ⊔♯+ "¬B;S2#♯# (4)
"S1;S2#♯$ ≜ "S1#♯$ ⊔♯∞ ("S1#♯" !♯ "S2#♯$) "if (B) S1 else S2#♯$ ≜ "B;S1#♯$ ⊔♯∞ "¬B;S2#♯$
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D. The sequential composition !♯ ∈ (L♯+×L♯+ → L♯+)∪(((L♯+×L♯∞)∪(L♯∞×L♯+)∪(L♯∞×L♯∞))→ L♯∞)
is associative and satisfies the following conditions (where ⟨L♯! , ⊑♯! , #♯! , ⊺♯! , ⊔♯! , ⊓♯! ⟩, 𝐿 ∈ {+,∞}
designates ⟨L♯+, ⊑♯+, #♯+, ⊺♯+, ⊔♯+, ⊓♯+⟩when 𝐿 = + and ⟨L♯∞, ⊑♯∞, #♯∞, ⊺♯∞, ⊔♯∞, ⊓♯∞⟩when 𝐿 =∞).
a. ∀" ∈ L♯+ . " !♯ init♯ = init♯ !♯ " = " ;
b. ∀" ∈ L♯+ . " !♯ #♯+ = #♯+ and ∀" ∈ L♯! . #♯+ !♯ " = #♯+ (same for L♯∞ when #♯∞ exists);
c. ∀" ∈ L♯∞ . ∀" ′ ∈ L♯! . " !♯ " ′ = " ;
d. In its left, right, or both parameters, the sequential composition !♯ is either

i. increasing for ⊑♯+ and/or ⊑♯∞;
ii. finite join preserving for ⊔♯+ and/or ⊔♯∞;
iii. in addition to 3.2.D.d.ii, is lower continuous for ⊓♯+ and/or ⊓♯∞ and/or upper contin-

uous for ⊔♯+ and/or ⊔♯∞;
iv. existing arbitrary ⊔♯+-preserving and/or existing arbitrary ⊓♯∞-preserving.

RemaRK 3.3. In case L♯+ ∩L♯∞ = ∅, we can define L♯ ≜ L♯+ ∪L♯∞ with #+ ≜ # ∩L♯+, #∞ ≜ # ∩L♯∞,
and # ⊑♯ $ ≜ #+ ⊑♯+ $+ ∧ #∞ ⊑♯∞ $∞ which corresponds to the bi-inductive definitions [24]
mentioned in example 3.1. ∎

RemaRK 3.4. Hypotheses 3.2.B, 3.2.D.d.i and 3.2.D.d.ii determine the precision of the semantic
of basic commands, composition, choices, conditionals, and iteration in the algebraic semantics.
These hypotheses as well as 3.2.D.d.iii and 3.2.D.d.iv determine whether fixpoint iterations should
be infinite or transfinite (see proposition 2.4). ∎
3.4 Definition of the Algebraic Semantics
The algebraic semantics of statements S ∈ S is an abstract property of executions. The basic com-
mands S are assignment, random assignment, break out of the immediately enclosing loop, and
skip, with the following "S#♯" and break "S#♯# finite/ending/terminating semantics in L♯+ as well as
infinite/nonterminating "S#♯$ abstract semantics in L♯∞.
3.4.1 Basic Statements.
"x = A#♯" ≜ assign♯"x, A# "x = A#♯# ≜ #♯+ "x = A#♯$ ≜ #♯∞
"x = [𝑃, 𝑄]#♯" ≜ rassign♯"x,𝑃,𝑄# "x = [𝑃, 𝑄]#♯# ≜ #♯+ "x = [𝑃, 𝑄]#♯$ ≜ #♯∞
"break#♯" ≜ #♯+ "break#♯# ≜ break♯ "break#♯$ ≜ #♯∞ (3)
"skip#♯" ≜ skip♯ "skip#♯# ≜ #♯+ "skip#♯$ ≜ #♯∞
"B#♯" ≜ test♯"B# "B#♯# ≜ #♯+ "B#♯$ ≜ #♯∞
For the assignment x = A, the abstract semantics assign♯"x, A# is specified by the abstract domain,
and so, is well-defined by 3.2.B. "x = A#♯# = #♯+ because the assignment cannot break. "x = A#♯$ =#♯∞ since the assignment always terminates. The algebraic semantics of the other primitives is
similar, except for the break statement. "break#♯" = #♯+ since the break cannot continue in sequence.
The semantics "break#♯# of the break is given by the abstract domain primitive break♯which is finite
and well-defined. "break#♯$ = #♯∞ since a break always terminates.
3.4.2 Structural Statements. For the sequential composition and the conditional where "B;S#♯! ≜
test♯"B# !♯ "S#♯! , 𝐿 ∈ {𝑅,𝑄,#}, we define
"S1;S2#♯" ≜ "S1#♯" !♯ "S2#♯" "if (B) S1 else S2#♯" ≜ "B;S1#♯" ⊔♯+ "¬B;S2#♯"
"S1;S2#♯# ≜ "S1#♯# ⊔♯+ ("S1#♯" !♯ "S2#♯#) "if (B) S1 else S2#♯# ≜ "B;S1#♯# ⊔♯+ "¬B;S2#♯# (4)
"S1;S2#♯$ ≜ "S1#♯$ ⊔♯∞ ("S1#♯" !♯ "S2#♯$) "if (B) S1 else S2#♯$ ≜ "B;S1#♯$ ⊔♯∞ "¬B;S2#♯$
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lfp⊑♯+ 𝐿 ♯! = init♯ meaning that the loop is never entered. The semantics of the loop after 0 or more
iterations is therefore that after 0 iterations. ∎

Lemma 3.11 (Infinite fixpoint well-definedness). A◯ If D♯∞ is a well-defined decreasing
chain complete poset and !♯ right satisfies any one of the 3.2.D.d.i, 3.2.D.d.ii, 3.2.D.d.iii, or 3.2.D.d.iv
properties for D♯∞ then 𝐿 ♯# satisfies the same property and gfp⊑♯∞ 𝐿 ♯# does exist.

We now show that gfp⊑♯∞ 𝐿 ♯# coinductively characterizes the infinite executions of the iteration
while (B) S after infinitely many terminating iterations of the body S with condition B always
true.

Lemma 3.12 (Infinite body iteRations). A◯ If D♯ is a well-defined decreasing chain-complete
poset and !♯ is right increasing for ⊑♯∞ in 3.2.D.d.i then gfp⊑♯∞ 𝐿 ♯# = ⊓♯∞"∈O(("B;S#♯!)" !♯ ⊺♯∞).

The abstract semantics of iteration is defined as
"while (B) S#♯! ≜ (lfp⊑♯+ ⃗𝐿 ♯!) !♯ ("¬B#♯! ⊔♯! "B;S#♯#) "while (B) S#♯# ≜ %♯+ (9)
"while (B) S#♯#$ ≜ (lfp⊑♯+ ⃗𝐿 ♯!) !♯ "B;S#♯# "while (B) S#♯𝑃$ ≜ gfp⊑♯∞ 𝐿 ♯# (10)
"while (B) S#♯# ≜ "while (B) S#♯#$ ⊔♯∞ "while (B) S#♯𝑃$ (11)

The least fixpoint lfp⊑♯+ ⃗𝐿 ♯! defines executions reaching the loop entry point after zero or finitely
many iterations. Then (9) defines the finite executions of the loop when, after 0 or more iterations,
the iteration condition B is false, or a break is executed in the body which exists the loop. By (9)
the break is from the closest enclosing loop (which existence must be checked syntactically). The
loop nontermination in (11) can happen either because, after zero or finitely many iterations, the
next execution of the iteration body never terminates (10), or results in (10) from infinitely many
finite iterations, as defined by the greatest fixpoint gfp⊑♯∞ 𝐿 ♯#, and obtained as the limit of iterations
of 𝐿 ♯# from ⊺♯∞. These fixpoints in (9) and (10) do exist by lemmas 3.6 and 3.11.

TheoRem 3.13. A◯ If D♯ is well-defined then for all S ∈ S, "S#♯! , "S#♯# , and "S#♯# are well-defined.
3.5 Algebraic Abstract Semantic Domain and Abstract Semantics
The components of the abstract semantics can be recorded in a triple with named components,
ordered componentwise by ⊑♯, as follows

L♯ ≜ (" ∶ L♯+ × % ∶ L♯∞ ×#$ ∶ L♯+) (12)
"S#♯ ≜ ⟨" ∶ "S#♯! , % ∶ "S#♯#, #$ ∶ "S#♯#⟩

If 𝑃 = ⟨" ∶ 𝐿 , % ∶ 𝑄 , #$ ∶ 𝑅⟩ ∈ L♯, then we select the individual components of the Cartesian product
𝑃 using the field selectors " , #$ , and %, as follows

𝑃+ = 𝐿 , 𝑃∞ = 𝑄 , and 𝑃#𝑄 = 𝑅. (13)
By convention,

The shorthand 𝐿 denotes ⟨" ∶ 𝐿 , % ∶ %♯∞, #$ ∶ %♯+⟩ and similarly for other unique nonempty
components.

(14)

The abstract semantics "S#♯ ∈ L♯ records three components "S#♯! , "S#♯#, and "S#♯# of the definition of
the algebraic semantics of statements S in sect. 3.4.

Lemma 3.14. A◯ If D♯ is a well-defined chain-complete join semilattice (respectively complete
lattice) with sequential composition !♯ satisfying any one of the hypotheses 3.2.D.d then ⟨L♯, ⊑♯⟩ has
the same structure, componentwise.
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lfp⊑♯+ 𝐿 ♯! = init♯ meaning that the loop is never entered. The semantics of the loop after 0 or more
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The semantics of the composition and conditional are well-defined by 3.2.D for !♯ and 3.2.A and
3.2.C which ensure the existence of the finite and infinite joins.

S1;S2 terminates if S1 terminates and is followed by S2 that terminates. S1;S2 breaks (resp. non-
terminates) if either S1 breaks (resp. nonterminates) or S1 terminates and is followed by S2 that
breaks (resp. nonterminates).

For a given execution of the conditional if (B) S1 else S2 only one branch is taken, so the
semantics of the other one will be empty by definition (3) of "B#♯! that should return !♯+2 and
3.2.D.b.

Example 3.5. Assume that S1 never terminates in that "S1#♯" = ⊺♯∞ (sometimes named “chaos”
modelling all possible nonterminating behaviors).Then, by (4), "S1;S2#♯" ≜ "S1#♯" ⊔♯∞ ("S1#♯! !♯"S2#♯")
= ⊺♯∞ ⊔♯∞ ("S1#♯! !♯ "S2#♯") = ⊺♯∞ meaning that S1;S2 never terminates either in chaos.

For the conditional, assume B is always true and S1 never terminates in that "S1#♯" = ⊺♯∞. Then
the false branch is never taken so that "¬B;S2#♯" = !♯∞. It follows, by (4), that "if (B) S1 else S2#♯"≜ "B;S1#♯" ⊔♯∞ "¬B;S2#♯" = ⊺♯∞ ⊔♯∞ !♯∞ = ⊺♯∞ so that the conditional if (B) S1 else S2 never termi-
nates. ∎
3.4.3 Iteration. For iteration while (B) S, we define the transformers

backward ⃗𝐿 ♯! ≜ !" ∈ L♯+ . init♯ ⊔♯+ ("B;S#♯! !♯ ") (5)
forward 𝐿 ♯! ≜ !" ∈ L♯+ . init♯ ⊔♯+ (" !♯ "B;S#♯!) (6)
infinite 𝐿 ♯" ≜ !" ∈ L♯∞ . "B;S#♯! !♯ " (7)

Lemma 3.6 (Finite fixpoints well-definedness). A◯ If D♯+ is a well-defined increasing chain
complete join semilattice and !♯ left satisfies any one of the 3.2.D.d.i, 3.2.D.d.ii, 3.2.D.d.iii, or 3.2.D.d.iv
properties for D♯+ then ⃗𝐿 ♯! satisfy the same property and its least fixpoint deso exist (and similarly for
𝐿 ♯! when !♯ right satisfies any one of the properties listed in 3.2.D.d).

Let us show that lfp⊑♯+ ⃗𝐿 ♯! = lfp⊑♯+ 𝐿 ♯! inductively defines the set of finite executions reaching the
entry of the iteration while(B) S after zero or more terminating body iterations. To see that, we
define

the powers ⟨"" , # ∈ O⟩ of" ∈ L♯+ are" 0 ≜ init♯,""+1 ≜" !♯"" for successor ordinals,
and "# ≜ ⊔♯+$<# " $ for limit ordinals.

(8)

We now characterize the executions of iterations in terms of the fixpoints of the execution trans-
formers 5—6. We show that lfp⊑♯+ ⃗𝐿 ♯! = lfp⊑♯+ 𝐿 ♯! inductively characterize 0 or more finite iterations
of the loop body for which the loop condition holds and the loop body terminates.

Lemma 3.7 (Commutativity). A◯ If D♯+ is a well-defined complete lattice (resp. increasing chain-
complete poset) with right existing ⊔♯+-preserving (resp. right upper continuous) composition !♯ and
" ∈ L♯+ then ∀# ∈ O . " !♯ "" = "" !♯ " (resp. if ⟨"" , # ∈ O⟩ is an increasing chain).

Lemma 3.8 (Finite body iteRations). A◯ If D♯+ is a well-defined increasing chain-complete
join semilattice with right upper continuous composition !♯ then lfp⊑♯+ ⃗𝐿 ♯! = ⊔♯+

"∈O("B;S#♯!)" .
Lemma 3.9 (FoRwaRd veRsus bacKwaRd). A◯ If D♯ is a well-defined increasing chain-complete

join semilattice with right upper continuous sequential composition !♯ then lfp⊑♯+ ⃗𝐿 ♯! = lfp⊑♯+ 𝐿 ♯! .
Example 3.10. Assume that the test B of the iteration while (B) S is always false, that is test♯"B# =!♯∞. Then, by (5), (6), (3.2.D.b), and def. lub, ⃗𝐿 ♯! = 𝐿 ♯! = !" ∈ L♯+ . init♯. It follows that lfp⊑♯+ ⃗𝐿 ♯! =

2unless the semantics of Boolean expressions is to be very exotic.
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lfp⊑♯+ 𝐿 ♯! = init♯ meaning that the loop is never entered. The semantics of the loop after 0 or more
iterations is therefore that after 0 iterations. ∎

Lemma 3.11 (Infinite fixpoint well-definedness). A◯ If D♯∞ is a well-defined decreasing
chain complete poset and !♯ right satisfies any one of the 3.2.D.d.i, 3.2.D.d.ii, 3.2.D.d.iii, or 3.2.D.d.iv
properties for D♯∞ then 𝐿 ♯# satisfies the same property and gfp⊑♯∞ 𝐿 ♯# does exist.

We now show that gfp⊑♯∞ 𝐿 ♯# coinductively characterizes the infinite executions of the iteration
while (B) S after infinitely many terminating iterations of the body S with condition B always
true.

Lemma 3.12 (Infinite body iteRations). A◯ If D♯ is a well-defined decreasing chain-complete
poset and !♯ is right increasing for ⊑♯∞ in 3.2.D.d.i then gfp⊑♯∞ 𝐿 ♯# = ⊓♯∞"∈O(("B;S#♯!)" !♯ ⊺♯∞).

The abstract semantics of iteration is defined as
"while (B) S#♯! ≜ (lfp⊑♯+ ⃗𝐿 ♯!) !♯ ("¬B#♯! ⊔♯! "B;S#♯#) "while (B) S#♯# ≜ %♯+ (9)
"while (B) S#♯#$ ≜ (lfp⊑♯+ ⃗𝐿 ♯!) !♯ "B;S#♯# "while (B) S#♯𝑃$ ≜ gfp⊑♯∞ 𝐿 ♯# (10)
"while (B) S#♯# ≜ "while (B) S#♯#$ ⊔♯∞ "while (B) S#♯𝑃$ (11)

The least fixpoint lfp⊑♯+ ⃗𝐿 ♯! defines executions reaching the loop entry point after zero or finitely
many iterations. Then (9) defines the finite executions of the loop when, after 0 or more iterations,
the iteration condition B is false, or a break is executed in the body which exists the loop. By (9)
the break is from the closest enclosing loop (which existence must be checked syntactically). The
loop nontermination in (11) can happen either because, after zero or finitely many iterations, the
next execution of the iteration body never terminates (10), or results in (10) from infinitely many
finite iterations, as defined by the greatest fixpoint gfp⊑♯∞ 𝐿 ♯#, and obtained as the limit of iterations
of 𝐿 ♯# from ⊺♯∞. These fixpoints in (9) and (10) do exist by lemmas 3.6 and 3.11.

TheoRem 3.13. A◯ If D♯ is well-defined then for all S ∈ S, "S#♯! , "S#♯# , and "S#♯# are well-defined.
3.5 Algebraic Abstract Semantic Domain and Abstract Semantics
The components of the abstract semantics can be recorded in a triple with named components,
ordered componentwise by ⊑♯, as follows

L♯ ≜ (" ∶ L♯+ × % ∶ L♯∞ ×#$ ∶ L♯+) (12)
"S#♯ ≜ ⟨" ∶ "S#♯! , % ∶ "S#♯#, #$ ∶ "S#♯#⟩

If 𝑃 = ⟨" ∶ 𝐿 , % ∶ 𝑄 , #$ ∶ 𝑅⟩ ∈ L♯, then we select the individual components of the Cartesian product
𝑃 using the field selectors " , #$ , and %, as follows

𝑃+ = 𝐿 , 𝑃∞ = 𝑄 , and 𝑃#𝑄 = 𝑅. (13)
By convention,

The shorthand 𝐿 denotes ⟨" ∶ 𝐿 , % ∶ %♯∞, #$ ∶ %♯+⟩ and similarly for other unique nonempty
components.

(14)

The abstract semantics "S#♯ ∈ L♯ records three components "S#♯! , "S#♯#, and "S#♯# of the definition of
the algebraic semantics of statements S in sect. 3.4.

Lemma 3.14. A◯ If D♯ is a well-defined chain-complete join semilattice (respectively complete
lattice) with sequential composition !♯ satisfying any one of the hypotheses 3.2.D.d then ⟨L♯, ⊑♯⟩ has
the same structure, componentwise.
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lfp⊑♯+ 𝐿 ♯! = init♯ meaning that the loop is never entered. The semantics of the loop after 0 or more
iterations is therefore that after 0 iterations. ∎

Lemma 3.11 (Infinite fixpoint well-definedness). A◯ If D♯∞ is a well-defined decreasing
chain complete poset and !♯ right satisfies any one of the 3.2.D.d.i, 3.2.D.d.ii, 3.2.D.d.iii, or 3.2.D.d.iv
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the iteration condition B is false, or a break is executed in the body which exists the loop. By (9)
the break is from the closest enclosing loop (which existence must be checked syntactically). The
loop nontermination in (11) can happen either because, after zero or finitely many iterations, the
next execution of the iteration body never terminates (10), or results in (10) from infinitely many
finite iterations, as defined by the greatest fixpoint gfp⊑♯∞ 𝐿 ♯#, and obtained as the limit of iterations
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The abstract semantics of iteration is defined as
"while (B) S#♯! ≜ (lfp⊑♯+ ⃗𝐿 ♯!) !♯ ("¬B#♯! ⊔♯! "B;S#♯#) "while (B) S#♯# ≜ %♯+ (9)
"while (B) S#♯#$ ≜ (lfp⊑♯+ ⃗𝐿 ♯!) !♯ "B;S#♯# "while (B) S#♯𝑃$ ≜ gfp⊑♯∞ 𝐿 ♯# (10)
"while (B) S#♯# ≜ "while (B) S#♯#$ ⊔♯∞ "while (B) S#♯𝑃$ (11)

The least fixpoint lfp⊑♯+ ⃗𝐿 ♯! defines executions reaching the loop entry point after zero or finitely
many iterations. Then (9) defines the finite executions of the loop when, after 0 or more iterations,
the iteration condition B is false, or a break is executed in the body which exists the loop. By (9)
the break is from the closest enclosing loop (which existence must be checked syntactically). The
loop nontermination in (11) can happen either because, after zero or finitely many iterations, the
next execution of the iteration body never terminates (10), or results in (10) from infinitely many
finite iterations, as defined by the greatest fixpoint gfp⊑♯∞ 𝐿 ♯#, and obtained as the limit of iterations
of 𝐿 ♯# from ⊺♯∞. These fixpoints in (9) and (10) do exist by lemmas 3.6 and 3.11.

TheoRem 3.13. A◯ If D♯ is well-defined then for all S ∈ S, "S#♯! , "S#♯# , and "S#♯# are well-defined.
3.5 Algebraic Abstract Semantic Domain and Abstract Semantics
The components of the abstract semantics can be recorded in a triple with named components,
ordered componentwise by ⊑♯, as follows

L♯ ≜ (" ∶ L♯+ × % ∶ L♯∞ ×#$ ∶ L♯+) (12)
"S#♯ ≜ ⟨" ∶ "S#♯! , % ∶ "S#♯#, #$ ∶ "S#♯#⟩

If 𝑃 = ⟨" ∶ 𝐿 , % ∶ 𝑄 , #$ ∶ 𝑅⟩ ∈ L♯, then we select the individual components of the Cartesian product
𝑃 using the field selectors " , #$ , and %, as follows

𝑃+ = 𝐿 , 𝑃∞ = 𝑄 , and 𝑃#𝑄 = 𝑅. (13)
By convention,

The shorthand 𝐿 denotes ⟨" ∶ 𝐿 , % ∶ %♯∞, #$ ∶ %♯+⟩ and similarly for other unique nonempty
components.

(14)

The abstract semantics "S#♯ ∈ L♯ records three components "S#♯! , "S#♯#, and "S#♯# of the definition of
the algebraic semantics of statements S in sect. 3.4.

Lemma 3.14. A◯ If D♯ is a well-defined chain-complete join semilattice (respectively complete
lattice) with sequential composition !♯ satisfying any one of the hypotheses 3.2.D.d then ⟨L♯, ⊑♯⟩ has
the same structure, componentwise.
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Algebraic semantics (cont’d)

• The classic postulated presentation by equational 
axioms (*) can be calculated by 

• structural induction

• Aczel correspondence between fixpoints and 

deductive systems (see POPL 2024)

16:32 P. Cousot and J. Wang

[49] Joseph A. Goguen, James W. Thatcher, Eric G. Wagner, and Jesse B. Wright. 1977. Initial Algebra Semantics and
Continuous Algebras. J. ACM 24, 1 (1977), 68–95. https://doi.org/10.1145/321992.321997

[50] Irène Guessarian. 1978. Some Applications of Algebraic Semantics. InMathematical Foundations of Computer Science
1978, Proceedings, 7th Symposium, Zakopane, Poland, September 4-8, 1978 (Lecture Notes in Computer Science, Vol. 64),
Józef Winkowski (Ed.). Springer, 257–266. https://doi.org/10.1007/3-540-08921-7_73

[51] Reinhold Heckmann. 1993. Power Domains and Second-Order Predicates. Theor. Comput. Sci. 111, 1&2 (1993), 59–88.
https://doi.org/10.1016/0304-3975(93)90182-S

[52] Eric C. R. Hehner. 1990. A Practical Theory of Programming. Sci. Comput. Program. 14, 2-3 (1990), 133–158. https:
//doi.org/10.1016/0167-6423(90)90018-9

[53] Eric C. R. Hehner. 1993. A Practical Theory of Programming. Springer. https://doi.org/10.1007/978-1-4419-8596-5
[54] Eric C. R. Hehner. 1999. Specifications, Programs, and Total Correctness. Sci. Comput. Program. 34, 3 (1999), 191–205.

https://doi.org/10.1016/S0167-6423(98)00027-6
[55] Charles Antony Richard Hoare. 1969. An Axiomatic Basis for Computer Programming. Commun. ACM 12, 10 (1969),

576–580. https://doi.org/10.1145/363235.363259
[56] C. A. R. Hoare, Ian J. Hayes, Jifeng He, Carroll Morgan, A. W. Roscoe, Jeff W. Sanders, Ib Holm Sørensen, J. Michael

Spivey, and Bernard Sufrin. 1987. Laws of Programming. Commun. ACM 30, 8 (1987), 672–686. https://doi.org/10.
1145/27651.27653

[57] Tony Hoare. 2013. Generic Models of the Laws of Programming. In Theories of Programming and Formal Methods
(Lecture Notes in Computer Science, Vol. 8051). Springer, 213–226. https://doi.org/10.1007/978-3-642-39698-4_13

[58] Tony Hoare. 2014. Laws of Programming:The Algebraic Unification ofTheories of Concurrency. In CONCUR (Lecture
Notes in Computer Science, Vol. 8704). Springer, 1–6. https://doi.org/10.1007/978-3-662-44584-6_1

[59] Tony Hoare and Stephan van Staden. 2014. The laws of programming unify process calculi. Sci. Comput. Program. 85
(2014), 102–114. https://doi.org/10.1016/J.SCICO.2013.08.012

[60] Iu. I. Ianov and M. D. Friedman. 1958. On The Equivalence and Transformation of Program Schemes. Commun. ACM
1, 10 (1958), 8–12. https://doi.org/10.1145/368924.368930

[61] James C. King. 1976. Symbolic Execution and Program Testing. Commun. ACM 19, 7 (1976), 385–394. https://doi.org/
10.1145/360248.360252

[62] Dexter Kozen. 1997. Kleene Algebra with Tests. ACM Trans. Program. Lang. Syst. 19, 3 (1997), 427–443. https:
//doi.org/10.1145/256167.256195

[63] Dexter Kozen. 2000. On Hoare logic and Kleene algebra with tests. ACM Trans. Comput. Log. 1, 1 (2000), 60–76.
https://doi.org/10.1145/343369.343378

[64] Xavier Leroy and Hervé Grall. 2009. Coinductive big-step operational semantics. Inf. Comput. 207, 2 (2009), 284–304.
https://doi.org/10.1016/J.IC.2007.12.004

[65] Zohar Manna and Amir Pnueli. 1974. Axiomatic Approach to Total Correctness of Programs. Acta Inf. 3 (1974),
243–263. https://doi.org/10.1007/BF00288637

[66] Isabella Mastroeni and Michele Pasqua. 2017. Hyperhierarchy of Semantics - A Formal Framework for Hyperproper-
ties Verification. In SAS (Lecture Notes in Computer Science, Vol. 10422). Springer, 232–252. https://doi.org/10.1007/978-
3-319-66706-5_12

[67] Isabella Mastroeni and Michele Pasqua. 2018. Verifying Bounded Subset-Closed Hyperproperties. In SAS (Lecture
Notes in Computer Science, Vol. 11002). Springer, 263–283. https://doi.org/10.1007/978-3-319-99725-4_17

[68] Isabella Mastroeni and Michele Pasqua. 2023. Domain Precision in Galois Connection-Less Abstract Interpretation.
In Static Analysis - 30th International Symposium, SAS 2023, Cascais, Portugal, October 22-24, 2023, Proceedings (Lecture
Notes in Computer Science, Vol. 14284), Manuel V. Hermenegildo and José F. Morales (Eds.). Springer, 434–459. https:
//doi.org/10.1007/978-3-031-44245-2_19

[69] Daryl McCullough. 1987. Specifications for Multi-Level Security and a Hook-Up Property. In S&P. IEEE Computer
Society, 161–166. https://doi.org/10.1109/SP.1987.10009

[70] John McLean. 1996. A General Theory of Composition for a Class of ”Possibilistic” Properties. IEEE Trans. Software
Eng. 22, 1 (1996), 53–67. https://doi.org/10.1109/32.481534

[71] Bernhard Möller, Peter W. O’Hearn, and Tony Hoare. 2021. On Algebra of Program Correctness and Incorrectness. In
RAMiCS (Lecture Notes in Computer Science, Vol. 13027). Springer, 325–343. https://doi.org/10.1007/978-3-030-88701-
8_20

[72] James Donald Monk. 1969. Introduction to Set Theory. McGraw–Hill. http://euclid.colorado.edu/~monkd/monk11.pdf
[73] AlanMycroft. 1982. Abstract interpretation and optimising transformations for applicative programs. Ph. D. Dissertation.

University of Edinburgh, UK. https://hdl.handle.net/1842/6602
[74] Maurice Nivat. 1980. Non Deterministic Programs: An Algebraic Overview. In IFIP Congress. North-Holland/IFIP,

17–28.

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 16. Publication date: January 2025.

(*)



How to express 
program properties?

 14



 15

“Programs are predicates”
• We are only interested in properties of programs (not 

in arbitrary properties)

• A program encodes a program execution property 

defined by its semantics

• So defining properties as programs, we don’t need a 

language for programs + another language for 
predicates!


• Other encodings of properties are mere abstractions.

16:32 P. Cousot and J. Wang
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Algebraic property transformer

• Forward property transformer:

16:10 P. Cousot and J. Wang

Example 4.1. Define S1 ≜ while (y!=0) y=y-1; with relational semantics
!S1"! = ⟨𝐿 ∶ {⟨", "[y← 0]⟩ ∣ "(y) ⩾ 0}, " ∶ {⟨", "⟩ ∣ "(y) < 0}, #$ ∶ ∅⟩

meaning that S1 terminates with y = 0when y is initially positive and otherwise does not terminate.
Define S2 ≜ y=[-oo,oo]; S1 with relational semantics

!S2"! = ⟨𝐿 ∶ {⟨", "[y← 0]⟩ ∣ " ∈ Σ}, " ∶ {⟨", "⟩ ∣ " ∈ Σ}, #$ ∶ ∅⟩
meaning that either S2 terminates with y=0 or does not terminate A◯. ∎

Example 4.2. Define S3 ≜ while (x!=0) { S2 x=x-1; } with relational semantics
!S3"♯ = ⟨𝐿 ∶ {⟨", "⟩ ∣ "(x) = 0} ∪ {⟨", "[y← 0][x← 0]⟩ ∣ "(x) > 0}, " ∶ {⟨", "⟩ ∣ "(x) ≠ 0}, #$ ∶ ∅⟩
meaning that S3 terminates because either the loop is not entered or it is entered with x > 0 and
S2 terminates at each iteration setting y to 0. S3 does not terminate when the loop is entered and
either its body does not terminate or x < 0.

Define S4 ≜ x=[-oo,oo]; S3 with relational semantics
!S4"♯ = ⟨𝐿 ∶ {⟨", "[x← 0]⟩ ∣ " ∈ Σ} ∪ {⟨", "[y← 0][x← 0]⟩ ∣ " ∈ Σ}, " ∶ {⟨", "⟩ ∣ " ∈ Σ}, #$ ∶ ∅⟩
meaning either termination with x=0 (when x is randomly assigned 0) or with x=0 and y=0 (when
x is randomly assigned a positive number while x is randomly assigned a positive number or zero)
or nontermination (when x is randomly assigned a negative number or x is randomly assigned
a positive number and y are randomly assigned a negative number). A◯. In this example, the
fixpoint iterations are infinite but would be transfinite for a transition semantics (corresponding
to the lexicographic ordering for the nested loops) [18]. ∎
5 Algebraic Program Execution Properties
5.1 Algebraic Execution Properties
Traditionally, logics involve two formal languages, one to express programs and another one to
express properties of the program executions. The syntax and semantics of these programming
and logic languages are considered to be different. Therefore, in addition to the program syntax
and semantics, this traditional approach requires to define the syntax and semantics of the logic
expressing program properties.

A semantics !S"♯ ∈ L♯ in (12) is an abstraction of a property of the executions of the statement
S. Therefore L♯ will be the domain of execution properties whether used to describe the semantics
or logic properties of programs executions. This will avoid us the necessary traditional distinction
between programs semantics and program properties.

This idea follows [52–54]’s slogan that “Programs are predicates” and define properties of pro-
gram executions as programs (which semantics is already defined). It is also found in Dexter
Kozen’s Kleene algebra with tests [62, 63, 82]. Therefore, from an abstract point of view, program
execution specification and verification need nothing more than programs and an associated cal-
culus post♯ on programs.

5.2 The Algebraic Program Execution Property Transformer
Let us define the transformer post♯ ∈ L♯ ↗"→L♯ ↗"→L♯ such that

post♯(𝑃)𝑄 ≜ 𝑄 #♯ 𝑃 (18)
where 𝑃 is a semantics in L♯ as defined by (12) and #♯ is defined by (15). If 𝑄 is a precondition when
at S then post♯!S"♯𝑄 is the postcondition after S (including when breaking out of S).

For example, using the shorthand (14), post♯(𝑃)init♯ = 𝑃 by 3.2.D.a and post♯(𝑃)𝑄 = 𝑄 for all
𝑄 ∈ L♯∞ by 3.2.D.c.
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(              is a poset)

Calculational Design of Hyperlogics by Abstract Interpretation 16:11

In definition (18) of “predicate transformers” the meaning of “predicates” about programs exe-
cutions is abstracted away as programs specifying executions. Further abstractions will yield the
classic understanding of “predicates”, “abstract property”, etc.The classic Galois connections post–
p̃re [20, (12.22)] and post–post−1 [20, (12.6)] are still valid with this different definition of post.

The following lemmas show that the post transformer inherits the properties of sequential com-
position. It applies e.g. to ⟨L♯+, ⊑♯+⟩ in 3.2.A, ⟨L♯∞, ⊑♯∞⟩ in 3.2.C, or ⟨L♯, ⊑♯⟩ in (12).

Lemma 5.1. A◯ Let ⟨𝐿, ⊑, ⊔⟩ be a poset with partially defined join ⊔. Let ! be the sequential
composition on 𝐿. If ! left-satisfies any one of the properties of definition 2.2 or their dual then for all
" ∈ L, post(") satisfies the same property.

The following Galois connection shows the equivalence of forward/deductive and backward/ab-
ductive reasonings on the program semantics.

Lemma 5.2. A◯ If ⟨𝐿, ⊑, ⊔⟩ is a poset and the sequential composition ! is existing ⊔ left preserving
then we have the Galois connection

∀" ∈ L . ⟨L, ⊑⟩ −−−−−−−−→←−−−−−−−−
post(!)
p̃re(!) ⟨L, ⊑⟩ where p̃re(")# ≜ ⊔{$ ∈ L ∣ post(")$ ⊑ #}). (19)

Lemma 5.3. A◯ Let ⟨𝐿, ⊑, ⊔⟩ be a poset with partially defined join ⊔. Let ! be the sequential
composition on 𝐿. If ! right-satisfies any one of the properties of definition 2.2 or their dual then post
satisfies the same property.

The following Galois connection formalizes Dijkstra’s program inversion [36].

Lemma 5.4. A◯ If ⟨𝐿, ⊑, ⊔⟩ is a poset and the sequential composition ! is existing ⊔ right
preserving then we have the following Galois connection (L ⊔#→ L is the set of existing join preserving
operators on L and ⊑ is the pointwise extension of ⊑)

⟨L, ⊑⟩ −−−−−−−→←−−−−−−−
post

post−1 ⟨L ⊔#→ L, ⊑⟩ where post−1(𝑃 ) = ⊔{" ∈ L ∣ post(") ⊑ 𝑃}. (20)

5.3 A Calculus of Algebraic Program Execution Properties
We derive the sound and complete post♯ calculus by calculational design, as follows.

TheoRem 5.5 (PRogRam execution pRopeRty calculus). A◯ If D♯ is a well-defined increasing
and decreasing chain-complete join semilattice with right upper continuous sequential composition !♯
then
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In definition (18) of “predicate transformers” the meaning of “predicates” about programs exe-
cutions is abstracted away as programs specifying executions. Further abstractions will yield the
classic understanding of “predicates”, “abstract property”, etc.The classic Galois connections post–
p̃re [20, (12.22)] and post–post−1 [20, (12.6)] are still valid with this different definition of post.

The following lemmas show that the post transformer inherits the properties of sequential com-
position. It applies e.g. to ⟨L♯+, ⊑♯+⟩ in 3.2.A, ⟨L♯∞, ⊑♯∞⟩ in 3.2.C, or ⟨L♯, ⊑♯⟩ in (12).

Lemma 5.1. A◯ Let ⟨𝐿, ⊑, ⊔⟩ be a poset with partially defined join ⊔. Let ! be the sequential
composition on 𝐿. If ! left-satisfies any one of the properties of definition 2.2 or their dual then for all
" ∈ L, post(") satisfies the same property.

The following Galois connection shows the equivalence of forward/deductive and backward/ab-
ductive reasonings on the program semantics.

Lemma 5.2. A◯ If ⟨𝐿, ⊑, ⊔⟩ is a poset and the sequential composition ! is existing ⊔ left preserving
then we have the Galois connection

∀" ∈ L . ⟨L, ⊑⟩ −−−−−−−−→←−−−−−−−−
post(!)
p̃re(!) ⟨L, ⊑⟩ where p̃re(")# ≜ ⊔{$ ∈ L ∣ post(")$ ⊑ #}). (19)

Lemma 5.3. A◯ Let ⟨𝐿, ⊑, ⊔⟩ be a poset with partially defined join ⊔. Let ! be the sequential
composition on 𝐿. If ! right-satisfies any one of the properties of definition 2.2 or their dual then post
satisfies the same property.

The following Galois connection formalizes Dijkstra’s program inversion [36].

Lemma 5.4. A◯ If ⟨𝐿, ⊑, ⊔⟩ is a poset and the sequential composition ! is existing ⊔ right
preserving then we have the following Galois connection (L ⊔#→ L is the set of existing join preserving
operators on L and ⊑ is the pointwise extension of ⊑)

⟨L, ⊑⟩ −−−−−−−→←−−−−−−−
post

post−1 ⟨L ⊔#→ L, ⊑⟩ where post−1(𝑃 ) = ⊔{" ∈ L ∣ post(") ⊑ 𝑃}. (20)

5.3 A Calculus of Algebraic Program Execution Properties
We derive the sound and complete post♯ calculus by calculational design, as follows.

TheoRem 5.5 (PRogRam execution pRopeRty calculus). A◯ If D♯ is a well-defined increasing
and decreasing chain-complete join semilattice with right upper continuous sequential composition !♯
then
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6 A Calculus of Algebraic Program Semantic (Hyper) Properties
We now study proof methods for semantic properties, that is properties of the semantics, that we
define in extension. This is called hyperproperties when the semantics is a set of traces [13, 14],
and by extension, for their abstractions, in particular to relational semantics.

6.1 Algebraic Semantic (Hyper) Properties
Defined in extension, program semantic properties are in ℘(L♯).

Example 6.1 (Algebraic noninterference). Noninterference [46], can be generalized to semantic
(hyper) properties of algebraic semantics, as follows.The precondition 𝐿! ∈ ℘(L♯+×L♯+) is a relation
between prelude executions extended to L♯ by (14). The postcondition 𝐿" ∈ ℘(L♯×L♯) is a relation
between terminated or infinite executions. Then algebraic noninterference is ANI ≜ {P ∈ ℘(L♯) ∣∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . ⟨#1, #2⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#1, post♯("2)#2⟩ ∈ 𝐿" }. An instance
is algebraic abstract noninterference AANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . $1(#1) =
$1(#2) !⇒ $2(post♯("1)#1) = $2(post♯("2)#2)} for abstractions $1 ∈ L♯ → 𝑃1 and $2 ∈ L♯ → 𝑃2
with special case $1 = $2 to characterize abstract domain completeness in abstract interpretation
[42, 43, 68]. After [14], the generalized algebraic noninterference is GANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈P . ∃"̄ ∈ P . ∀#1,#2 ∈ L♯+ . ∀#̄ ∈ "̄ . ⟨#̄, #1⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#̄, post♯("2)#2⟩ ∈ 𝐿" }. ∎
6.2 The Algebraic Program Semantic (Hyper) Properties Transformer
When considering semantic properties in extension, the traditional view of transformers is that
they now belong to ℘(L♯)→ ℘(L♯) with

Post♯ ∈ L♯ → ℘(L♯) ↗$→℘(L♯)
Post♯(")P ≜ {post♯(")# ∣ # ∈ P} (31)

[5, 29, 30, 67] are all instances of this definition. The advantage is that logical implication is the
traditional ⊆. But the classic structural definition (see sect. 3.2) of the transformer Post♯ fails (unless
restrictions are placed on the considered hyperproperties). For the conditional

Post♯!if (B) S1 else S2"♯P
= {post♯!if (B) S1 else S2"♯# ∣ # ∈ P} #def. (31) of Post♯(")$
= {post♯!B;S1"♯# ⊔♯ post♯!¬B;S2"♯# ∣ # ∈ P} #(27)$ (32)
⊆ {post♯!B;S1"♯#1 ⊔♯ post♯!¬B;S2"♯#2 ∣ #1 ∈ P ∧ #2 ∈ P} #def. ⊆$ (33)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈{post♯!B;S1"♯#1 ∣ #1 ∈P} ∧𝑄2 ∈{post♯!¬B;S2"♯#2 ∣ #2 ∈P}} #def. ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈Post♯!B;S1"♯P ∧𝑄2 ∈Post♯!¬B;S2"♯P} #def. (31) of Post♯(")$
The problem is that in (32) the two possible executions of the conditional are tight together,
whereas, by necessity of traditional independent structural induction on both branches of the
conditional, this link is lost in (33). So the hypercollecting semantics of [5, p. 877] is incomplete
(the inclusion (33) may be strict). A solution to preserve structurality is to observe that

{post♯(")#} = Post♯("){#} (34)
so that the calculation goes on at (32)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ {post♯!B;S1"♯#} ∧𝑄2 ∈ {post♯!¬B;S2"♯#} ∧ # ∈ P} #def. singleton and ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ Post♯!B;S1"♯{#} ∧𝑄2 ∈ Post♯!¬B;S2"♯{#} ∧ # ∈ P} #def. (31) of Post♯(")$
so that Post♯!if (B) S1 else S2"♯ is exactly defined structurally as a function of the components
Post♯!B;S1"♯ and Post♯!¬B;S2"♯.
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Of course, this element wise reasoning may be considered inelegant. Its necessity becomes more
clear when considering the trace semantics of sect. B. When reasoning on paths e.g. in an iteration
statement, the same paths must be considered consistently at each iteration.This requirement may
be lifted after abstraction, for example with invariants which forget about computation history. For
backward reasonings, we define Pre such that for all 𝐿 ∈ L♯, we have A◯

Pre(𝐿)Q ≜ {" ∣ post♯(𝐿)" ∈ Q} (35) ⟨℘(L♯), ⊆⟩ −−−−−−−−−→←−−−−−−−−−
Post♯(!)
Pre(!) ⟨℘(L♯), ⊆⟩ (36)

If D♯ is a well-defined chain-complete lattice with right finite "⊔ preservation composition !♯
then we have ( "⊔, # ∈ {+,∞}, stands for ⊔♯+ in definition 3.2.A when # = + and for ⊔♯∞ in definition
3.2.C when # =∞) A◯

Post♯(𝐿1 "⊔ 𝐿2)P = (Post♯(𝐿1) "⊔ Post♯(𝐿2))P (37)
where (𝐿1 "⊔ 𝐿2)P ≜ {$1 "⊔$2 ∣ $1 ∈ 𝐿1{"} ∧$2 ∈ 𝐿2{"} ∧ " ∈ P}

RemaRK 6.2. Contrary to join preservation lemma 5.1 for post, Post may not preserve existing
joins and meets so that, in general, ⊔

#∈ΔPost
♯(𝐿#) ≠ Post♯(⊔

#∈Δ𝐿#) and dually. For example, let P be

a semantic property. By (31), ⊔♯+
$∈N Post

♯(("B ! S#♯)$)P = ⊔♯+
$∈N{post♯(("B ! S#♯)$)" ∣ " ∈ P} is the set

of finite executions, for every precondition " ∈ P , reaching the entry of the iteration while(B) S
after exactly 𝑃 terminating body iterations, for all 𝑃 ∈ N. On the contrary Post♯(⊔♯+

$∈N("B ! S#♯)$)P =

{post♯(⊔♯+
$∈N("B ! S#♯)$)" ∣ " ∈ P} = {⊔♯+

$∈N post
♯(("B ! S#♯)$)" ∣ " ∈ P} is the set of finite executions,

for every precondition " ∈ P , reaching the entry of the iteration while(B) S after any number of
terminating body iterations. ∎

6.3 A Calculus of Algebraic Semantic (Hyper) Properties
In the calculational design of the Post♯, we will need the following trivial proposition.

PRoposition 6.3 (Singleton fixpoint). There is an obvious isomorphism between a poset ⟨𝑄, ⊑, (,⊔⟩ and its singletons ⟨�̆�, ⊑̆, (̆, ⊔̆⟩with �̆� ≜ {{#} ∣ # ∈ 𝑄}, {#}⊑̆{𝑅} ≜ # ⊑ 𝑅, (̆ ≜ {(}, {#}⊔̆{𝑅} ≜ {#⊔𝑅},
so that, for a increasing chain complete poset we have {lfp⊑ 𝑆} = {⊔𝑃∈O 𝑆𝑃} = ⊔̆𝑃∈O{𝑆𝑃} = lfp ⊑̆ 𝑆
where ⟨𝑆𝑃 , 𝑇 ∈ O⟩ are the transfinite iterates of 𝑆 from ( and 𝑆({#}) ≜ {𝑆(#)}. Dually for greatest
fixpoints.

We derive the sound and complete Post♯ calculus by calculational design, as follows.

TheoRem 6.4 (PRogRam semantic (hypeR) pRopeRty calculus). A◯ If D♯ is a well-defined in-
creasing and decreasing chain-complete join semilattice with right upper continuous sequential com-
position !♯ then
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6 A Calculus of Algebraic Program Semantic (Hyper) Properties
We now study proof methods for semantic properties, that is properties of the semantics, that we
define in extension. This is called hyperproperties when the semantics is a set of traces [13, 14],
and by extension, for their abstractions, in particular to relational semantics.

6.1 Algebraic Semantic (Hyper) Properties
Defined in extension, program semantic properties are in ℘(L♯).

Example 6.1 (Algebraic noninterference). Noninterference [46], can be generalized to semantic
(hyper) properties of algebraic semantics, as follows.The precondition 𝐿! ∈ ℘(L♯+×L♯+) is a relation
between prelude executions extended to L♯ by (14). The postcondition 𝐿" ∈ ℘(L♯×L♯) is a relation
between terminated or infinite executions. Then algebraic noninterference is ANI ≜ {P ∈ ℘(L♯) ∣∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . ⟨#1, #2⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#1, post♯("2)#2⟩ ∈ 𝐿" }. An instance
is algebraic abstract noninterference AANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . $1(#1) =
$1(#2) !⇒ $2(post♯("1)#1) = $2(post♯("2)#2)} for abstractions $1 ∈ L♯ → 𝑃1 and $2 ∈ L♯ → 𝑃2
with special case $1 = $2 to characterize abstract domain completeness in abstract interpretation
[42, 43, 68]. After [14], the generalized algebraic noninterference is GANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈P . ∃"̄ ∈ P . ∀#1,#2 ∈ L♯+ . ∀#̄ ∈ "̄ . ⟨#̄, #1⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#̄, post♯("2)#2⟩ ∈ 𝐿" }. ∎
6.2 The Algebraic Program Semantic (Hyper) Properties Transformer
When considering semantic properties in extension, the traditional view of transformers is that
they now belong to ℘(L♯)→ ℘(L♯) with

Post♯ ∈ L♯ → ℘(L♯) ↗$→℘(L♯)
Post♯(")P ≜ {post♯(")# ∣ # ∈ P} (31)

[5, 29, 30, 67] are all instances of this definition. The advantage is that logical implication is the
traditional ⊆. But the classic structural definition (see sect. 3.2) of the transformer Post♯ fails (unless
restrictions are placed on the considered hyperproperties). For the conditional

Post♯!if (B) S1 else S2"♯P
= {post♯!if (B) S1 else S2"♯# ∣ # ∈ P} #def. (31) of Post♯(")$
= {post♯!B;S1"♯# ⊔♯ post♯!¬B;S2"♯# ∣ # ∈ P} #(27)$ (32)
⊆ {post♯!B;S1"♯#1 ⊔♯ post♯!¬B;S2"♯#2 ∣ #1 ∈ P ∧ #2 ∈ P} #def. ⊆$ (33)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈{post♯!B;S1"♯#1 ∣ #1 ∈P} ∧𝑄2 ∈{post♯!¬B;S2"♯#2 ∣ #2 ∈P}} #def. ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈Post♯!B;S1"♯P ∧𝑄2 ∈Post♯!¬B;S2"♯P} #def. (31) of Post♯(")$
The problem is that in (32) the two possible executions of the conditional are tight together,
whereas, by necessity of traditional independent structural induction on both branches of the
conditional, this link is lost in (33). So the hypercollecting semantics of [5, p. 877] is incomplete
(the inclusion (33) may be strict). A solution to preserve structurality is to observe that

{post♯(")#} = Post♯("){#} (34)
so that the calculation goes on at (32)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ {post♯!B;S1"♯#} ∧𝑄2 ∈ {post♯!¬B;S2"♯#} ∧ # ∈ P} #def. singleton and ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ Post♯!B;S1"♯{#} ∧𝑄2 ∈ Post♯!¬B;S2"♯{#} ∧ # ∈ P} #def. (31) of Post♯(")$
so that Post♯!if (B) S1 else S2"♯ is exactly defined structurally as a function of the components
Post♯!B;S1"♯ and Post♯!¬B;S2"♯.

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 16. Publication date: January 2025.

Calculational Design of Hyperlogics by Abstract Interpretation 16:13

6 A Calculus of Algebraic Program Semantic (Hyper) Properties
We now study proof methods for semantic properties, that is properties of the semantics, that we
define in extension. This is called hyperproperties when the semantics is a set of traces [13, 14],
and by extension, for their abstractions, in particular to relational semantics.

6.1 Algebraic Semantic (Hyper) Properties
Defined in extension, program semantic properties are in ℘(L♯).

Example 6.1 (Algebraic noninterference). Noninterference [46], can be generalized to semantic
(hyper) properties of algebraic semantics, as follows.The precondition 𝐿! ∈ ℘(L♯+×L♯+) is a relation
between prelude executions extended to L♯ by (14). The postcondition 𝐿" ∈ ℘(L♯×L♯) is a relation
between terminated or infinite executions. Then algebraic noninterference is ANI ≜ {P ∈ ℘(L♯) ∣∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . ⟨#1, #2⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#1, post♯("2)#2⟩ ∈ 𝐿" }. An instance
is algebraic abstract noninterference AANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . $1(#1) =
$1(#2) !⇒ $2(post♯("1)#1) = $2(post♯("2)#2)} for abstractions $1 ∈ L♯ → 𝑃1 and $2 ∈ L♯ → 𝑃2
with special case $1 = $2 to characterize abstract domain completeness in abstract interpretation
[42, 43, 68]. After [14], the generalized algebraic noninterference is GANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈P . ∃"̄ ∈ P . ∀#1,#2 ∈ L♯+ . ∀#̄ ∈ "̄ . ⟨#̄, #1⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#̄, post♯("2)#2⟩ ∈ 𝐿" }. ∎
6.2 The Algebraic Program Semantic (Hyper) Properties Transformer
When considering semantic properties in extension, the traditional view of transformers is that
they now belong to ℘(L♯)→ ℘(L♯) with

Post♯ ∈ L♯ → ℘(L♯) ↗$→℘(L♯)
Post♯(")P ≜ {post♯(")# ∣ # ∈ P} (31)

[5, 29, 30, 67] are all instances of this definition. The advantage is that logical implication is the
traditional ⊆. But the classic structural definition (see sect. 3.2) of the transformer Post♯ fails (unless
restrictions are placed on the considered hyperproperties). For the conditional

Post♯!if (B) S1 else S2"♯P
= {post♯!if (B) S1 else S2"♯# ∣ # ∈ P} #def. (31) of Post♯(")$
= {post♯!B;S1"♯# ⊔♯ post♯!¬B;S2"♯# ∣ # ∈ P} #(27)$ (32)
⊆ {post♯!B;S1"♯#1 ⊔♯ post♯!¬B;S2"♯#2 ∣ #1 ∈ P ∧ #2 ∈ P} #def. ⊆$ (33)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈{post♯!B;S1"♯#1 ∣ #1 ∈P} ∧𝑄2 ∈{post♯!¬B;S2"♯#2 ∣ #2 ∈P}} #def. ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈Post♯!B;S1"♯P ∧𝑄2 ∈Post♯!¬B;S2"♯P} #def. (31) of Post♯(")$
The problem is that in (32) the two possible executions of the conditional are tight together,
whereas, by necessity of traditional independent structural induction on both branches of the
conditional, this link is lost in (33). So the hypercollecting semantics of [5, p. 877] is incomplete
(the inclusion (33) may be strict). A solution to preserve structurality is to observe that

{post♯(")#} = Post♯("){#} (34)
so that the calculation goes on at (32)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ {post♯!B;S1"♯#} ∧𝑄2 ∈ {post♯!¬B;S2"♯#} ∧ # ∈ P} #def. singleton and ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ Post♯!B;S1"♯{#} ∧𝑄2 ∈ Post♯!¬B;S2"♯{#} ∧ # ∈ P} #def. (31) of Post♯(")$
so that Post♯!if (B) S1 else S2"♯ is exactly defined structurally as a function of the components
Post♯!B;S1"♯ and Post♯!¬B;S2"♯.
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6 A Calculus of Algebraic Program Semantic (Hyper) Properties
We now study proof methods for semantic properties, that is properties of the semantics, that we
define in extension. This is called hyperproperties when the semantics is a set of traces [13, 14],
and by extension, for their abstractions, in particular to relational semantics.

6.1 Algebraic Semantic (Hyper) Properties
Defined in extension, program semantic properties are in ℘(L♯).

Example 6.1 (Algebraic noninterference). Noninterference [46], can be generalized to semantic
(hyper) properties of algebraic semantics, as follows.The precondition 𝐿! ∈ ℘(L♯+×L♯+) is a relation
between prelude executions extended to L♯ by (14). The postcondition 𝐿" ∈ ℘(L♯×L♯) is a relation
between terminated or infinite executions. Then algebraic noninterference is ANI ≜ {P ∈ ℘(L♯) ∣∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . ⟨#1, #2⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#1, post♯("2)#2⟩ ∈ 𝐿" }. An instance
is algebraic abstract noninterference AANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . $1(#1) =
$1(#2) !⇒ $2(post♯("1)#1) = $2(post♯("2)#2)} for abstractions $1 ∈ L♯ → 𝑃1 and $2 ∈ L♯ → 𝑃2
with special case $1 = $2 to characterize abstract domain completeness in abstract interpretation
[42, 43, 68]. After [14], the generalized algebraic noninterference is GANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈P . ∃"̄ ∈ P . ∀#1,#2 ∈ L♯+ . ∀#̄ ∈ "̄ . ⟨#̄, #1⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#̄, post♯("2)#2⟩ ∈ 𝐿" }. ∎
6.2 The Algebraic Program Semantic (Hyper) Properties Transformer
When considering semantic properties in extension, the traditional view of transformers is that
they now belong to ℘(L♯)→ ℘(L♯) with

Post♯ ∈ L♯ → ℘(L♯) ↗$→℘(L♯)
Post♯(")P ≜ {post♯(")# ∣ # ∈ P} (31)

[5, 29, 30, 67] are all instances of this definition. The advantage is that logical implication is the
traditional ⊆. But the classic structural definition (see sect. 3.2) of the transformer Post♯ fails (unless
restrictions are placed on the considered hyperproperties). For the conditional

Post♯!if (B) S1 else S2"♯P
= {post♯!if (B) S1 else S2"♯# ∣ # ∈ P} #def. (31) of Post♯(")$
= {post♯!B;S1"♯# ⊔♯ post♯!¬B;S2"♯# ∣ # ∈ P} #(27)$ (32)
⊆ {post♯!B;S1"♯#1 ⊔♯ post♯!¬B;S2"♯#2 ∣ #1 ∈ P ∧ #2 ∈ P} #def. ⊆$ (33)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈{post♯!B;S1"♯#1 ∣ #1 ∈P} ∧𝑄2 ∈{post♯!¬B;S2"♯#2 ∣ #2 ∈P}} #def. ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈Post♯!B;S1"♯P ∧𝑄2 ∈Post♯!¬B;S2"♯P} #def. (31) of Post♯(")$
The problem is that in (32) the two possible executions of the conditional are tight together,
whereas, by necessity of traditional independent structural induction on both branches of the
conditional, this link is lost in (33). So the hypercollecting semantics of [5, p. 877] is incomplete
(the inclusion (33) may be strict). A solution to preserve structurality is to observe that

{post♯(")#} = Post♯("){#} (34)
so that the calculation goes on at (32)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ {post♯!B;S1"♯#} ∧𝑄2 ∈ {post♯!¬B;S2"♯#} ∧ # ∈ P} #def. singleton and ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ Post♯!B;S1"♯{#} ∧𝑄2 ∈ Post♯!¬B;S2"♯{#} ∧ # ∈ P} #def. (31) of Post♯(")$
so that Post♯!if (B) S1 else S2"♯ is exactly defined structurally as a function of the components
Post♯!B;S1"♯ and Post♯!¬B;S2"♯.
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We now study proof methods for semantic properties, that is properties of the semantics, that we
define in extension. This is called hyperproperties when the semantics is a set of traces [13, 14],
and by extension, for their abstractions, in particular to relational semantics.
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with special case $1 = $2 to characterize abstract domain completeness in abstract interpretation
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When considering semantic properties in extension, the traditional view of transformers is that
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Post♯(")P ≜ {post♯(")# ∣ # ∈ P} (31)

[5, 29, 30, 67] are all instances of this definition. The advantage is that logical implication is the
traditional ⊆. But the classic structural definition (see sect. 3.2) of the transformer Post♯ fails (unless
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6 A Calculus of Algebraic Program Semantic (Hyper) Properties
We now study proof methods for semantic properties, that is properties of the semantics, that we
define in extension. This is called hyperproperties when the semantics is a set of traces [13, 14],
and by extension, for their abstractions, in particular to relational semantics.

6.1 Algebraic Semantic (Hyper) Properties
Defined in extension, program semantic properties are in ℘(L♯).

Example 6.1 (Algebraic noninterference). Noninterference [46], can be generalized to semantic
(hyper) properties of algebraic semantics, as follows.The precondition 𝐿! ∈ ℘(L♯+×L♯+) is a relation
between prelude executions extended to L♯ by (14). The postcondition 𝐿" ∈ ℘(L♯×L♯) is a relation
between terminated or infinite executions. Then algebraic noninterference is ANI ≜ {P ∈ ℘(L♯) ∣∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . ⟨#1, #2⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#1, post♯("2)#2⟩ ∈ 𝐿" }. An instance
is algebraic abstract noninterference AANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈ P . ∀#1,#2 ∈ L♯+ . $1(#1) =
$1(#2) !⇒ $2(post♯("1)#1) = $2(post♯("2)#2)} for abstractions $1 ∈ L♯ → 𝑃1 and $2 ∈ L♯ → 𝑃2
with special case $1 = $2 to characterize abstract domain completeness in abstract interpretation
[42, 43, 68]. After [14], the generalized algebraic noninterference is GANI ≜ {P ∈ ℘(L♯) ∣ ∀"1,"2 ∈P . ∃"̄ ∈ P . ∀#1,#2 ∈ L♯+ . ∀#̄ ∈ "̄ . ⟨#̄, #1⟩ ∈ 𝐿! !⇒ ⟨post♯("1)#̄, post♯("2)#2⟩ ∈ 𝐿" }. ∎
6.2 The Algebraic Program Semantic (Hyper) Properties Transformer
When considering semantic properties in extension, the traditional view of transformers is that
they now belong to ℘(L♯)→ ℘(L♯) with

Post♯ ∈ L♯ → ℘(L♯) ↗$→℘(L♯)
Post♯(")P ≜ {post♯(")# ∣ # ∈ P} (31)

[5, 29, 30, 67] are all instances of this definition. The advantage is that logical implication is the
traditional ⊆. But the classic structural definition (see sect. 3.2) of the transformer Post♯ fails (unless
restrictions are placed on the considered hyperproperties). For the conditional

Post♯!if (B) S1 else S2"♯P
= {post♯!if (B) S1 else S2"♯# ∣ # ∈ P} #def. (31) of Post♯(")$
= {post♯!B;S1"♯# ⊔♯ post♯!¬B;S2"♯# ∣ # ∈ P} #(27)$ (32)
⊆ {post♯!B;S1"♯#1 ⊔♯ post♯!¬B;S2"♯#2 ∣ #1 ∈ P ∧ #2 ∈ P} #def. ⊆$ (33)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈{post♯!B;S1"♯#1 ∣ #1 ∈P} ∧𝑄2 ∈{post♯!¬B;S2"♯#2 ∣ #2 ∈P}} #def. ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈Post♯!B;S1"♯P ∧𝑄2 ∈Post♯!¬B;S2"♯P} #def. (31) of Post♯(")$
The problem is that in (32) the two possible executions of the conditional are tight together,
whereas, by necessity of traditional independent structural induction on both branches of the
conditional, this link is lost in (33). So the hypercollecting semantics of [5, p. 877] is incomplete
(the inclusion (33) may be strict). A solution to preserve structurality is to observe that

{post♯(")#} = Post♯("){#} (34)
so that the calculation goes on at (32)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ {post♯!B;S1"♯#} ∧𝑄2 ∈ {post♯!¬B;S2"♯#} ∧ # ∈ P} #def. singleton and ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ Post♯!B;S1"♯{#} ∧𝑄2 ∈ Post♯!¬B;S2"♯{#} ∧ # ∈ P} #def. (31) of Post♯(")$
so that Post♯!if (B) S1 else S2"♯ is exactly defined structurally as a function of the components
Post♯!B;S1"♯ and Post♯!¬B;S2"♯.

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 16. Publication date: January 2025.

Calculational Design of Hyperlogics by Abstract Interpretation 16:13
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restrictions are placed on the considered hyperproperties). For the conditional

Post♯!if (B) S1 else S2"♯P
= {post♯!if (B) S1 else S2"♯# ∣ # ∈ P} #def. (31) of Post♯(")$
= {post♯!B;S1"♯# ⊔♯ post♯!¬B;S2"♯# ∣ # ∈ P} #(27)$ (32)
⊆ {post♯!B;S1"♯#1 ⊔♯ post♯!¬B;S2"♯#2 ∣ #1 ∈ P ∧ #2 ∈ P} #def. ⊆$ (33)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈{post♯!B;S1"♯#1 ∣ #1 ∈P} ∧𝑄2 ∈{post♯!¬B;S2"♯#2 ∣ #2 ∈P}} #def. ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈Post♯!B;S1"♯P ∧𝑄2 ∈Post♯!¬B;S2"♯P} #def. (31) of Post♯(")$
The problem is that in (32) the two possible executions of the conditional are tight together,
whereas, by necessity of traditional independent structural induction on both branches of the
conditional, this link is lost in (33). So the hypercollecting semantics of [5, p. 877] is incomplete
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The problem is that in (32) the two possible executions of the conditional are tight together,
whereas, by necessity of traditional independent structural induction on both branches of the
conditional, this link is lost in (33). So the hypercollecting semantics of [5, p. 877] is incomplete
(the inclusion (33) may be strict). A solution to preserve structurality is to observe that

{post♯(")#} = Post♯("){#} (34)
so that the calculation goes on at (32)
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ {post♯!B;S1"♯#} ∧𝑄2 ∈ {post♯!¬B;S2"♯#} ∧ # ∈ P} #def. singleton and ∈$
= {𝑄1 ⊔♯ 𝑄2 ∣ 𝑄1 ∈ Post♯!B;S1"♯{#} ∧𝑄2 ∈ Post♯!¬B;S2"♯{#} ∧ # ∈ P} #def. (31) of Post♯(")$
so that Post♯!if (B) S1 else S2"♯ is exactly defined structurally as a function of the components
Post♯!B;S1"♯ and Post♯!¬B;S2"♯.
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6 A Calculus of Algebraic Program Semantic (Hyper) Properties
We now study proof methods for semantic properties, that is properties of the semantics, that we
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The problem is that in (32) the two possible executions of the conditional are tight together,
whereas, by necessity of traditional independent structural induction on both branches of the
conditional, this link is lost in (33). So the hypercollecting semantics of [5, p. 877] is incomplete
(the inclusion (33) may be strict). A solution to preserve structurality is to observe that

{post♯(")#} = Post♯("){#} (34)
so that the calculation goes on at (32)
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so that Post♯!if (B) S1 else S2"♯ is exactly defined structurally as a function of the components
Post♯!B;S1"♯ and Post♯!¬B;S2"♯.
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where L♯(𝐿) = ▴"(Post♯)𝐿 .
Defining the upper and lower logic triples

{∣P ∣} S{∣Q ∣} ≜ ⟨P, Q⟩ ∈ L♯!S"♯ = Post♯!S"♯P ⊆ Q = ∀# ∈ P . post♯!S"♯# ∈ Q (51)
{∣P ∣} S{∣Q ∣} ≜ ⟨P, Q⟩ ∈ L♯!S"♯ = Q ⊆ Post♯!S"♯P = ∀$ ∈ Q . ∃# ∈ P . post♯!S"♯# = $

(where for symmetry, we can write {∣P ∣} S{∣Q ∣} ≜ ∀# ∈ P . ∃$ ∈ Q . post♯(𝐿)# = $ .) We get
generalizations of Hoare logic [55] and incorrectness logic [32, 75] from execution to semantic
properties.

Example 7.1 (Finitary powerset nondeterministic calculational domain). In [29, 30], the relational
semantics is identical to that of [5] in example 5.7 but for a nondeterministic language. Nonter-
mination is abstracted away. The extended semantics [29, 30, Definition 4] is post♯(𝐿)# = {⟨𝑃,
𝑃 ′′⟩ ∣ ∃𝑃 ′ ∈ Σ . ⟨𝑃, 𝑃 ′⟩ ∈ # ∧ ⟨𝑃 ′, 𝑃 ′′⟩ ∈ 𝐿}, the same as in example 5.7. Hyper-triples {∣P ∣} S{∣Q ∣}
are defined in [29, 30, Definition 5] to be the powerset instance of (51), the same instance used in
example 5.7. ∎

The upper and lower abstract logics can always be expressed in terms of singleton (although the
equivalent formula is not part of the logic).

Lemma 7.2. A◯ {∣P ∣} S{∣Q ∣} ⇔ ∀# ∈ P . ∃$ ∈ Q . {∣{#} ∣} S{∣{$} ∣} (a){∣P ∣} S{∣Q ∣} ⇔ ∀$ ∈ Q . ∃# ∈ P . {∣{#} ∣} S{∣{$} ∣} (b)

CoRollaRy 7.3. A◯ (∃# ∈ P . {∣{#} ∣} S{∣{$} ∣})⇔ {∣P ∣} S{∣{$} ∣}.
For singletons, the two logics are equivalent.

Lemma 7.4. A◯ For all #,$ ∈ L♯, {∣{#} ∣} S{∣{$} ∣} = {∣{#} ∣} S{∣{$} ∣}.
7.2 The Proof Systems of the Upper and Lower Abstract Logics
Since the definition (38)—(47) of Post♯!S"♯ by a Hilbert proof system is structural, it is the same for
the logics. Following [21], this is obtained by Aczel correspondance between set-based fixpoints
and proof rules [2]. For iteration fixpoint, over-approximation is provided by [21, th. II.3.4] gen-
eralizing Park fixpoint induction [77], whereas under-approximation can be handled by [21, th.
II.3.6] generalizing Scott’s induction or [21, th. II.3.8] generalizing Turing/Floyd variant functions.

Therefore the sound and complete Hilbert deductive system can be designed calculationally to
be the following (where P,Q ∈ ℘(L♯), ' and {∣P ∣} S{∣Q ∣} are respectively ⊆ and {∣P ∣} S{∣Q ∣} for
the Upper Abstract Logic and ⊇ and {∣P ∣} S{∣Q ∣} for the Lower Abstract Logic and the calculational
design proving theorem 7.5 follows in sect. 7.3).

TheoRem 7.5 (UppeR abstRact logic pRoof system). If D♯ is a well-defined increasing and
decreasing chain-complete join semilattice with right upper continuous sequential composition #♯ then
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• Requires an EXACT characterization of the program 
semantics


• Unmanageable in practice
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{⟨𝐿 ∶ "+ !♯ assign♯"x, A#, " ∶ "∞, #$ ∶ "!" ⟩ ∣ " ∈ P} #Q{∣P ∣} x = A{∣Q ∣} (52)

{⟨𝐿 ∶ "+ !♯ rassign♯"x,𝑃,##, " ∶ "∞, #$ ∶ "!" ⟩ ∣ " ∈ P} #Q{∣P ∣} x = [𝑃, #]{∣𝑄 ∣} (53)

{⟨𝐿 ∶ "+ !♯ skip♯, " ∶ "∞, #$ ∶ "!" ⟩ ∣ " ∈ P} #Q{∣P ∣} skip{∣Q ∣} (54)

{⟨𝐿 ∶ "+ !♯ test♯"B#, " ∶ "∞, #$ ∶ "!" ⟩ ∣ " ∈ P} #Q{∣P ∣} B{∣Q ∣} (55)

{⟨𝐿 ∶ "♯+, " ∶ "∞, #$ ∶ "!" ⊔♯+ ("# !♯ break♯)⟩ ∣ " ∈ P} #Q
{∣P ∣} break{∣Q ∣} (56)

{∣P ∣} S1 {∣Q ∣}, {∣Q ∣} S2 {∣R ∣}{∣P ∣} S1;S2 {∣R ∣} (57)

∀" ∈ P, ({∣{"} ∣} B;S1 {∣{𝑄1} ∣} ∧ {∣{"} ∣}¬B;S2 {∣{𝑄2} ∣})⇒ (𝑄1 ⊔♯ 𝑄2 ∈ Q)
{∣P ∣} if (B) S1 else S2 {∣Q ∣} (58)

("# = lfp⊑♯+ 𝑅 ♯$#(" ′) ∧ {∣{"#} ∣}¬B{∣{𝑄#} ∣} ∧ {∣{"#} ∣} B;S{∣{𝑄!} ∣} ∧{∣{"#} ∣} B;S{∣{𝑄$𝑃} ∣} ∧ 𝑄$! = gfp⊑♯∞ 𝑅 ♯$$ ∧ " ′ ∈ P) ⇒
(⟨𝐿 ∶ 𝑄# ⊔♯# 𝑄!, " ∶ 𝑄$𝑃 ⊔♯∞ 𝑄$!, #$ ∶ "!" ⟩ ∈ Q)

{∣I ∣} while (B) S{∣Q ∣} (59)

is sound and complete.

Remarkably in (58) and (59), we have to consider all possible over approximations, and in (59)
"# and𝑄$! must be exact fixpoints. This is because, for completeness and in full generality, hyper-
logics cannot make any approximation of the program semantics defined by post♯ in (31) hence
prohibiting approximations in (51).

Notice that no consequence rule is required for completeness, although they are sound A◯.
P ⊆ P ′, {∣P ′ ∣} S{∣Q′ ∣}, Q′ ⊆ Q

{∣P ∣} S{∣Q ∣}
P ′ ⊆ P, {∣P ′ ∣} S{∣Q′ ∣}, Q ⊆ Q′

{∣P ∣} S{∣Q ∣} (60)

Example 7.6 (Choice). Let us define the choice S1 + S2 ≜ c = [0,1]; if (c) S1 else S2 where
auxiliary variable c does not appear in S1 nor in S2. The proof rule can be derived as follows
{∣P ∣} S1 + S2 {∣Q ∣}

⇔ {∣P ∣} c = [0,1]; if (c) S1 else S2 {∣Q ∣} $def. choice +%
⇔ ∃R . {∣P ∣} c = [0,1]{∣R ∣} ∧ {∣R ∣} if (c) S1 else S2 {∣Q ∣} $sequential composition (57)%
⇔ ∃R . {" !♯ rassign♯"c,0,1# ∣ " ∈ P} ⊆R ∧ {∣R ∣} if (c) S1 else S2 {∣Q ∣} $(53)%
⇔ {∣{" !♯ rassign♯"c,0,1# ∣ " ∈ P} ∣} if (c) S1 else S2 {∣Q ∣}

$takingR = {" !♯ rassign♯"c,0,1# ∣ " ∈ P}%
⇔ ∀" ∈ {" ′ !♯ rassign♯"c,0,1# ∣ " ′ ∈ P},𝑄1,𝑄2 . ({∣{"} ∣} B;S1 {∣{𝑄1} ∣}∧{∣{"} ∣}¬B;S2 {∣{𝑄2} ∣})⇒(𝑄1 ⊔♯ 𝑄2 ∈ Q) $(58)%
⇔ ∀" ∈ P,𝑄1,𝑄2 . ({∣{"} ∣} S1 {∣{𝑄1} ∣} ∧ {∣{"} ∣} S2 {∣{𝑄2} ∣})⇒ (𝑄1 ⊔♯ 𝑄2 ∈ Q) (61)
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Abstractions

• Since proofs of general hyperproperties are 
unmanageable, we consider abstractions of

• the algebraic semantics

• program properties

• program hyperproperties

• program logics
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Algebraic semantics abstraction

• An abstraction of the algebraic semantics is another 
instance of the algebraic semantics

• e.g. trace semantics → relational semantics


• This extends to logics and hyperlogics

• But still proofs require exact characterizations of the 

(abstract) semantics
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Hyperproperty abstraction

• A dozen abstractions are considered in the paper

• This leads to a lattice of hyperlogics
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Hierarchy of hyperlogics
Calculational Design of Hyperlogics by Abstract Interpretation 16:29

Fig. 1. The hierarchy of hyperproperties by abstraction. The arrow is interpreted as “more general than”
where the double arrow represents Galois surjection. Dotted line indicated the hyperproperties subsumed
by our abstract in the related works. A◯
ordering [73]). It is not uncommon in abstract interpretation since then. The calculational method-
ology that we have used is based on [21]. Following the introduction of trace hyperproperties [14],
most semantics [5, 66] and verification methods for semantic (hyper) properties have been on sub-
classes of hyperproperties [6–10, 13, 15, 29, 30, 67], further reviewed in extreme great detail in [30,
section 6].

24 Conclusion and Future Work
Transformational (hyper) logics have traditionally been based on transformers themselves equiv-
alent to an operational semantics. When considering nontermination, other semantics like deno-
tational semantics are relevant, but the corresponding logics are in a separate world [1, 51].

In an attempt to design (hyper) logics valid for various (abstract) semantics, we have defined an
algebraic semantics (which can be instantiated to operational, denotational, or relational semantics,
and is also useful for deductive methods and static analysis).

We have designed, by calculus, a structural fixpoint collecting semantics post for execution
properties (e.g. sets of execution traces), its hypercollecting semantics Post for semantic properties
(e.g sets of sets of traces), and the various over or under approximation logics corresponding to
these transformers for correctness and incorrectness (part III is for over approximation only, but
the main reason to use the under approximation logic is to disprove over approximations which
is expressible as ¬{∣P ∣} S{∣Q ∣}⇔ ∃∅ ⊊ P ′ ⊆ P . {∣P ′ ∣} S{∣¬Q ∣} A◯).

Since, and contrary to classic logics, proofs of general semantic (hyper) properties relative to a
program semantics requires the exact characterization of this semantics in the proof, an extreme
complication, we have considered abstractions of the semantic properties for which this constraint
can be relaxed. This has yielded to new sound and complete simplified proof rules, including for
algebraic generalizations of forall-forall, forall-exists, and exists-forall semantic (hyper) properties.

The verification of semantic (hyper) properties is still in its infancy and far from reaching the
simplicity observed in the verification of execution properties. Several compromises will be needed
maybe by relaxing implication (e.g. using Egli-Milner order instead of inclusion), considering ab-
stract properties (for classes of properties of practical interest), and possibly by preserving sound-
ness but renouncing to completeness. However, in full generality, the sound and complete proof
methods introduced in this paper, will ultimately be, up to equivalence, the only one applicable.
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Chain limit order ideal abstraction (cont’d)
• The chain limit order ideal abstraction of algebraic 

hyperproperties is an algebraic generalization of the 
abstraction to ∀*∃* hyperproperties 

• ∀*∃* hyperproperties (for traces in ∏)  
 
 

16:26 P. Cousot and J. Wang

18 Chain Limit Abstraction
18.1 Chain Limit Abstraction Definition and Properties
Another possible representation of order ideal abstractions would be by limits of chains. Define

𝐿↓(P) ≜ {⊓
!∈N"! ∣ ⟨"! , # ∈ N⟩ ∈ P is a decreasing chain with existing glb} (82)

𝐿↓ is ⊆ increasing and extensive but not necessarily idempotent as shown by counter example 18.1
below. The iteration of 𝐿↓ (possibly transfinitely)

∗𝐿↓(P) ≜ lfp⊆ !$ .P ∪ 𝐿↓($) (83)
yields an upper closure operator [20, lemma 29.1].

Counter example 18.1. Consider the complete lattice L on the right.
LetP = {$ ! " ∣ #, 𝑃 > 0}. We have 𝐿↓(P) = {$ ! " ∣ #, 𝑃 > 0}∪{𝑄 ! ∣ # > 0}.
We have ⊓{𝑄 ! ∣ # > 0} = " so 𝐿↓(𝐿↓(P)) = {$ ! " ∣ #, 𝑃 > 0} ∪ {𝑄 ! ∣ # >
0} ∪ {"} ≠ 𝐿↓(P).
Moreover ∗𝐿↓(Q!) ∈ ∗𝐿↓(℘(L)), # > 0 but ⋃!>0 ∗𝐿↓(Q!) /∈ ∗𝐿↓(℘(L)). ∎

2

d↓ � let 5↓ � ,% .{
l

�- 8 , 8 ∈ N� � �- 8 , 8 ∈ N� is descending chain in % }in lfp
.⊆ .
5↓ (7)

TJd↓K � ,P .∀�- 8 , 8 ∈ N�, (∀8 ∈ N . - 8
� - 8+1

)→

l

�- 8 , 8 ∈ N� ∈ P (8)

OJd↓K � �TJd↓K, ⊆, �, ℘(L), ∪↓, ∩� (9)

A hyperproperty P is a ↑-CPO hyperproperty when the upper-bounds for all �-ascending chain
in P is also in % .

L���� 1.3. d↓ is closure operator and TJd↓K is a well-de�ned complete lattice, where �↓8∈�-8 �

d↓(�8∈�-8). For �nite join �↓ = � holds.

Fig. 1. The La�ice of counterexamples for
Remark 1.4 and 1.5. The circles represent
the elements in the la�ice while the ↓ is the
partial order �, indicating the descending
chains. The do�ed line with P , 5↓(P), and
5 2↓ (P) are the counterexample for Remark
1.4. The red line with shadowedQ is the one
for Remark 1.5.

R����� 1.4. Intuitively one may think 5↓ is a closure by its
nature. However, it is increasing, extensive, but not idem-
potent. Consider the counterexample in �gure (1) where a
complete lattice is de�ned as L � {- 8 9

� 8, 9 > 0} ∪ {. 8
� 8 >

0}∪ {�,�} with � and � being top and bottom of the lattice.
For all other elements, �� {�- 8 9 ,- 8 9 ′

� � 8 > 0∧ 9 ≤ 9 ′}∪{�- 8 9 ,
. 8
� � 8, 9 > 0}∪{�. 8 ,. 8′

� � 8′ > 8}. Now let % � {- 8 9
� 8, 9 > 0}.

We have 5↓(%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 > 0}. We notice
that �.8 , 8 > 0� is also a descending chain with the glb

d
�.8 ,

8 > 0� = �. Thus, 5 2↓ (%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 >

0} ∪ {�} ≠ 5↓(%). As a result, it is necessary to de�ne d↓ to
be the �xpoint of 5↓.
R����� 1.5. Notice that TJd↓K may not be closed under
in�nite union. The counterexample uses the same lattice
as Remark 1.4 in �gure 1. We Let Q � {Q8 � 8 ∈ N} where
Q8 � {- 8 9

� 9 ∈ N} ∪ {. 8
} is CPO. However, �Q = {- 8 9

�

8, 9 ∈ N} ∪ {. 8
� 8 ∈ N} is not a CPO as the glb descending

chain �. 8 , 8 ∈ N� is � which is not in �Q. For this reason,
another application of d↓ would be necessary.

1.1.4 Frontiers abstraction and frontiers existent hyperproperties. We can construct a class hyper-
properties called lower-frontiers existent hyperproperties even weaker than ↓-CPO hyperproperties.
Let us �rst clarify what it means by frontiers. P is called frontiers when where distinct elements
are mutually incomparable.

UF � ,P .{% ∈ P � ∀% ′ ∈ P . % � % ′ → % = % ′}
TJUF K � ,P .∀%,% ′ ∈ P . % � % ′ → % = % ′ (10)

A hyperproperty P is lower-frontiers existent if for all element % in it, there exist some lower-
frontier � in UF(P) such that � � % .

TJU∃F K � ,P .∀% ∈ P . ∃� ∈ UF(P) . � � %
OJU∃F K � �TJUF K, ⊆, �, L, ∪, ∩� (11)

L���� 1.6. OJU∃F K is a well-de�ned semi-lattice that is closed under �nite union
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.

Lemma 18.2. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗#↓
1 ⟨∗𝐿↓(℘(L)), ⊆⟩ and ⟨∗𝐿↓(℘(L)), ⊆, ∅, L, !$ . ∗𝐿↓(⋃$), ⋂⟩ is

a complete lattice.

Lemma 18.3. A◯ ∀P ∈ ℘(L) . 𝐿↓(∗𝐿↓(P)) = ∗𝐿↓(P).
Lemma 18.4. A◯ For all P ∈ ℘(L), 𝐿↓(P) = P implies ∗𝐿↓(P) = P .
𝐿↑ is defined ⊑ dually, and ∗𝐿↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿↑($) is an upper closure operator.

18.2 Forall Exists Hyperproperties
Assuming that ⟨L, ⊑⟩ = ⟨℘(Π), ⊆⟩ (where e.g. Π = Σ+∞ is a set of traces) ∀∃ hyperproperties have
the form AEH ≜ {{" ∈ ℘(Π) ∣ ∀𝑅1 ∈ " . ∃𝑅2 ∈ " . ⟨𝑅1, 𝑅2⟩ ∈ 𝑆} ∣ 𝑆 ∈ ℘(Π × Π)} (84)
(this easily generalizes to ∀𝑅1, . . . ,𝑅$ ∈ " . ∃𝑅 ′1, . . . ,𝑅 ′𝑃 ∈ " . ⟨𝑅1, . . . , 𝑅$, 𝑅 ′1, . . . , 𝑅 ′𝑃⟩ ∈ 𝑆 [40]).

Example 18.5 (Generalized non-interference). A typical forall exists hyperproperty is generalized
non interference [35, 69, 70] for the trace semantics of appendix B. Let L ∈ X be a low variable and
H ∈ X be a high variable, we have

GNI ≜ {" ∈ ℘(Σ+) ∣ ∀𝑇1𝑅1𝑇 ′1,𝑇2𝑅2𝑇 ′2 ∈ " . ∃𝑇3𝑅3𝑇 ′3 ∈ " . (𝑇1(L) = 𝑇2(L))⇒ (85)
(𝑇3(L) = 𝑇1(L) ∧ 𝑇3(H) = 𝑇2(H) ∧ 𝑇 ′3(L) = 𝑇 ′1(L))} ∎

Assuming chain-complete lattices in 3.2.A and 3.2.C, chain limit closed semantic properties in∗𝐿↑(℘(℘(Π))) subsume ∀∃ hyperproperties in AEH in that A◯
AEH ⊆ ∗𝐿↑(℘(℘(Π))) (86)

19 Chain Limit Order Ideal Abstraction
19.1 Chain Limit Order Ideal Abstraction Definition and Properties
Define

𝐿⊑↑ ≜ 𝐿⊑ ○ 𝐿↑ and ∗𝐿⊑↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿⊑↑($) (87)
to get an upper closure operator (since 𝐿⊑↑ is increasing and expansive although not idempotent).

Counter example 19.1. Define ⟨L, ⊑⟩ = ⟨℘(N), ⊆⟩ andN ≜ {N∖{*} ∣ * ∈ N} ∈ ℘(N) to be the set
of all sets Nwith one missing element. Since any two different elements ofN are ⊆- incomparable,
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18 Chain Limit Abstraction
18.1 Chain Limit Abstraction Definition and Properties
Another possible representation of order ideal abstractions would be by limits of chains. Define

𝐿↓(P) ≜ {⊓
!∈N"! ∣ ⟨"! , # ∈ N⟩ ∈ P is a decreasing chain with existing glb} (82)

𝐿↓ is ⊆ increasing and extensive but not necessarily idempotent as shown by counter example 18.1
below. The iteration of 𝐿↓ (possibly transfinitely)

∗𝐿↓(P) ≜ lfp⊆ !$ .P ∪ 𝐿↓($) (83)
yields an upper closure operator [20, lemma 29.1].

Counter example 18.1. Consider the complete lattice L on the right.
LetP = {$ ! " ∣ #, 𝑃 > 0}. We have 𝐿↓(P) = {$ ! " ∣ #, 𝑃 > 0}∪{𝑄 ! ∣ # > 0}.
We have ⊓{𝑄 ! ∣ # > 0} = " so 𝐿↓(𝐿↓(P)) = {$ ! " ∣ #, 𝑃 > 0} ∪ {𝑄 ! ∣ # >
0} ∪ {"} ≠ 𝐿↓(P).
Moreover ∗𝐿↓(Q!) ∈ ∗𝐿↓(℘(L)), # > 0 but ⋃!>0 ∗𝐿↓(Q!) /∈ ∗𝐿↓(℘(L)). ∎

2

d↓ � let 5↓ � ,% .{
l

�- 8 , 8 ∈ N� � �- 8 , 8 ∈ N� is descending chain in % }in lfp
.⊆ .
5↓ (7)

TJd↓K � ,P .∀�- 8 , 8 ∈ N�, (∀8 ∈ N . - 8
� - 8+1

)→

l

�- 8 , 8 ∈ N� ∈ P (8)

OJd↓K � �TJd↓K, ⊆, �, ℘(L), ∪↓, ∩� (9)

A hyperproperty P is a ↑-CPO hyperproperty when the upper-bounds for all �-ascending chain
in P is also in % .

L���� 1.3. d↓ is closure operator and TJd↓K is a well-de�ned complete lattice, where �↓8∈�-8 �

d↓(�8∈�-8). For �nite join �↓ = � holds.

Fig. 1. The La�ice of counterexamples for
Remark 1.4 and 1.5. The circles represent
the elements in the la�ice while the ↓ is the
partial order �, indicating the descending
chains. The do�ed line with P , 5↓(P), and
5 2↓ (P) are the counterexample for Remark
1.4. The red line with shadowedQ is the one
for Remark 1.5.

R����� 1.4. Intuitively one may think 5↓ is a closure by its
nature. However, it is increasing, extensive, but not idem-
potent. Consider the counterexample in �gure (1) where a
complete lattice is de�ned as L � {- 8 9

� 8, 9 > 0} ∪ {. 8
� 8 >

0}∪ {�,�} with � and � being top and bottom of the lattice.
For all other elements, �� {�- 8 9 ,- 8 9 ′

� � 8 > 0∧ 9 ≤ 9 ′}∪{�- 8 9 ,
. 8
� � 8, 9 > 0}∪{�. 8 ,. 8′

� � 8′ > 8}. Now let % � {- 8 9
� 8, 9 > 0}.

We have 5↓(%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 > 0}. We notice
that �.8 , 8 > 0� is also a descending chain with the glb

d
�.8 ,

8 > 0� = �. Thus, 5 2↓ (%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 >

0} ∪ {�} ≠ 5↓(%). As a result, it is necessary to de�ne d↓ to
be the �xpoint of 5↓.
R����� 1.5. Notice that TJd↓K may not be closed under
in�nite union. The counterexample uses the same lattice
as Remark 1.4 in �gure 1. We Let Q � {Q8 � 8 ∈ N} where
Q8 � {- 8 9

� 9 ∈ N} ∪ {. 8
} is CPO. However, �Q = {- 8 9

�

8, 9 ∈ N} ∪ {. 8
� 8 ∈ N} is not a CPO as the glb descending

chain �. 8 , 8 ∈ N� is � which is not in �Q. For this reason,
another application of d↓ would be necessary.

1.1.4 Frontiers abstraction and frontiers existent hyperproperties. We can construct a class hyper-
properties called lower-frontiers existent hyperproperties even weaker than ↓-CPO hyperproperties.
Let us �rst clarify what it means by frontiers. P is called frontiers when where distinct elements
are mutually incomparable.

UF � ,P .{% ∈ P � ∀% ′ ∈ P . % � % ′ → % = % ′}
TJUF K � ,P .∀%,% ′ ∈ P . % � % ′ → % = % ′ (10)

A hyperproperty P is lower-frontiers existent if for all element % in it, there exist some lower-
frontier � in UF(P) such that � � % .

TJU∃F K � ,P .∀% ∈ P . ∃� ∈ UF(P) . � � %
OJU∃F K � �TJUF K, ⊆, �, L, ∪, ∩� (11)

L���� 1.6. OJU∃F K is a well-de�ned semi-lattice that is closed under �nite union
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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TO DO
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.

Lemma 18.2. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗#↓
1 ⟨∗𝐿↓(℘(L)), ⊆⟩ and ⟨∗𝐿↓(℘(L)), ⊆, ∅, L, !$ . ∗𝐿↓(⋃$), ⋂⟩ is

a complete lattice.

Lemma 18.3. A◯ ∀P ∈ ℘(L) . 𝐿↓(∗𝐿↓(P)) = ∗𝐿↓(P).
Lemma 18.4. A◯ For all P ∈ ℘(L), 𝐿↓(P) = P implies ∗𝐿↓(P) = P .
𝐿↑ is defined ⊑ dually, and ∗𝐿↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿↑($) is an upper closure operator.

18.2 Forall Exists Hyperproperties
Assuming that ⟨L, ⊑⟩ = ⟨℘(Π), ⊆⟩ (where e.g. Π = Σ+∞ is a set of traces) ∀∃ hyperproperties have
the form AEH ≜ {{" ∈ ℘(Π) ∣ ∀𝑅1 ∈ " . ∃𝑅2 ∈ " . ⟨𝑅1, 𝑅2⟩ ∈ 𝑆} ∣ 𝑆 ∈ ℘(Π × Π)} (84)
(this easily generalizes to ∀𝑅1, . . . ,𝑅$ ∈ " . ∃𝑅 ′1, . . . ,𝑅 ′𝑃 ∈ " . ⟨𝑅1, . . . , 𝑅$, 𝑅 ′1, . . . , 𝑅 ′𝑃⟩ ∈ 𝑆 [40]).

Example 18.5 (Generalized non-interference). A typical forall exists hyperproperty is generalized
non interference [35, 69, 70] for the trace semantics of appendix B. Let L ∈ X be a low variable and
H ∈ X be a high variable, we have

GNI ≜ {" ∈ ℘(Σ+) ∣ ∀𝑇1𝑅1𝑇 ′1,𝑇2𝑅2𝑇 ′2 ∈ " . ∃𝑇3𝑅3𝑇 ′3 ∈ " . (𝑇1(L) = 𝑇2(L))⇒ (85)
(𝑇3(L) = 𝑇1(L) ∧ 𝑇3(H) = 𝑇2(H) ∧ 𝑇 ′3(L) = 𝑇 ′1(L))} ∎

Assuming chain-complete lattices in 3.2.A and 3.2.C, chain limit closed semantic properties in∗𝐿↑(℘(℘(Π))) subsume ∀∃ hyperproperties in AEH in that A◯
AEH ⊆ ∗𝐿↑(℘(℘(Π))) (86)

19 Chain Limit Order Ideal Abstraction
19.1 Chain Limit Order Ideal Abstraction Definition and Properties
Define

𝐿⊑↑ ≜ 𝐿⊑ ○ 𝐿↑ and ∗𝐿⊑↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿⊑↑($) (87)
to get an upper closure operator (since 𝐿⊑↑ is increasing and expansive although not idempotent).

Counter example 19.1. Define ⟨L, ⊑⟩ = ⟨℘(N), ⊆⟩ andN ≜ {N∖{*} ∣ * ∈ N} ∈ ℘(N) to be the set
of all sets Nwith one missing element. Since any two different elements ofN are ⊆- incomparable,
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18 Chain Limit Abstraction
18.1 Chain Limit Abstraction Definition and Properties
Another possible representation of order ideal abstractions would be by limits of chains. Define

𝐿↓(P) ≜ {⊓
!∈N"! ∣ ⟨"! , # ∈ N⟩ ∈ P is a decreasing chain with existing glb} (82)

𝐿↓ is ⊆ increasing and extensive but not necessarily idempotent as shown by counter example 18.1
below. The iteration of 𝐿↓ (possibly transfinitely)

∗𝐿↓(P) ≜ lfp⊆ !$ .P ∪ 𝐿↓($) (83)
yields an upper closure operator [20, lemma 29.1].

Counter example 18.1. Consider the complete lattice L on the right.
LetP = {$ ! " ∣ #, 𝑃 > 0}. We have 𝐿↓(P) = {$ ! " ∣ #, 𝑃 > 0}∪{𝑄 ! ∣ # > 0}.
We have ⊓{𝑄 ! ∣ # > 0} = " so 𝐿↓(𝐿↓(P)) = {$ ! " ∣ #, 𝑃 > 0} ∪ {𝑄 ! ∣ # >
0} ∪ {"} ≠ 𝐿↓(P).
Moreover ∗𝐿↓(Q!) ∈ ∗𝐿↓(℘(L)), # > 0 but ⋃!>0 ∗𝐿↓(Q!) /∈ ∗𝐿↓(℘(L)). ∎

2

d↓ � let 5↓ � ,% .{
l

�- 8 , 8 ∈ N� � �- 8 , 8 ∈ N� is descending chain in % }in lfp
.⊆ .
5↓ (7)

TJd↓K � ,P .∀�- 8 , 8 ∈ N�, (∀8 ∈ N . - 8
� - 8+1

)→

l

�- 8 , 8 ∈ N� ∈ P (8)

OJd↓K � �TJd↓K, ⊆, �, ℘(L), ∪↓, ∩� (9)

A hyperproperty P is a ↑-CPO hyperproperty when the upper-bounds for all �-ascending chain
in P is also in % .

L���� 1.3. d↓ is closure operator and TJd↓K is a well-de�ned complete lattice, where �↓8∈�-8 �

d↓(�8∈�-8). For �nite join �↓ = � holds.

Fig. 1. The La�ice of counterexamples for
Remark 1.4 and 1.5. The circles represent
the elements in the la�ice while the ↓ is the
partial order �, indicating the descending
chains. The do�ed line with P , 5↓(P), and
5 2↓ (P) are the counterexample for Remark
1.4. The red line with shadowedQ is the one
for Remark 1.5.

R����� 1.4. Intuitively one may think 5↓ is a closure by its
nature. However, it is increasing, extensive, but not idem-
potent. Consider the counterexample in �gure (1) where a
complete lattice is de�ned as L � {- 8 9

� 8, 9 > 0} ∪ {. 8
� 8 >

0}∪ {�,�} with � and � being top and bottom of the lattice.
For all other elements, �� {�- 8 9 ,- 8 9 ′

� � 8 > 0∧ 9 ≤ 9 ′}∪{�- 8 9 ,
. 8
� � 8, 9 > 0}∪{�. 8 ,. 8′

� � 8′ > 8}. Now let % � {- 8 9
� 8, 9 > 0}.

We have 5↓(%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 > 0}. We notice
that �.8 , 8 > 0� is also a descending chain with the glb

d
�.8 ,

8 > 0� = �. Thus, 5 2↓ (%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 >

0} ∪ {�} ≠ 5↓(%). As a result, it is necessary to de�ne d↓ to
be the �xpoint of 5↓.
R����� 1.5. Notice that TJd↓K may not be closed under
in�nite union. The counterexample uses the same lattice
as Remark 1.4 in �gure 1. We Let Q � {Q8 � 8 ∈ N} where
Q8 � {- 8 9

� 9 ∈ N} ∪ {. 8
} is CPO. However, �Q = {- 8 9

�

8, 9 ∈ N} ∪ {. 8
� 8 ∈ N} is not a CPO as the glb descending

chain �. 8 , 8 ∈ N� is � which is not in �Q. For this reason,
another application of d↓ would be necessary.

1.1.4 Frontiers abstraction and frontiers existent hyperproperties. We can construct a class hyper-
properties called lower-frontiers existent hyperproperties even weaker than ↓-CPO hyperproperties.
Let us �rst clarify what it means by frontiers. P is called frontiers when where distinct elements
are mutually incomparable.

UF � ,P .{% ∈ P � ∀% ′ ∈ P . % � % ′ → % = % ′}
TJUF K � ,P .∀%,% ′ ∈ P . % � % ′ → % = % ′ (10)

A hyperproperty P is lower-frontiers existent if for all element % in it, there exist some lower-
frontier � in UF(P) such that � � % .

TJU∃F K � ,P .∀% ∈ P . ∃� ∈ UF(P) . � � %
OJU∃F K � �TJUF K, ⊆, �, L, ∪, ∩� (11)

L���� 1.6. OJU∃F K is a well-de�ned semi-lattice that is closed under �nite union
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
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TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.

, Vol. 1, No. 1, Article . Publication date: June 2024.

Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.

Lemma 18.2. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗#↓
1 ⟨∗𝐿↓(℘(L)), ⊆⟩ and ⟨∗𝐿↓(℘(L)), ⊆, ∅, L, !$ . ∗𝐿↓(⋃$), ⋂⟩ is

a complete lattice.

Lemma 18.3. A◯ ∀P ∈ ℘(L) . 𝐿↓(∗𝐿↓(P)) = ∗𝐿↓(P).
Lemma 18.4. A◯ For all P ∈ ℘(L), 𝐿↓(P) = P implies ∗𝐿↓(P) = P .
𝐿↑ is defined ⊑ dually, and ∗𝐿↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿↑($) is an upper closure operator.

18.2 Forall Exists Hyperproperties
Assuming that ⟨L, ⊑⟩ = ⟨℘(Π), ⊆⟩ (where e.g. Π = Σ+∞ is a set of traces) ∀∃ hyperproperties have
the form AEH ≜ {{" ∈ ℘(Π) ∣ ∀𝑅1 ∈ " . ∃𝑅2 ∈ " . ⟨𝑅1, 𝑅2⟩ ∈ 𝑆} ∣ 𝑆 ∈ ℘(Π × Π)} (84)
(this easily generalizes to ∀𝑅1, . . . ,𝑅$ ∈ " . ∃𝑅 ′1, . . . ,𝑅 ′𝑃 ∈ " . ⟨𝑅1, . . . , 𝑅$, 𝑅 ′1, . . . , 𝑅 ′𝑃⟩ ∈ 𝑆 [40]).

Example 18.5 (Generalized non-interference). A typical forall exists hyperproperty is generalized
non interference [35, 69, 70] for the trace semantics of appendix B. Let L ∈ X be a low variable and
H ∈ X be a high variable, we have

GNI ≜ {" ∈ ℘(Σ+) ∣ ∀𝑇1𝑅1𝑇 ′1,𝑇2𝑅2𝑇 ′2 ∈ " . ∃𝑇3𝑅3𝑇 ′3 ∈ " . (𝑇1(L) = 𝑇2(L))⇒ (85)
(𝑇3(L) = 𝑇1(L) ∧ 𝑇3(H) = 𝑇2(H) ∧ 𝑇 ′3(L) = 𝑇 ′1(L))} ∎

Assuming chain-complete lattices in 3.2.A and 3.2.C, chain limit closed semantic properties in∗𝐿↑(℘(℘(Π))) subsume ∀∃ hyperproperties in AEH in that A◯
AEH ⊆ ∗𝐿↑(℘(℘(Π))) (86)

19 Chain Limit Order Ideal Abstraction
19.1 Chain Limit Order Ideal Abstraction Definition and Properties
Define

𝐿⊑↑ ≜ 𝐿⊑ ○ 𝐿↑ and ∗𝐿⊑↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿⊑↑($) (87)
to get an upper closure operator (since 𝐿⊑↑ is increasing and expansive although not idempotent).

Counter example 19.1. Define ⟨L, ⊑⟩ = ⟨℘(N), ⊆⟩ andN ≜ {N∖{*} ∣ * ∈ N} ∈ ℘(N) to be the set
of all sets Nwith one missing element. Since any two different elements ofN are ⊆- incomparable,
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18 Chain Limit Abstraction
18.1 Chain Limit Abstraction Definition and Properties
Another possible representation of order ideal abstractions would be by limits of chains. Define

𝐿↓(P) ≜ {⊓
!∈N"! ∣ ⟨"! , # ∈ N⟩ ∈ P is a decreasing chain with existing glb} (82)

𝐿↓ is ⊆ increasing and extensive but not necessarily idempotent as shown by counter example 18.1
below. The iteration of 𝐿↓ (possibly transfinitely)

∗𝐿↓(P) ≜ lfp⊆ !$ .P ∪ 𝐿↓($) (83)
yields an upper closure operator [20, lemma 29.1].

Counter example 18.1. Consider the complete lattice L on the right.
LetP = {$ ! " ∣ #, 𝑃 > 0}. We have 𝐿↓(P) = {$ ! " ∣ #, 𝑃 > 0}∪{𝑄 ! ∣ # > 0}.
We have ⊓{𝑄 ! ∣ # > 0} = " so 𝐿↓(𝐿↓(P)) = {$ ! " ∣ #, 𝑃 > 0} ∪ {𝑄 ! ∣ # >
0} ∪ {"} ≠ 𝐿↓(P).
Moreover ∗𝐿↓(Q!) ∈ ∗𝐿↓(℘(L)), # > 0 but ⋃!>0 ∗𝐿↓(Q!) /∈ ∗𝐿↓(℘(L)). ∎

2

d↓ � let 5↓ � ,% .{
l

�- 8 , 8 ∈ N� � �- 8 , 8 ∈ N� is descending chain in % }in lfp
.⊆ .
5↓ (7)

TJd↓K � ,P .∀�- 8 , 8 ∈ N�, (∀8 ∈ N . - 8
� - 8+1

)→

l

�- 8 , 8 ∈ N� ∈ P (8)

OJd↓K � �TJd↓K, ⊆, �, ℘(L), ∪↓, ∩� (9)

A hyperproperty P is a ↑-CPO hyperproperty when the upper-bounds for all �-ascending chain
in P is also in % .

L���� 1.3. d↓ is closure operator and TJd↓K is a well-de�ned complete lattice, where �↓8∈�-8 �

d↓(�8∈�-8). For �nite join �↓ = � holds.

Fig. 1. The La�ice of counterexamples for
Remark 1.4 and 1.5. The circles represent
the elements in the la�ice while the ↓ is the
partial order �, indicating the descending
chains. The do�ed line with P , 5↓(P), and
5 2↓ (P) are the counterexample for Remark
1.4. The red line with shadowedQ is the one
for Remark 1.5.

R����� 1.4. Intuitively one may think 5↓ is a closure by its
nature. However, it is increasing, extensive, but not idem-
potent. Consider the counterexample in �gure (1) where a
complete lattice is de�ned as L � {- 8 9

� 8, 9 > 0} ∪ {. 8
� 8 >

0}∪ {�,�} with � and � being top and bottom of the lattice.
For all other elements, �� {�- 8 9 ,- 8 9 ′

� � 8 > 0∧ 9 ≤ 9 ′}∪{�- 8 9 ,
. 8
� � 8, 9 > 0}∪{�. 8 ,. 8′

� � 8′ > 8}. Now let % � {- 8 9
� 8, 9 > 0}.

We have 5↓(%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 > 0}. We notice
that �.8 , 8 > 0� is also a descending chain with the glb

d
�.8 ,

8 > 0� = �. Thus, 5 2↓ (%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 >

0} ∪ {�} ≠ 5↓(%). As a result, it is necessary to de�ne d↓ to
be the �xpoint of 5↓.
R����� 1.5. Notice that TJd↓K may not be closed under
in�nite union. The counterexample uses the same lattice
as Remark 1.4 in �gure 1. We Let Q � {Q8 � 8 ∈ N} where
Q8 � {- 8 9

� 9 ∈ N} ∪ {. 8
} is CPO. However, �Q = {- 8 9

�

8, 9 ∈ N} ∪ {. 8
� 8 ∈ N} is not a CPO as the glb descending

chain �. 8 , 8 ∈ N� is � which is not in �Q. For this reason,
another application of d↓ would be necessary.

1.1.4 Frontiers abstraction and frontiers existent hyperproperties. We can construct a class hyper-
properties called lower-frontiers existent hyperproperties even weaker than ↓-CPO hyperproperties.
Let us �rst clarify what it means by frontiers. P is called frontiers when where distinct elements
are mutually incomparable.

UF � ,P .{% ∈ P � ∀% ′ ∈ P . % � % ′ → % = % ′}
TJUF K � ,P .∀%,% ′ ∈ P . % � % ′ → % = % ′ (10)

A hyperproperty P is lower-frontiers existent if for all element % in it, there exist some lower-
frontier � in UF(P) such that � � % .

TJU∃F K � ,P .∀% ∈ P . ∃� ∈ UF(P) . � � %
OJU∃F K � �TJUF K, ⊆, �, L, ∪, ∩� (11)

L���� 1.6. OJU∃F K is a well-de�ned semi-lattice that is closed under �nite union
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.

Lemma 18.2. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗#↓
1 ⟨∗𝐿↓(℘(L)), ⊆⟩ and ⟨∗𝐿↓(℘(L)), ⊆, ∅, L, !$ . ∗𝐿↓(⋃$), ⋂⟩ is

a complete lattice.

Lemma 18.3. A◯ ∀P ∈ ℘(L) . 𝐿↓(∗𝐿↓(P)) = ∗𝐿↓(P).
Lemma 18.4. A◯ For all P ∈ ℘(L), 𝐿↓(P) = P implies ∗𝐿↓(P) = P .
𝐿↑ is defined ⊑ dually, and ∗𝐿↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿↑($) is an upper closure operator.

18.2 Forall Exists Hyperproperties
Assuming that ⟨L, ⊑⟩ = ⟨℘(Π), ⊆⟩ (where e.g. Π = Σ+∞ is a set of traces) ∀∃ hyperproperties have
the form AEH ≜ {{" ∈ ℘(Π) ∣ ∀𝑅1 ∈ " . ∃𝑅2 ∈ " . ⟨𝑅1, 𝑅2⟩ ∈ 𝑆} ∣ 𝑆 ∈ ℘(Π × Π)} (84)
(this easily generalizes to ∀𝑅1, . . . ,𝑅$ ∈ " . ∃𝑅 ′1, . . . ,𝑅 ′𝑃 ∈ " . ⟨𝑅1, . . . , 𝑅$, 𝑅 ′1, . . . , 𝑅 ′𝑃⟩ ∈ 𝑆 [40]).

Example 18.5 (Generalized non-interference). A typical forall exists hyperproperty is generalized
non interference [35, 69, 70] for the trace semantics of appendix B. Let L ∈ X be a low variable and
H ∈ X be a high variable, we have

GNI ≜ {" ∈ ℘(Σ+) ∣ ∀𝑇1𝑅1𝑇 ′1,𝑇2𝑅2𝑇 ′2 ∈ " . ∃𝑇3𝑅3𝑇 ′3 ∈ " . (𝑇1(L) = 𝑇2(L))⇒ (85)
(𝑇3(L) = 𝑇1(L) ∧ 𝑇3(H) = 𝑇2(H) ∧ 𝑇 ′3(L) = 𝑇 ′1(L))} ∎

Assuming chain-complete lattices in 3.2.A and 3.2.C, chain limit closed semantic properties in∗𝐿↑(℘(℘(Π))) subsume ∀∃ hyperproperties in AEH in that A◯
AEH ⊆ ∗𝐿↑(℘(℘(Π))) (86)

19 Chain Limit Order Ideal Abstraction
19.1 Chain Limit Order Ideal Abstraction Definition and Properties
Define

𝐿⊑↑ ≜ 𝐿⊑ ○ 𝐿↑ and ∗𝐿⊑↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿⊑↑($) (87)
to get an upper closure operator (since 𝐿⊑↑ is increasing and expansive although not idempotent).

Counter example 19.1. Define ⟨L, ⊑⟩ = ⟨℘(N), ⊆⟩ andN ≜ {N∖{*} ∣ * ∈ N} ∈ ℘(N) to be the set
of all sets Nwith one missing element. Since any two different elements ofN are ⊆- incomparable,
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18 Chain Limit Abstraction
18.1 Chain Limit Abstraction Definition and Properties
Another possible representation of order ideal abstractions would be by limits of chains. Define

𝐿↓(P) ≜ {⊓
!∈N"! ∣ ⟨"! , # ∈ N⟩ ∈ P is a decreasing chain with existing glb} (82)

𝐿↓ is ⊆ increasing and extensive but not necessarily idempotent as shown by counter example 18.1
below. The iteration of 𝐿↓ (possibly transfinitely)

∗𝐿↓(P) ≜ lfp⊆ !$ .P ∪ 𝐿↓($) (83)
yields an upper closure operator [20, lemma 29.1].

Counter example 18.1. Consider the complete lattice L on the right.
LetP = {$ ! " ∣ #, 𝑃 > 0}. We have 𝐿↓(P) = {$ ! " ∣ #, 𝑃 > 0}∪{𝑄 ! ∣ # > 0}.
We have ⊓{𝑄 ! ∣ # > 0} = " so 𝐿↓(𝐿↓(P)) = {$ ! " ∣ #, 𝑃 > 0} ∪ {𝑄 ! ∣ # >
0} ∪ {"} ≠ 𝐿↓(P).
Moreover ∗𝐿↓(Q!) ∈ ∗𝐿↓(℘(L)), # > 0 but ⋃!>0 ∗𝐿↓(Q!) /∈ ∗𝐿↓(℘(L)). ∎

2

d↓ � let 5↓ � ,% .{
l

�- 8 , 8 ∈ N� � �- 8 , 8 ∈ N� is descending chain in % }in lfp
.⊆ .
5↓ (7)

TJd↓K � ,P .∀�- 8 , 8 ∈ N�, (∀8 ∈ N . - 8
� - 8+1

)→

l

�- 8 , 8 ∈ N� ∈ P (8)

OJd↓K � �TJd↓K, ⊆, �, ℘(L), ∪↓, ∩� (9)

A hyperproperty P is a ↑-CPO hyperproperty when the upper-bounds for all �-ascending chain
in P is also in % .

L���� 1.3. d↓ is closure operator and TJd↓K is a well-de�ned complete lattice, where �↓8∈�-8 �

d↓(�8∈�-8). For �nite join �↓ = � holds.

Fig. 1. The La�ice of counterexamples for
Remark 1.4 and 1.5. The circles represent
the elements in the la�ice while the ↓ is the
partial order �, indicating the descending
chains. The do�ed line with P , 5↓(P), and
5 2↓ (P) are the counterexample for Remark
1.4. The red line with shadowedQ is the one
for Remark 1.5.

R����� 1.4. Intuitively one may think 5↓ is a closure by its
nature. However, it is increasing, extensive, but not idem-
potent. Consider the counterexample in �gure (1) where a
complete lattice is de�ned as L � {- 8 9

� 8, 9 > 0} ∪ {. 8
� 8 >

0}∪ {�,�} with � and � being top and bottom of the lattice.
For all other elements, �� {�- 8 9 ,- 8 9 ′

� � 8 > 0∧ 9 ≤ 9 ′}∪{�- 8 9 ,
. 8
� � 8, 9 > 0}∪{�. 8 ,. 8′

� � 8′ > 8}. Now let % � {- 8 9
� 8, 9 > 0}.

We have 5↓(%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 > 0}. We notice
that �.8 , 8 > 0� is also a descending chain with the glb

d
�.8 ,

8 > 0� = �. Thus, 5 2↓ (%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 >

0} ∪ {�} ≠ 5↓(%). As a result, it is necessary to de�ne d↓ to
be the �xpoint of 5↓.
R����� 1.5. Notice that TJd↓K may not be closed under
in�nite union. The counterexample uses the same lattice
as Remark 1.4 in �gure 1. We Let Q � {Q8 � 8 ∈ N} where
Q8 � {- 8 9

� 9 ∈ N} ∪ {. 8
} is CPO. However, �Q = {- 8 9

�

8, 9 ∈ N} ∪ {. 8
� 8 ∈ N} is not a CPO as the glb descending

chain �. 8 , 8 ∈ N� is � which is not in �Q. For this reason,
another application of d↓ would be necessary.

1.1.4 Frontiers abstraction and frontiers existent hyperproperties. We can construct a class hyper-
properties called lower-frontiers existent hyperproperties even weaker than ↓-CPO hyperproperties.
Let us �rst clarify what it means by frontiers. P is called frontiers when where distinct elements
are mutually incomparable.

UF � ,P .{% ∈ P � ∀% ′ ∈ P . % � % ′ → % = % ′}
TJUF K � ,P .∀%,% ′ ∈ P . % � % ′ → % = % ′ (10)

A hyperproperty P is lower-frontiers existent if for all element % in it, there exist some lower-
frontier � in UF(P) such that � � % .

TJU∃F K � ,P .∀% ∈ P . ∃� ∈ UF(P) . � � %
OJU∃F K � �TJUF K, ⊆, �, L, ∪, ∩� (11)

L���� 1.6. OJU∃F K is a well-de�ned semi-lattice that is closed under �nite union
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.

, Vol. 1, No. 1, Article . Publication date: June 2024.

Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
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TO DO
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.

Calculational Design of Hyperlogics by Abstract Interpretation 29

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.

Lemma 18.2. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗#↓
1 ⟨∗𝐿↓(℘(L)), ⊆⟩ and ⟨∗𝐿↓(℘(L)), ⊆, ∅, L, !$ . ∗𝐿↓(⋃$), ⋂⟩ is

a complete lattice.

Lemma 18.3. A◯ ∀P ∈ ℘(L) . 𝐿↓(∗𝐿↓(P)) = ∗𝐿↓(P).
Lemma 18.4. A◯ For all P ∈ ℘(L), 𝐿↓(P) = P implies ∗𝐿↓(P) = P .
𝐿↑ is defined ⊑ dually, and ∗𝐿↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿↑($) is an upper closure operator.

18.2 Forall Exists Hyperproperties
Assuming that ⟨L, ⊑⟩ = ⟨℘(Π), ⊆⟩ (where e.g. Π = Σ+∞ is a set of traces) ∀∃ hyperproperties have
the form AEH ≜ {{" ∈ ℘(Π) ∣ ∀𝑅1 ∈ " . ∃𝑅2 ∈ " . ⟨𝑅1, 𝑅2⟩ ∈ 𝑆} ∣ 𝑆 ∈ ℘(Π × Π)} (84)
(this easily generalizes to ∀𝑅1, . . . ,𝑅$ ∈ " . ∃𝑅 ′1, . . . ,𝑅 ′𝑃 ∈ " . ⟨𝑅1, . . . , 𝑅$, 𝑅 ′1, . . . , 𝑅 ′𝑃⟩ ∈ 𝑆 [40]).

Example 18.5 (Generalized non-interference). A typical forall exists hyperproperty is generalized
non interference [35, 69, 70] for the trace semantics of appendix B. Let L ∈ X be a low variable and
H ∈ X be a high variable, we have

GNI ≜ {" ∈ ℘(Σ+) ∣ ∀𝑇1𝑅1𝑇 ′1,𝑇2𝑅2𝑇 ′2 ∈ " . ∃𝑇3𝑅3𝑇 ′3 ∈ " . (𝑇1(L) = 𝑇2(L))⇒ (85)
(𝑇3(L) = 𝑇1(L) ∧ 𝑇3(H) = 𝑇2(H) ∧ 𝑇 ′3(L) = 𝑇 ′1(L))} ∎

Assuming chain-complete lattices in 3.2.A and 3.2.C, chain limit closed semantic properties in∗𝐿↑(℘(℘(Π))) subsume ∀∃ hyperproperties in AEH in that A◯
AEH ⊆ ∗𝐿↑(℘(℘(Π))) (86)

19 Chain Limit Order Ideal Abstraction
19.1 Chain Limit Order Ideal Abstraction Definition and Properties
Define

𝐿⊑↑ ≜ 𝐿⊑ ○ 𝐿↑ and ∗𝐿⊑↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿⊑↑($) (87)
to get an upper closure operator (since 𝐿⊑↑ is increasing and expansive although not idempotent).

Counter example 19.1. Define ⟨L, ⊑⟩ = ⟨℘(N), ⊆⟩ andN ≜ {N∖{*} ∣ * ∈ N} ∈ ℘(N) to be the set
of all sets Nwith one missing element. Since any two different elements ofN are ⊆- incomparable,
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13 Homomorphic Semantic Abstraction
The homomorphic abstraction 𝐿(") ≜ {ℎ($) ∣ $ ∈ "} is also well known [21, exercise 11.6] and can
be used e.g. to define partial hypercorrectness, trace safety hyperproperties, etc. A◯.

14 Execution Property Elimination
Given a set I ∈ ℘(℘(L♯)) of semantic properties of interest, the Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−−−−−−→"→←−−−−−−−−−−−−
!P .P ∩ I

!Q .Q∪ I ⟨I, ⊆⟩
[20, exercise 11.5] eliminates the semantics of no interest. It can be used e.g. to handle 𝑃-semantic
properties A◯.

15 Principal Order Ideal Abstraction
15.1 Definition of the Principal Order Ideal Abstraction
Subject to the existence of the least upper bound, the principal ideal abstraction is

𝐿!(P) ≜ {𝑄 ∣ 𝑄 ⊑⊔P} (77)

Lemma 15.1. A◯ 𝐿! is an upper closure operator and ⟨𝐿!(℘(L)), ⊆, {$}, L, !𝑅 .𝐿!(∪𝑅), ∩⟩
is a complete lattice.

15.2 Proof Rule Simplification
If ⟨L, ⊑⟩ is a complete lattice and the composition preserves arbitrary existing limits in definition
3.2.D.d then proofs in the upper abstract semantic logic can be based on the classic upper abstract
execution property logic of section 5.4 for principal ideal closed properties and their dual A◯.

{⊔P} S{⊔Q}
{∣P ∣} S{∣Q ∣} , 𝐿!(Q) = Q ∀𝑄 ∈ P . {𝑄} S{⊓Q}

{∣P ∣} S{∣Q ∣} , 𝐿"(Q) = Q (78)

Example 15.2 (Proof reduction for principal ideal hyperproperties). Consider the instantiation for
the natural relational semantics in section 4 with no break. Define the assertional execution post-
condition 𝑆1 ≜ {𝑇 ∈ Σ ∣ 𝑇($) ≤ 10} with relational equivalent 𝑆2 ≜ Σ ×𝑆1 and hyperpropertyQ ≜
𝐿!(𝑆2) = 𝐿!(Σ×{𝑇 ∈ Σ ∣ 𝑇($) ≤ 10}) and similarlyP ≜ {(Σ×{𝑇 ∈ Σ ∣ 𝑇($) = *}) ∣ * ∈ N∧* > 10}.
To prove the following hyperlogic triple {∣P ∣} while(x>10) x=x-1{∣Q ∣}, it is equivalent to prove
the following.
{∣P ∣} while(x>10) x=x-1{∣Q ∣}

⇔ {⋃P } while(x>10) x=x-1{⋃Q } !By rule of (78)"
⇔ {Σ × {𝑇 ∈ Σ ∣ 𝑇($) > 10}} while(x>10) x=x-1{Σ × {𝑇 ∈ Σ ∣ 𝑇($) ≤ 10}}
Then one can use the over-approximation logic with termination proof in [22]. ∎
16 Order Ideal Abstraction
16.1 Definition of the Order Ideal Abstraction
The order ideal abstraction on ⟨℘(L), ⊆⟩ is

𝐿⊑(P) ≜ {𝑄 ′ ∈ L ∣ ∃𝑄 ∈ P . 𝑄 ′ ⊑ 𝑄} ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−
!⊑
1 ⟨𝐿⊑(℘(L)), ⊆⟩ (79)

𝐿⊑ is an upper closure operator and ⟨𝐿⊑(℘(L)), ⊆, ∅, L, !𝑅 .𝐿⊑(∪𝑅), ∩⟩ is a complete lattice [83,
theorem 4.1]. The order filter abstraction 𝐿⊒ is defined dually. Note that 𝐿!(P) = 𝐿⊑({⊔P}). As
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18 Chain Limit Abstraction
18.1 Chain Limit Abstraction Definition and Properties
Another possible representation of order ideal abstractions would be by limits of chains. Define

𝐿↓(P) ≜ {⊓
!∈N"! ∣ ⟨"! , # ∈ N⟩ ∈ P is a decreasing chain with existing glb} (82)

𝐿↓ is ⊆ increasing and extensive but not necessarily idempotent as shown by counter example 18.1
below. The iteration of 𝐿↓ (possibly transfinitely)

∗𝐿↓(P) ≜ lfp⊆ !$ .P ∪ 𝐿↓($) (83)
yields an upper closure operator [20, lemma 29.1].

Counter example 18.1. Consider the complete lattice L on the right.
LetP = {$ ! " ∣ #, 𝑃 > 0}. We have 𝐿↓(P) = {$ ! " ∣ #, 𝑃 > 0}∪{𝑄 ! ∣ # > 0}.
We have ⊓{𝑄 ! ∣ # > 0} = " so 𝐿↓(𝐿↓(P)) = {$ ! " ∣ #, 𝑃 > 0} ∪ {𝑄 ! ∣ # >
0} ∪ {"} ≠ 𝐿↓(P).
Moreover ∗𝐿↓(Q!) ∈ ∗𝐿↓(℘(L)), # > 0 but ⋃!>0 ∗𝐿↓(Q!) /∈ ∗𝐿↓(℘(L)). ∎

2

d↓ � let 5↓ � ,% .{
l

�- 8 , 8 ∈ N� � �- 8 , 8 ∈ N� is descending chain in % }in lfp
.⊆ .
5↓ (7)

TJd↓K � ,P .∀�- 8 , 8 ∈ N�, (∀8 ∈ N . - 8
� - 8+1

)→

l

�- 8 , 8 ∈ N� ∈ P (8)

OJd↓K � �TJd↓K, ⊆, �, ℘(L), ∪↓, ∩� (9)

A hyperproperty P is a ↑-CPO hyperproperty when the upper-bounds for all �-ascending chain
in P is also in % .

L���� 1.3. d↓ is closure operator and TJd↓K is a well-de�ned complete lattice, where �↓8∈�-8 �

d↓(�8∈�-8). For �nite join �↓ = � holds.

Fig. 1. The La�ice of counterexamples for
Remark 1.4 and 1.5. The circles represent
the elements in the la�ice while the ↓ is the
partial order �, indicating the descending
chains. The do�ed line with P , 5↓(P), and
5 2↓ (P) are the counterexample for Remark
1.4. The red line with shadowedQ is the one
for Remark 1.5.

R����� 1.4. Intuitively one may think 5↓ is a closure by its
nature. However, it is increasing, extensive, but not idem-
potent. Consider the counterexample in �gure (1) where a
complete lattice is de�ned as L � {- 8 9

� 8, 9 > 0} ∪ {. 8
� 8 >

0}∪ {�,�} with � and � being top and bottom of the lattice.
For all other elements, �� {�- 8 9 ,- 8 9 ′

� � 8 > 0∧ 9 ≤ 9 ′}∪{�- 8 9 ,
. 8
� � 8, 9 > 0}∪{�. 8 ,. 8′

� � 8′ > 8}. Now let % � {- 8 9
� 8, 9 > 0}.

We have 5↓(%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 > 0}. We notice
that �.8 , 8 > 0� is also a descending chain with the glb

d
�.8 ,

8 > 0� = �. Thus, 5 2↓ (%) = {- 8 9
� 8, 9 > 0} ∪ {. 8

� 8 >

0} ∪ {�} ≠ 5↓(%). As a result, it is necessary to de�ne d↓ to
be the �xpoint of 5↓.
R����� 1.5. Notice that TJd↓K may not be closed under
in�nite union. The counterexample uses the same lattice
as Remark 1.4 in �gure 1. We Let Q � {Q8 � 8 ∈ N} where
Q8 � {- 8 9

� 9 ∈ N} ∪ {. 8
} is CPO. However, �Q = {- 8 9

�

8, 9 ∈ N} ∪ {. 8
� 8 ∈ N} is not a CPO as the glb descending

chain �. 8 , 8 ∈ N� is � which is not in �Q. For this reason,
another application of d↓ would be necessary.

1.1.4 Frontiers abstraction and frontiers existent hyperproperties. We can construct a class hyper-
properties called lower-frontiers existent hyperproperties even weaker than ↓-CPO hyperproperties.
Let us �rst clarify what it means by frontiers. P is called frontiers when where distinct elements
are mutually incomparable.

UF � ,P .{% ∈ P � ∀% ′ ∈ P . % � % ′ → % = % ′}
TJUF K � ,P .∀%,% ′ ∈ P . % � % ′ → % = % ′ (10)

A hyperproperty P is lower-frontiers existent if for all element % in it, there exist some lower-
frontier � in UF(P) such that � � % .

TJU∃F K � ,P .∀% ∈ P . ∃� ∈ UF(P) . � � %
OJU∃F K � �TJUF K, ⊆, �, L, ∪, ∩� (11)

L���� 1.6. OJU∃F K is a well-de�ned semi-lattice that is closed under �nite union
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
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TO DO
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
, Vol. 1, No. 1, Article . Publication date: June 2024.

Calculational Design of Hyperlogics by Abstract Interpretation 29

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.
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Observe that 𝛼⊒𝐹 idempotent but not necessarily increasing or extensive.
Counter example 13.9. Consider L = {⟨𝑎, 𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 𝑚⟩ ∣ 𝑚 ∈ N} with ⟨𝑥, 𝑛⟩ ⊑ ⟨𝑦,

𝑚⟩ ≜ 𝑥 = 𝑦 ∧𝑛 ⩾𝑚 be two incomparable infinite decreasing chains. L /⊆ 𝛼⊒𝐹 (L) = ∅. Take P = {⟨𝑎,
𝑛⟩ ∣ 𝑛 ∈ N} ∪ {⟨𝑏, 0⟩} to that P ⊆ L but 𝛼⊒𝐹 (P) = {⟨𝑏, 𝑚⟩ ∣𝑚 ∈ N} /⊆ 𝛼⊒𝐹 (L) = ∅. ∎

𝛼⊒𝐹 (℘(L)) is not closed by intersection.

Counter example 13.10. Consider the complete lattice on the
right. Let P1 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑋 𝑖 ∣ 𝑖 ∈ N∗} with frontierF1 = {𝑋 𝑖 ∣ 𝑖 ∈ N∗} and P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} ∪ {𝑌 𝑖 ∣ 𝑖 ∈ N∗} with
frontier F2 = {𝑌 𝑖 ∣ 𝑖 ∈ N∗}. P1 ∩P2 = {𝑍 𝑖 ∣ 𝑖 ∈ N∗} has frontier{𝑍 𝑖 ∣ 𝑖 ∈ N∗} whereas F1 ∩F2 is empty. ∎

3

P���� �� L���� (1.6). For P and Q in TJU∃F K. Let the frontier FP and FQ be the corre-
spendent existent lower-frontier. Let us de�ne F = UF(FP ∪FQ), and unfold its de�nition.

F = {% ∈ FP ∪FQ � ∀% ′ ∈ FP ∪FQ . % ′ � % → % ′ = %} (12)

F is a frontier hyperproperties. We claim that F is the existent lower-frontier for P ∪Q
For an arbitrary element - in P ∪Q, supposed it is in P without loss of generality, then there

exists �% in FP such that �% � - . Now consider two cases
(a) - not in Q: then that no �& in FQ such that �& � �% , which means that �% is in F
(b) - also in Q, then consider the non empty setM � FQ ∩ U�(-), which is the set of existent

frontiers in FQ that is smaller than -
i) ∀�& ∈M . �& �� �% : this is similar to the case (a)
ii) ∃�& ∈M . �& � �% . In this case, every distinct element in FQ is incomparable to �& . This

is no element in FP which is smaller than �& :(suppose for the sake of contradiction, some
element � ′ ∈ FP such that � ′ � �& , then we would have � ′ � �% which contradict that fact
that FP is a frontier.) Thus, �& would in F .

As a result, P ∪Q is also lower frontiers existent ⇤

R����� 1.7. We notice that OJU∃F K is not
closed under �nite intersection. Consider the
following example in �gure 2. Let P = {/ 8

�

8 ∈ N} ∪ {- 8
� 8 ∈ N} and Q = {/ 8

� 8 ∈
N} ∪ {. 8

� 8 ∈ N}. Both P and Q are frontier
existent as the lower-frontiers are {- 8

� 8 ∈ N}
and {. 8

� 8 ∈ N} respectively. However, the
intersection P ∩Q = {/ 8

� 8 ∈ N} is a non-
noetherian chain without frontier. Fig. 2. Counterexample for the remark 1.7.

L���� 1.8. All ↓-CPO hyperproperties are lower-frontier existent: TJU∃F K ⊆ TJd↓K
P���� �� L���� (1.8). This is directly implied by Zorn Lemma. ⇤

We realize that the lower-frontiers existent properties are all constructed sets, and it is not
a complete lattice as the join for arbitrary subset may not exist. UF is contractive, idempotent
but not increasing, meaning that it is not a closure operator. Therefore, it is impossible to have
a Galois connection from generic hyperproperties ℘(L), as the best approximation doesn’t exist.
However, it is possible to abstract any lower-frontiers existent hyproperperties to other stronger
hyperproperties, e.g. ↓-CPO closure and �-closure.

1.2 Dual of closures
Figure 3 shows a set of Galois connections of closure domains we have introduced. Now, let us
de�ne their dual closures. We de�ne dual closure in (1.1), the domain is de�ned respectively in
appendix �.1.

1.3 Refining Hyper-domains by merging
It turned out that some interesting hyperproperties can be seen as strengthening/weakening forms
of the combination of two or more dual properties.
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Lemma 13.11. A◯ ⟨𝛼⊒𝐹 (℘(L)), ⊆, ∅, L, ∪⟩ is a join semilattice.

13.6.3 A Frontier Characterization of the Order Ideal Abstraction.

Lemma 13.12. A◯ There is a Galois isomorphism ⟨𝛼⊑𝐹 (℘(L)), ⊆⟩ −−−−→"→←←"−−−−
𝛼𝐹

𝛼⊑ ⟨𝛼𝐹 (℘(L)), ⪯𝐹 ⟩ and
⟨𝛼𝐹 (℘(L)), ⪯𝐹 , ⋎𝐹 ⟩ is a join semi lattice with 𝑃 ⪯𝐹 𝑄 ≜ (𝛼⊑(𝑃) ⊆ 𝛼⊑(𝑄)) and 𝑃 ⋎𝐹 𝑄 ≜ 𝛼𝐹 (𝛼⊑(𝑃)∪
𝛼⊑(𝑄)).

Define ↓⊑(𝑃) ≜ {𝑃 ′ ∈ L ∣ 𝑃 ′ ⊑ 𝑃}. The following lemma 13.13 is a characterization of 𝛼⊑𝐹 (℘(L))
that correctly generalizes [46, Proposition 1].

Lemma 13.13. A◯ If P ∈ 𝛼⊑𝐹 (℘(L)) then P = ⋃
𝑃 ∈𝛼𝐹 (P)

↓⊑(𝑃).
13.7 Chain Limit Abstraction
13.7.1 Chain Limit Abstraction Definition and Properties. Another possible representation of order
ideal abstractions would be by limits of chains. Define

𝛼↓(P) ≜ {⊓
𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with existing glb} (84)

𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent.
Counter example 13.14. Consider the complete lattice on the
right. Let P be the set of elements of all decreasing chains{⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ∣ 𝑗 ∈ N∗}. 𝛼↓(P) includes P and their great-
est lower bounds ⟨𝑌 𝑖 , 𝑖 ∈ N∗⟩ but not the infimum *. The next
iteration includes P , the greatest lower bounds 𝛼↓(P) of its
decreasing chains, and the greatest lower bound * of all the de-
creasing chains {⟨𝑋 𝑖 𝑗 , 𝑖 ∈ N∗⟩ ⋅ ⟨𝑌𝑘 , 𝑘 ⩾ 𝑖⟩ ∣ 𝑗 ∈ N∗} of 𝛼↓(P).
This is the least fixpoint of 𝝀𝑋 .P ∪ 𝛼↓(𝑋). ∎

28 Anonymous 1 and Anonymous 2

It follows from theorem 12.1 that the logic proof system of theorem 8.5 is applicable to the upper
abstract logic L

♯(𝑆) (and dually theorem 8.8 for the lower abstract logic).
In conclusion of this part II, although the abstractions of the semantics, post, Post, and logics

have been show to be equally expressible for exact abstractions, they do not solve the problem
of the complexity of the resulting logic, which still has to handle exactly the (abstract) semantics
occuring in the (hyper) properties.

PaRt III: A HieRaRcHy of Semantic (HypeR) Logics
The problem with (hyper) logics studied in parts I and II is that for a program to satisfy a (hyper)

property, its semantics must exactly occur in the property. So (hyper) proofs cannot make over or
under approximations of the semantics, whereas this can and must be done in Hoare logic or its
dual to get simple proofs. In this part III, we study abstractions to derive simpler logics for less
general properties but still with sound and complete proof systems.

13 Execution Property Abstraction
In abstract domains D♯ of definition 3.2 which are complete lattices, or their abstractions by def-
inition 9.1, which are also complete latiices, the execution property abstraction 𝛼⊔♯(P) ≜ ⊔♯P
abstracts semantic properties in ℘(L♯) into executions in L♯. Defining the concretization 𝛾⊔♯(𝑄) ≜{𝑃 ∣ 𝑃 ⊑♯ 𝑄}, we get a Galois retraction

⟨℘(L♯), ⊆⟩ −−−−−→"→←−−−−−−−
𝛼⊔♯
𝛾⊔♯ ⟨L♯, ⊑♯⟩ (82)

With this abstraction, the logical ordering (implication) is also the computational ordering in
lemma 3.9 whereas, in general, for the generic algebraic abstract semantics the computational
ordering ⊑♯ and the logical ordering and ⊆ are not related.

PRoof of (82).
𝛼⊔♯(P) ⊑♯ 𝑄

⇔ ⊔♯P ⊑♯ 𝑄 !def. 𝛼⊔♯"
⇔ ∀𝑃 ∈ P . 𝑃 ⊑♯ 𝑄 !def. least upper bound"
⇔ P ⊆ {𝑃 ∣ 𝑃 ⊑♯ 𝑄} !def. ⊆"
⇔ P ⊆ 𝛾⊔♯(𝑄) !def. 𝛾⊔♯" !

Example 13.1. The hyper trace properties in ℘(℘(Σ+∞)) can be abstracted to trace properties
in ℘(Σ+∞) by ⟨℘(℘(Σ+∞), ⊆⟩ −−−−→"→←−−−−−−

𝛼∪
𝛾∪ ⟨℘(Σ+∞)), ⊆⟩with 𝛼∪(𝑃) = ⋃𝑃 and 𝛾∪(𝑄) = ℘(𝑄) as done

in [14, section 5, p. 246] which is the starting point of [9] to recover Hoare logic and its variants. ∎
14 Closure Abstractions
Let ⟨𝐿, ⊑⟩ be a poset. The ⊑-closure abstraction on ⟨℘(𝐿), ⊆⟩ is

𝛼⊑(P) ≜ {𝑃 ∈ 𝐿 ∣ ∃𝑃 ′ ∈ P , 𝑃 ′ ⊑ 𝑃} ⟨℘(𝐿), ⊆⟩ −−−−→"→←−−−−−−
𝛼⊑
1 ⟨℘(𝐿), ⊆⟩

where 1 is the identity function. 𝛼⊑ is an upper closure operator (increasing, extensif, and idem-
potent) and Morgan Ward’s [40, theorem 4.1], ⟨𝛼⊑(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼⊒
is defined dually.

Let ⟨𝐿, ⊑⟩ be a poset with partially defined greatest lower bound (glb) ⊓. Define
𝛼↓(P) ≜ {⊓

𝑖∈N𝑃𝑖 ∣ ⟨𝑃𝑖 , 𝑖 ∈ N⟩ ∈ P is a decreasing chain with well-defined glb}
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𝛼↓ in ⊆ increasing and extensive but not necessarily idempotent. By [8, lemma 29.1],
𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋)

is the smallest upper closure operator pointwise greater than or equal to 𝛼↓. By Morgan Ward’s
[40, theorem 4.1], ⟨𝛼↓(℘(𝐿)), ⊆, ∅, 𝐿, ∪, ∩⟩ is a complete lattice. 𝛼↑ and 𝛼↑ are defined dually.

TO DO
TO DO

𝛼↑(P) ≜ {Q ∣ P ⊆ Q} (83)
𝛼↓(P) ≜ {Q ∣ Q ⊆ P} (84)
𝛼↑(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑃 ⊑♯ 𝑄} (85)
𝛼↓(P) ≜ {𝑄 ∣ ∃𝑃 ∈ P . 𝑄 ⊑♯ 𝑃}

Post♯↑(𝑆)P ≜ 𝛼↑(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧ post♯(𝑆)𝑃 ⊑♯ 𝑄} = {𝑄 ∣ ∃𝑃 ∈ P ∧ {⃗𝑃 }⃗ S {⃗𝑄 }⃗}
Post♯↓(𝑆)P ≜ 𝛼↓(Post♯(𝑆)P) = {𝑄 ∣ ∃𝑃 ∈ P ∧𝑄 ⊑♯ post♯(𝑆)𝑃} = {𝑄 ∣ ∃𝑃 ∈ P ∧ ⃗{𝑃 ⃗} S ⃗{𝑄 ⃗}}

(86)
(36)

15 Related Work
The idea of handling logics algebraically goes back to [15, section 5] itself rooted in the idea of
program schemes [4, 22, 35]

This necessary distinction between computational and logical orderings first appeared in strict-
ness analysis (using Scott partial order for computational ordering and inclusion for logical order-
ing [34]) and is common in abstract interpretation since then.

16 Conclusion
Transformational (hyper) logics have traditionally be based on transformers themselves equivalent
to an operational semantics. When considering nontermination, other semantics like denotational
semantics are relevant, but the corresponding logics are a separate world [1]. In an attempt to
design (hyper) logics valid for various (abstract) semantics, we have defined an algebraic semantics
its collecting semantics, its hyper collecting semantics and the various corresponding logics
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Iteration of 𝛼↓ (possibly transfinitely)
∗𝛼↓(P) ≜ lfp⊆ 𝝀𝑋 .P ∪ 𝛼↓(𝑋) (85)

yields an upper closure operator.
Lemma 13.15. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗𝛼↓

1 ⟨∗𝛼↓(℘(L)), ⊆⟩ and ⟨∗𝛼↓(℘(L)), ⊆, ∅, L, 𝝀𝑋 . ∗𝛼↓(⋃𝑋), ⋂⟩
is a complete lattice.

Lemma 13.16. A◯ ∀P ∈ ℘(L) . 𝛼↓(∗𝛼↓(P)) = ∗𝛼↓(P).
, Vol. 1, No. 1, Article . Publication date: July 2024.

Lemma 18.2. A◯ ⟨℘(L), ⊆⟩ −−−−→"→←−−−−−−∗#↓
1 ⟨∗𝐿↓(℘(L)), ⊆⟩ and ⟨∗𝐿↓(℘(L)), ⊆, ∅, L, !$ . ∗𝐿↓(⋃$), ⋂⟩ is

a complete lattice.

Lemma 18.3. A◯ ∀P ∈ ℘(L) . 𝐿↓(∗𝐿↓(P)) = ∗𝐿↓(P).
Lemma 18.4. A◯ For all P ∈ ℘(L), 𝐿↓(P) = P implies ∗𝐿↓(P) = P .
𝐿↑ is defined ⊑ dually, and ∗𝐿↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿↑($) is an upper closure operator.

18.2 Forall Exists Hyperproperties
Assuming that ⟨L, ⊑⟩ = ⟨℘(Π), ⊆⟩ (where e.g. Π = Σ+∞ is a set of traces) ∀∃ hyperproperties have
the form AEH ≜ {{" ∈ ℘(Π) ∣ ∀𝑅1 ∈ " . ∃𝑅2 ∈ " . ⟨𝑅1, 𝑅2⟩ ∈ 𝑆} ∣ 𝑆 ∈ ℘(Π × Π)} (84)
(this easily generalizes to ∀𝑅1, . . . ,𝑅$ ∈ " . ∃𝑅 ′1, . . . ,𝑅 ′𝑃 ∈ " . ⟨𝑅1, . . . , 𝑅$, 𝑅 ′1, . . . , 𝑅 ′𝑃⟩ ∈ 𝑆 [40]).

Example 18.5 (Generalized non-interference). A typical forall exists hyperproperty is generalized
non interference [35, 69, 70] for the trace semantics of appendix B. Let L ∈ X be a low variable and
H ∈ X be a high variable, we have

GNI ≜ {" ∈ ℘(Σ+) ∣ ∀𝑇1𝑅1𝑇 ′1,𝑇2𝑅2𝑇 ′2 ∈ " . ∃𝑇3𝑅3𝑇 ′3 ∈ " . (𝑇1(L) = 𝑇2(L))⇒ (85)
(𝑇3(L) = 𝑇1(L) ∧ 𝑇3(H) = 𝑇2(H) ∧ 𝑇 ′3(L) = 𝑇 ′1(L))} ∎

Assuming chain-complete lattices in 3.2.A and 3.2.C, chain limit closed semantic properties in∗𝐿↑(℘(℘(Π))) subsume ∀∃ hyperproperties in AEH in that A◯
AEH ⊆ ∗𝐿↑(℘(℘(Π))) (86)

19 Chain Limit Order Ideal Abstraction
19.1 Chain Limit Order Ideal Abstraction Definition and Properties
Define

𝐿⊑↑ ≜ 𝐿⊑ ○ 𝐿↑ and ∗𝐿⊑↑(P) ≜ lfp⊆ !$ .P ∪ 𝐿⊑↑($) (87)
to get an upper closure operator (since 𝐿⊑↑ is increasing and expansive although not idempotent).

Counter example 19.1. Define ⟨L, ⊑⟩ = ⟨℘(N), ⊆⟩ andN ≜ {N∖{*} ∣ * ∈ N} ∈ ℘(N) to be the set
of all sets Nwith one missing element. Since any two different elements ofN are ⊆- incomparable,

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 16. Publication date: January 2025.

(upper closure operator hence G.C.)

(extensive, increasing, not idempotent)
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Conclusion (cont’d)
• We have introduced a new algebraic semantics (instantiable 

to any classic semantics)

• We have considered programs (i.e. their semantics) as 

properties

• We have designed by calculus a general algebraic logic 

(sound & complete and generalizing POPL 2024) 

• We have designed by calculus a general algebraic hyperlogic 

(sound & complete but unmanageable in practice)

• All this for terminating and nonterminating executions 
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Conclusion (cont’d)
• We have considered abstractions of algebraic 

hyperproperties :

• less expressive than general hyperproperties

• but with sound and complete hyperlogics using only 

approximations of the program semantics

• This was illustrated by an algebraic generalization of ∀*∃* 

hyperproperties
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More in the paper

• Various instanciations of the algebraic semantics

• Abstractions of the algebraic semantics leading to complete 

hyperlogics

• A dozen of other abstractions of hyperproperties

• Including algebraic generalizations of ∃*∀* as well as ∀*∀* 

hyperproperties

• Correction of errors and generalizations of results in the literature

• etc
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Conclusion of the conclusion

A transformational hyperlogic 

is 


an abstract interpretation 

of 


an hypertransformer 

of 


an instantiation 

of


an algebraic semantics.
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(Conclusion of the conclusion)-1

A (hyper)logic is 

another (complicated) way 


of defining

an abstract interpretation 


of 

an instantiation 


of

an algebraic semantics.
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The End,  Thank You
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