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Abstract. Dependency is a prevalent notion in computer science. There have been numerous informal or formal attempts to define viable syntactic and semantic concepts of dependency in programming languages with subtle variations and limitations. We develop a new value dependency analysis defined by abstract interpretation of a trace semantics. A sound approximate dependency algorithm is formally derived by calculational design. Further abstractions provide information flow, slicing, non-interference, dye, and taint analyses.

1 Introduction

Motivation: Dependency is a prevalent notion in computer science. For example it is useful in program development [14], it is an important part of any parallelizing compiler [54]. It appears in dataflow analysis [51,64], (abstract) program slicing [68,56,49,5], program refactoring [7], hardware design [2] and debugging [46]. It is prevailing in security, [30,12] including privacy analysis [59,47], and in data bases [27].

Context: There have been numerous attempts to define a viable semantic concept of dependency in programming languages. For example they are purely syntactic, not taking data into account [68]. Or they are postulated on programs [26,6,1] or on one execution trace [69] rather than derived from a definition of dependency and a definition of the program semantics. Or they are limited to one [17] or a few [48] of the many possible definitions of dependency based on a specific instrumentation of the semantics of a given language. Or they make assumptions of when dependencies are observed e.g. on program termination only [30,8,11] maybe including nontermination [5,64]. These are typical limitations that we would like to overcome.

Objective: Our aim is to introduce, justify, and illustrate a methodology to define flexible concepts of dependency and corresponding static analyzes that can be adapted to various contexts of use, each context requiring different notions of dependency, sometimes with subtle variations.

The general idea of dependency is that modifying something in an execution will later modify some other thing in the execution. This involves comparing at least two executions, the original and the modified one. Therefore dependency is not a property of a trace (such as invariance and termination) but a property of a set of traces (such as program equivalence), sometimes called hyperproperty [18].

Previous definitions of dependency (and related notions such as interference) have called for changing the description of program executions by considering multisemantics [16] or multilogics [31] handling more than one execution at a time. Other abstract interpretation-based definitions of dependency consider
only one execution trace (by postulating dependency on that execution trace [69] or by annotating the semantics [17,28]). When considering several execution traces, dependency can be defined by abstracting to functional dependency [56]. Otherwise, one can provide an hypercollecting semantics [8,64] which then abstracted.

As usual in abstract interpretation [23], we represent properties of entities in a universe $\mathcal{U}$ by a subset of this universe. So a property of elements of $\mathcal{U}$ belongs to $\wp(\mathcal{U})$. For example “to be a natural” is the property $\mathbb{N} \triangleq \{ n \in \mathbb{Z} \mid n \geq 0 \}$ of the integers $\mathbb{Z}$. The property “$n$ is a natural” is $n \in \mathbb{N}$.

Given a program component $S$ which semantics $\mathcal{D}[S]$ is an element of the semantic domain $\mathcal{D}$, we understand a program component property $P$ as a property of its semantics $\mathcal{D}[S] \in \mathcal{D}$ so $P \in \wp(\mathcal{D}[S])$ and $\mathcal{D}[S] \in P$ means that $\mathcal{D}[S]$ has property $P$. The collecting semantics is the strongest program property, that is the singleton $\{ \mathcal{D}[S] \}$.

For example, the semantics we consider is a relation between a finite execution trace representing a past computation into its continuation into the future which may not terminate so $\mathcal{D}[S] = \wp(\mathbb{T} \times \mathbb{T}^{\infty})$ where $\mathbb{T}$ is the set of all finite execution traces and $\mathbb{T}^{\infty}$ the set of all finite or infinite execution traces. So program properties belong to $\wp(\wp(\mathbb{T} \times \mathbb{T}^{\infty}))$. They are often called “hyper properties”, after [18]. This terminology is supposed to rectify a previous misunderstanding of program properties in [3], where property stands for a trace property. More precisely, a program semantics is a set of execution traces in $\wp(\mathbb{T}^{\infty})$ and a program property is also a set of execution traces in $\wp(\mathbb{T}^{\infty})$. So a semantics and its properties belong to the same semantic domain, which is apparently incoherent.

Considering a property as a set of entities (with this property) has several advantages. It applies to languages which semantics are not naturally defined as traces e.g. [51] for logic programs. It avoids the definition of program properties through program transformation (like [10] duplicating programs which can compare one execution to another one but not one too many other ones). It eliminates the expressivity problems of logics (which can always be taken into account by a further abstraction). It eliminates the need to define different notions of properties for different notions of entities. In particular, the abstraction of a property is a property such as $\langle \wp(\wp(\mathbb{T}^{\infty})), \subseteq \rangle \xrightarrow{\gamma_j} \langle \wp(\mathbb{T}^{\infty}), \subseteq \rangle$ with $\gamma_j(\mathcal{X}) \triangleq \cup \mathcal{X}$, thus solving the apparent incoherence of [3]. Finally, and more importantly, it aims at avoiding to create different theories for concepts that are the same.

One difficulty encountered e.g. by [8,64] to define dependency is to lift the structural trace semantics of a program component in $\wp(\mathbb{T}^{\infty})$ into a structural collecting semantics in $\wp(\wp(\mathbb{T}^{\infty}))$. For example, [8] has $\mathcal{D}[S] = \text{Trc}_1 \rightarrow \text{Trc}_1$ (where $\text{Trc}$ is a set of pairs of initial-final states augmented by $\bot$ for non-termination) while the (hyper-)collecting semantics is in $\wp(\wp(\text{Trc})) \rightarrow \wp(\wp(\text{Trc}))$ not in $\wp(\text{Trc}_1 \rightarrow \text{Trc}_1)$. This is a strict approximation (as shown by [8, Theorem 1] which is an inclusion not an equality). Similarly, [64] uses an “outcome semantics” which approximates the (hyper-)collecting semantics.
These collecting semantics are specialized for dependency and lack generality since traces are approximated by a relation or function, but the advantage is that dependency boils down to functional dependency, which is easy to define [56]. We show that, for dependency, we can dispense with the formal structural definition of the (hyper-)collecting semantics {𝓢[J]} (since it is trivially isomorphic to 𝓢[J] by the singleton map • → {•}).

Content: We consider the syntax and trace semantics of iterative programs as defined in [20, Section 2] in this volume. Traces are necessary to allow us to observe sequences of values of variables, in particular infinite ones. More abstract input/output semantics (such as denotational, natural, or axiomatic semantics) would not be adequate since intermediate or infinite computations are abstracted away. Informal requirements on the semantic definition of dependency are illustrated in Section 3. The formal definition of value dependency is in Section 4. We prove that this definition is valid both for prefix and maximal trace semantics hence excludes timing channels including empty observations. The calculational design of the structural static potential value dependency analysis is in Section 5. It is not postulated without justification but designed by abstract interpretation of the semantics, handling uniformly the control and data dependency notions of [26]. Dye and tracking analysis are further abstractions described in Section 7. We discuss related work and conclude in Section 2.

2 Syntax and Trace Semantics

We consider a subset of C with simple variables, arithmetic and boolean expressions, assignment, skip (;), conditionals, while iterations, break, compound statement, statement lists. The syntax, program labelling, prefix trace semantics, and maximal trace semantics of this subset of C is defined in [20, Section 2] in this volume. The main idea is that <π₀, π₁> ∈ 𝓢[J] if and only if the trace π₀ representing a past computation arriving at J is continued within J by π₁ resulting in a computation π₀ • π₁. The continuation trace π₁ is finite prefix of the whole computation when 𝓢[J] = 𝓢+∞[J]. π₁ is finite maximal or infinite when 𝓢[J] = 𝓢+∞[J]. q(π)x denotes the value of a variable x at the end of the trace π.

3 Informal Requirements for a Semantic Definition of Dependency

According to [26], “Information flows from object x to object y, denoted x ⇝ y, whenever information stored in x is transferred to, or used to derive information transferred to, object y”. When x ⇝ y we say that x flows to y or, when considering the inverse relation, that y depends on x. To make this information flow clear, most definitions of in/dependency [17,65,64]) are of the form “changing (part of) the input (say x) may/should not change (part of) the output (say y)”, sometimes including nontermination [64]. For example, a pure function depends
on a parameter if and only if changing only this parameter changes the result of the function. In non-interference [30,48] changing private/untrusted input data should not change public/trusted output data. This shows that the two different executions reflecting the change should be involved in the definition of dependency (or secrecy in [65]).

Dependency is usually static (valid for any execution of the program). The dependency relation ⇒ can be global (valid anywhere in the program as in [26]) or local (that is relative to a correspondence between initial values of variables and their values when reaching a program point, if ever, including for nonterminating executions). We consider a static and local definition of dependency. The following examples illustrate this intuition and show how it may be made more precise.

**Example 1 (explicit dependency).** Consider \( t_1. y = x ; t_2. \) Changing the initial value \( y_0 \) of \( y \) will change the value of \( y \) at the entry point \( t_1 \). Changing the initial value \( x_0 \) of \( x \) will not change the value of \( y \) at \( t_1 \). So at the entry point \( t_1 \), \( y \) depends on \( y_0 \) but not on \( x_0 \).

The value of \( y \) at exit point \( t_2 \) is \( x_0 \) so changing the initial value \( y_0 \) of \( y \) will not change the value of \( y \) at \( t_2 \). Changing the initial value \( x_0 \) of \( x \) will change the value of \( y \) at \( t_2 \). So at \( t_2 \), \( y \) depends on \( x_0 \) but not on \( y_0 \). Such a dependency at \( t_2 \) is called implicit in [26] since it does not depend on the program control.

Dependency is local since \( x \not\rightarrow x \rightarrow_1 y \) at \( t_1 \) but \( x \not\rightarrow_2 y \) at \( t_2 \). We write \( x \not\rightarrow_1 y \) and \( x \not\rightarrow_2 y \) to show the program point where dependency is specified.

---

**Example 2 (implicit dependency).** Consider \( P_a \triangleq t_1 ; y = 1 ; \text{if } t_1 (x == 0) \{ t_1 ; x \}; t_1. \) Changing the initial value \( x_0 \) of \( x \) will change whether program control \( t_1 \) is reached or not. If \( t_1 \) is reached then the value of \( y \) at \( t_1 \) will always be \( 1 \) so \( y \) does not depend on \( x_0 \) at \( t_1 \) (and neither at \( t_1 \)).

Consider now \( P_b \triangleq t_1 ; y = 1 ; \text{if } t_1 (x == 0) \{ t_1 ; y = x ; t_1 \} ; t_1. \) Changing the initial value \( x_0 \) of \( x \) will change whether program control points \( t_1 \) and \( t_1 \) are reached or not. If \( t_1 \) is reached then the value of \( y \) at \( t_1 \) will always be \( 0 \) so \( y \) does not depend on \( x_0 \) at \( t_1 \). However, depending on the initial value \( x_0 \) of \( x \), the value of \( y \) at \( t_2 \) will be either \( 1 \) (when \( x_0 \neq 0 \)) or \( 0 \) (when \( x_0 = 0 \)) so \( y \) depends on \( x_0 \) at \( t_2 \). Such a dependency at \( t_2 \) is called implicit in [26] since it depends on the program control.

Our formalization of dependency does not need to distinguish implicit dependency (Ex. 2) from explicit dependency (Ex. 1) since the definition is the same in both cases.

**Example 3 (timely dependency).** Consider the program \( \text{while } (\theta == 0) \{ t \} y = x ; \) The sequence of values taken by \( x \) at \( t \) is \( x_0, x_0, x_0, \ldots \) while it is \( y_0, x_0, x_0, \ldots \) for \( y \). So \( x \) depends on \( x_0 \) while \( y \) depends on \( x_0 \) and \( y_0 \) at \( t \). For \( y \) considering only one possible value during the iterations would be insufficient to determine the dependency upon initial values and, in general, we have to consider the full sequence of successive values of \( y \) at a given program point \( t \).
Example 4 (value dependency). Consider the program \( \text{while } (0 == 0) \{ t \ x = x - 1 \ ; \text{if } (x == 0) y = y + 1 ; \} \). If \( x_0 \leq 0 \), the sequence of values of \( y \) at \( t \) is the infinite sequence \( y_0, y_0, y_0, \ldots \). If \( x_0 > 0 \), it is \( y_0, y_0 + 1, y_0 + 1, \ldots \). So we can find two executions of the program with different initial values \( x_0 \) of \( x \) such that the sequences of values of \( y \) at \( t \) have a common prefix but differ at least by one value after that prefix. So \( y \) depends on \( x_0 \) at \( t \).

Example 5 (timing channel). Consider the program \( \text{int } x, y; \text{while } (x > 0) t \ x = x - 1 ; \) (where we have added a declaration to show that the program involves variable \( y \)). If the initial value of \( x \) is \( x_0 \leq 0 \) then the sequence of values taken by \( y \) at \( t \) is empty. Otherwise, if \( x_0 > 0 \), it is \( y_0 \cdot y_0 \cdot \ldots \cdot y_0 \) repeated \( x_0 \) times. So changing \( x_0 \) changes this sequence of values. Depending on \( x_0 \) we can find sequences of values of \( y \) at \( t \) that differ in length, but along these sequences we cannot find a point where they differ in value.

In security, this is a covert channel [44] (more precisely a timing channel [58]) which may or may not be considered as observable, the choice being application-dependent.

Traditionally, in dependency analysis, timing channels are not considered to be at the origin of dependencies [26], in particular when dependency is used in the context of compilation.

Example 6 (empty observation). Consider the program \( \text{if } (x==0) \{ t_1 \ y = x ; t_2 \} \). What are the values of \( y \) observed at \( t_2 \)? If \( x==0 \) this is \( 0 \) while if \( x!=0 \) there is no possible observation \( y \) at \( t_2 \). So we may consider that an empty observation is a valid observation in which case \( y \) depends on \( x \) at \( t_2 \). This is certainly a frequent point of view in security. On the contrary, we may exclude empty observations, in which case \( y \) does not depend on \( x \) at \( t_2 \). This is more common in compilation (since \( y \) is constant at \( t_2 \)). Notice that in both cases \( y \) depends on \( x \) at \( t_2 \), since we can observe different values of \( y \) depending on the test on \( x \).

Our definition of dependency relies on the timely observation of values but excludes timing channels and empty observations. This is an arbitrary choice that follows the implicit tradition in compilation.

4 Formal semantic definition of value dependency

Informally, we say that the initial value \( x_0 \) of variable \( x \) flows to variable \( y \) at program point \( t \) (or \( y \) depends on the initial value of \( x \)), written \( x \xRightarrow{t} y \), if and only if changing the initial value \( x_0 \) of \( x \) will change the sequence of values taken by \( y \) whenever execution reaches program point \( t \).

Sequence of values of a variable at a program point Given an initialization trace \( \pi_0 \in \mathcal{T}^+ \) followed by a nonempty trace \( \pi \in \mathcal{T}^{\infty} \), let us define the sequence \( \text{seqval}[y][t](\pi_0, \pi) \) of values of the variable \( y \) at program point \( t \) along the trace \( \pi \) continuing \( \pi_0 \) as follows.
\[
\text{seqval}^y[\tau(\tau_0, t)] \triangleq q(\tau_0)y
\]
\[
\text{seqval}^y[\tau(\tau_0, t')] \triangleq \exists \text{ when } t' \neq t
\]
\[
\text{seqval}^y[\tau(\tau_0, t) \xrightarrow{a} t'\pi) \triangleq q(\tau_0)y \cdot \text{seqval}^y[\tau(\tau_0 \cdot t \xrightarrow{a} t', t'\pi)]
\]
\[
\text{seqval}^y[\tau(\tau_0, \pi)] \text{ is the empty sequence } \exists \text{ when } t \text{ does not appear in } \pi. \text{ We rely on intuition that this definition applies to finite and infinite traces (by passing to the limit as in [20, Section 2.5]).}
\]

The sequence of values of variable \( y \) at a program point \( t \) abstracts away the position in traces where the values are observed. So execution time (represented as the number of steps that have been executed to reach a given position in the trace) is abstracted away.

**Differences between sequences of values of a variable at a program point** The definition of dependency of \( y \) on the initial value of \( x \) involves the comparison of sequences \( \omega \) and \( \omega' \) of the successive values of variable \( y \) taken at some program point for two different executions that differ on the initial value of \( x \). By “differ”, we mean that the sequences may have a common prefix but must eventually have a different value at some position in the sequences.

\[
\text{diff}(\omega, \omega') \triangleq \exists \omega_0, \omega_1, \omega'_1, \nu, \nu'. \omega = \omega_0 \cdot \nu \cdot \omega_1 \land \omega' = \omega_0 \cdot \nu' \cdot \omega'_1 \land \nu \neq \nu'
\]

Observe that \( \neg \text{diff}(\omega, \omega') \) implies either that \( \omega = \omega' \) (the futures are the same so there is no dependency) or one is a strict prefix of the other (this is a timing channel abstracted away in this definition (2) of dependency). Because \( \omega \) and \( \omega' \) in (2) must contain at least one value, they cannot be empty (thus excluding Ex. 6).

**Definition of value dependency** Let us define \( \mathcal{D}(x, y) \) to mean that “the sequence of values of variable \( y \) at \( t \) depends upon the initial value of \( x \)”, also written \( x \xrightarrow{\tau} y \) to mean that the initial value of \( x \) flows to \( y \). So there are two execution traces whose initial values are the same but for \( x \) for which the sequences of values of \( y \) at program point \( t \) on these two execution traces do differ.

**Definition 1 (Dependency \( \mathcal{D} \)).**

\[
\mathcal{D}(x, y) \triangleq \{ \Pi \in \mathcal{P}(\tau^+ \times \tau^{+\infty}) \mid \exists (\tau_0, \tau_1), (\tau'_0, \tau'_1) \in \Pi. \]
\[
(\forall z \in V \setminus \{x\}. q(\tau_0)z = q(\tau'_0)z) \land
\text{diff(seqval}^y[\tau(\tau_0, \tau_1)], \text{seqval}^y[\tau(\tau'_0, \tau'_1)])\}
\]

We do not need to require \( q(\tau_0)x \neq q(\tau'_0)x \) in (3), since, the language being deterministic, the computations would be the same for the same initial values of variables.
Dependency in (3) defines (a) an abstraction of the past (the initial value of variables), (b) an abstraction of the future \(\text{seqval}[y]\), (c) the difference between past abstractions (the initial values of variables only differ for \(x\)), (d) the difference between futures (\(\text{diff}\)). It states that the abstraction of the future depends on the abstraction of the past if and only if there exist two executions with different past abstractions and different future abstractions.

**Definition 2 (Value dependency flow).** At program point \(t\) of program \(P\), variable \(y\) depends on the initial value of variable \(x\) (or \(x \Rightarrow y\) i.e. the initial value of variable \(x\) flows to variable \(y\) at program point \(t\)) if and only if

\[
x \Rightarrow y \equiv (\mathcal{S}^{\omega \mathcal{C}[P]} \in \mathcal{D}(x, y)).
\]

The definition of \(\text{seqval}\) in (1) accounts for timely dependency (Ex. 3) while that of \(\text{diff}\) in (2) accounts for value dependency (Ex. 4) but excludes timing channels (Ex. 5) and empty observations (Ex. 6). Contrary to [26] there is no need for an artificial distinction between explicit (Ex. 1) and implicit flows (Ex. 2). In (3) and (4) both explicit and implicit flows are comprehended in exactly the same definition.

Notice that definition (4) of dependency is semantic-based and explicitly depends upon the program semantics. The notation \(x \Rightarrow_{\text{flow}} y\) would be more precise.

**Prefix versus maximal trace semantics based dependency** The use of the prefix trace semantics \(\mathcal{S}^*\) is equivalent to that of the maximal trace semantics \(\mathcal{S}^{\omega \mathcal{C}[P]}\) in the definition (4) of dependency. This is formally stated by the following

**Lemma 1 (Value dependency for finite prefix traces).**

\[
x \Rightarrow y = (\mathcal{S}^* \in \mathcal{D}(x, y)).
\]

**Value dependency abstraction** The value dependency abstraction of a semantic property \(S \in \wp(\wp(\mathbb{T}^{+} \times \mathbb{T}^{+\omega}))\) is

\[
\alpha^\omega(S) \equiv \{(x, y) \mid S \subseteq \mathcal{D}(x, y)\}
\]

**Lemma 2.** There is a Galois connection \(\langle \wp(\wp(\mathbb{T}^{+} \times \mathbb{T}^{+\omega})), \subseteq \rangle \nrightarrow \langle \wp(\mathbb{V} \times \mathbb{V}), \supseteq \rangle \) where \(\mathbb{P}^1 \equiv \mathbb{L} \rightarrow \wp(\mathbb{V} \times \mathbb{V})\) is ordered pointwise and the concretization of a dependency property \(D\) is

\[
\gamma^\omega(D) \equiv \bigcap_{t \in E} \bigcap_{(x, y) \in D(t)} \mathcal{D}(x, y)
\]
The intuition is that the more semantics $\mathcal{S}$ have semantic property $\mathcal{S}$, the less dependencies can be found i.e. $\mathcal{S} \subseteq \mathcal{S}' \Rightarrow \alpha'(\mathcal{S}) \supseteq \alpha'(\mathcal{S}')$. This is because the dependencies must exist for all semantics $\mathcal{S}$ having semantic property $\mathcal{S}$. Otherwise stated, the less dependencies you consider, the more semantics will exactly have these dependencies.

This is different from the observation than larger semantics have more dependencies $\mathcal{S} \subseteq \mathcal{S}' \Rightarrow \alpha'(\mathcal{S}) \subseteq \alpha'(\mathcal{S}')$ since $\mathcal{S} \in \mathcal{D}(x, y) \Rightarrow \mathcal{S}' \in \mathcal{D}(x, y)$.

Value dependency semantics is an abstraction of the collecting trace semantics.

**Corollary 1 (Value dependency for finite prefix traces).**

$$\lambda t \cdot \{ (x, y) \mid x \xrightarrow{t} y \} = \alpha'(\mathcal{S}^{\inf\mathcal{P}[p]}) = \alpha'(\mathcal{S}^{\ast\mathcal{P}[p]}) \quad \square$$

**Exact, definite, and potential value dependency semantics** The exact value dependency semantics $\mathcal{S}^{\inf}$ abstracts the maximal trace semantics, or equivalently, by Lem. 1, the prefix trace semantics by the dependency abstraction. By Rice theorem [55], $\{\mathcal{S}^{\ast}[s]\}$ is not computable so $\mathcal{S}^{\inf}$ is not computable in this way. Therefore, static analysis must content itself with approximations (or unsoundness that we disapprove of). There are two possibilities. Definite value dependency is an under-approximation of value dependency (so $\emptyset$ is a correct under-approximation). Potential value dependency is an over-approximation of value dependency (so $V \times V$ is a correct over-approximation). Formally,

$$\mathcal{S}^{\inf}[s] \triangleq \alpha'([\mathcal{S}^{\ast}[s]]) \quad \text{exact dependency}$$

$$\mathcal{S}^{\inf}[s] \subseteq \alpha'([\mathcal{S}^{\ast}[s]]) \quad \text{definite dependency}$$

$$\alpha'([\mathcal{S}^{\ast}[s]]) \subseteq \mathcal{S}^{\inf}[s] \quad \text{potential dependency} \quad (6)$$

We choose potential value dependency, which is an over-approximation of value dependency needed e.g. in compilation or security, looking for more dependencies than there are actually.

## 5 Calculational Design of the Structural Static Potential Value Dependency Analysis

**Value dependency abstract domain** An abstract property $\mathcal{D} \in \mathcal{P}[t]$ of the value dependency abstract domain $\mathcal{P}[t]$ tracks at each program point in $t \in \mathcal{L}$ the flows $(x, y) \in \mathcal{D}t$ the initial value of $x$ to the value of $y$ at $t$, that is $x \xrightarrow{t} y$.

$$\mathcal{D} \in \mathcal{P}[t] \triangleq \mathcal{L} \rightarrow \mathcal{P}(\mathcal{V} \times \mathcal{V}) \quad (7)$$

$(\mathcal{P}[t], \triangleleft, \bot, \top, \triangleleft, \bot)$ is a finite complete lattice partially ordered by pointwise subset inclusion $\triangleleft$. As in [26], values of variables are not taken into account in this abstraction. The Ex. 7 below shows that this introduces imprecision. This imprecision can be recovered by a reduced product [23,24] with a relational value analysis, which is an orthogonal problem.
Example 7 (structural compositionality). In the following statement, \( x \) and \( y \) at \( t_1 \) depend on \( x \) at \( t_5 \).

\[
\begin{aligned}
t_5 & \; y = x \ ; \\
t_1 & \; /* \ x = x_0, y = y_0 */
\end{aligned}
\]

In the following statement, \( x \) and \( y \) at \( t_1 \) depend on \( x \) at \( t_5 \).

\[
\begin{aligned}
t_1 & \; y = y - x \ ; \\
t_2 & \; /* \ x = x_0, y = y_0 */
\end{aligned}
\]

In the sequential composition of the two statements

\[
\begin{aligned}
t_5 & \; y = x \ ; \\
t_1 & \; y = y - x \ ; \\
t_2 & \; /* \ x = x_0, y = x - x_0 */
\end{aligned}
\]

\( y \) at \( t_2 \) depends on \( x \) at \( t_1 \) which depends on \( x \) at \( t_5 \) so, by composition, \( y \) at \( t_2 \) depends on \( x \) at \( t_5 \). However, \( y = 0 \) at \( t_2 \) so \( y \) at \( t_2 \) does not depend on \( x \) at \( t_5 \).

For a more precise analysis, the reduced product of the dependency analysis and the linear equality analysis [40] will find \( \exists x'_0, y'_0 \cdot x'_0 = x_0 \land y'_0 = x_0 \land x = x'_0, y = y'_0 - x'_0 \), that is, by projection, \( x = x_0, y = 0 \) so \( y \) at \( t_2 \) does not depend on \( x \) at \( t_5 \).

\( \square \)

Value dependency abstract semantics Whenever some term is not computable because it uses values, the calculational design of the potential value dependency semantics \( \mathcal{S}_{\text{diff}}^\exists \) will over-approximated it (as required by (6)). Therefore \( \mathcal{S}_{\text{diff}}^\exists[S] \) is sound by construction. Besides the reduction with abstractions of values, this calculational design of \( \mathcal{S}_{\text{diff}}^\exists[S] \) shows that it is possible to improve the precision of the analysis by taking the symbolic constancy of expressions into account.

Theorem 1. For all program components \( S \), the abstract value dependency semantics \( \mathcal{S}_{\text{diff}}^\exists[S] \) defined by (8) to (17) is sound as specified by (6) of potential dependency.

We obtain an abstract semantics operating by structural induction and computing fixpoints in a finite domain. It is therefore computable and directly yields an effective algorithm. We show the calculational design for the assignment, the other cases are similar.

- The abstract potential dependency semantics at a statement \( S \) which is not an iteration, variables have their initial value so only depend on themselves. (For loops (17) more dependencies may originate from the iterations.)

\[
\mathcal{S}_{\text{diff}}^\exists[S] \text{ at } S \equiv 1_V
\]

where \( 1_S \equiv \{ (x, x) \mid x \in S \} \) is the identity relation on set \( S \) and \( V \) is the set of program variables.
• The abstract potential dependency semantics outside a statement, there is no possible potential dependency since executions never reach that point.

\[ t \notin \text{labs}[S] \Rightarrow \overline{S}^{\text{def}}[S] \models t = \emptyset \] (9)

• The abstract potential dependency semantics after an assignment \( S := x = A \); the unmodified variables \( y \neq x \) depend upon their initial value at \( \text{at}[S] \). The assigned-to variable \( x \) depends on \( \overline{S}^{\text{def}}[A] \) defined as the variables on which the assigned expression \( A \) does depend.

\[ \overline{S}^{\text{def}}[S] \models t = \text{at}[S] \quad \text{if} \quad t = \text{at}[S] \land 1, y \]
\[ \models \text{at}[S] \models \{(y, y) \mid y \in \overline{S}^{\text{def}}[A] \} \cup \{(y, y) \mid y \neq x\} \]

\[ \overline{S}^{\text{def}}[A] \models \{y \mid \exists r \in E \forall z \in V. \text{diff}[A][\rho[y \leftarrow v]] \subseteq \text{vars}[A] \}
\]

The functional dependency \( \overline{S}^{\text{def}}[A] \) of expression \( A \) is traditionally over-approximated syntactically by the set of variables \( \text{vars}[A] \) of this expression \( A \). This is very coarse since e.g. if \( A \) is constant (such as \( y = x - x \)), \( \overline{S}^{\text{def}}[A] \) is empty. For a trivial improvement, we can define

\[ \overline{S}^{\text{def}}[1] := \emptyset \quad \overline{S}^{\text{def}}[x] := \{x \} \quad \overline{S}^{\text{def}}[A_1 - A_2] := \{y \in \text{vars}[A_1] \cup \text{vars}[A_2] \mid A_1 \neq A_2 \}.
\]

The analysis looks quite imprecise. Further precision can be obtained by a reduced product with a value analysis, as exemplified in Ex. 7 and later discussed in Section 6.

The interest of the proof of (10) is to show that the value dependency algorithm follows by calculus from the trace semantics of [20, Section 2] and the abstraction (5). By varying the semantics this can be applied to other languages. By varying the abstraction, one can consider the different variants of dependency. In another context of safety analysis, such proofs have been shown to be machine checkable [39] and hopefully, in the future, automatisable.

Proof (of 10). The cases \( t = \text{at}[S] \) was handled in (8) and \( t \notin \text{labs}[S] \) in (9). It remains the case \( t = \text{at}[S] \).

\[ \alpha'(S^{\text{eq}}[S]) \text{ atf}[S] \]
\[ = \alpha'(S^* [S]) \text{ atf}[S] \quad \{\text{Lem. 1}\} \]
\[ = \{ (x', y) \mid S^*[S] \in \mathcal{D} (\text{atf}[S])(x', y) \} \quad \{\text{def. (5) of } \alpha' \text{ and def. } \subseteq \}\]
\[ = \{ (x', y) \mid \exists (\pi_0, \pi_1), (\pi_0', \pi_1') \in S^*[S] \ . \forall z \in V \setminus \{x'\} . q(\pi_0)z = q(\pi_0')z \land \text{diff} (\text{seqval}[y](\text{atf}[S])(\pi_0, \pi_1), \text{seqval}[y](\text{atf}[S])(\pi_0', \pi_1')) \}
\]

\[ = \{ (x', y) \mid \exists (\pi_0, \pi_1, \pi_0', \pi_1') \in \{(\pi \text{at}[S], \text{at}[S]) \mid \pi \text{at}[S] \in T^+ \} \ . \forall z \in V \setminus \{x'\} . q(\pi_0)z = q(\pi_0')z \land \text{diff} (\text{seqval}[y](\text{atf}[S])(\pi_0, \pi_1), \text{seqval}[y](\text{atf}[S])(\pi_0', \pi_1')) \}
\]
Equality holds in (11) if every environment is computable i.e. \( \forall \rho \in \mathcal{E} \mathcal{V} . \exists \pi \in \mathbb{T}^+ . q(\pi) = \rho \). Then imprecision comes only from \( \mathcal{F}_{\mathcal{A}}^e[[\mathcal{A}]] \) i.e. when it is impossible to evaluate \( \mathcal{A} \) in all possible environments. Notice that a reduced product with a reachability analysis providing an invariant \( \mathbf{at}[\mathbf{S}] \) will limit the possible values of the environments \( \rho \) and \( p[x' \leftarrow v] \) in \( \mathcal{F}_{\mathcal{A}}^e[[\mathcal{A}]] \) and therefore make the dependency analysis more precise.

- The abstract potential value dependency semantics of a conditional statement \( S ::= \text{if } (B) \text{ then } S_1 \) is specified in (12) below. It was discovered by calculational design. (The left restriction \( r \upharpoonright S \) of a relation \( r \in p(S_1 \times S_2) \) to a set \( S \) is \( \{ (x, y) \in r \mid x \in S \} \).)
\[ F_B^\text{eff}[S] \ni \ell \equiv \{ \ell \in \text{at}[S] \mid \ell \in \text{in}[S] \} \] (a)
\[ \| \ell \in \text{in}[S] \| \subseteq F_B^\text{eff}[S] \ni \ell \] (b)
\[ \ell = \text{aft}[S] \subseteq F_B^\text{eff}[S] \ni \text{aft}[S] \ni \text{nondet}(B, B) \] (c.1)
\[ \cup \| \ell \| \subseteq \text{nondet}(-B, -B) \cup \| \text{nondet}(-B, -B) \times \text{mod}[S] \] (c.3)
\[ \ell \subseteq \emptyset \] (d)

On entry (12.a), which is an instance of (8), variables in \( V \) only depend upon themselves as specified by the identity relation \( 1_V \).

The reasoning in (12.b) is that if a variable \( y \) depends at \( \ell \) on the initial value of a variable \( x \) at \( \text{at}[S] \), it depends in the same way on that initial value of the variable \( x \) at \( \text{at}[S] \) since the test \( B \) has no side effect. However, (12.b) also takes into account that if \( S \) can only be reached for a unique value of the variable \( x \) and the branch is not taken for all other values of \( x \) then the variable \( y \) does not depend on \( x \) in \( S \) since empty observations are disallowed by the abstraction (5) using the definition (2) of \( \text{diff} \).

The \( \leq \)-determinacy \( \text{det}(B_1, B_2) \subseteq [\text{nondet}(B_1, B_2)] \) is defined s.t.

\[ \text{det}(B_1, B_2) \subseteq \{ x \mid \forall \rho, \rho'. (\mathfrak{B}[B_1] \rho \land \mathfrak{B}[B_2] \rho') \Rightarrow (\rho(x) = \rho'(x)) \} \] (13)

\[ \text{nondet}(B_1, B_2) \supseteq V \setminus \text{det}(B_1, B_2) \]

So if \( x \in \text{det}(B_1, B_2) \) in (13) then \( B_1 \) and \( B_2 \) can both be true for at most one value of \( x \) (e.g. \( \text{det}(x=1, x=1) = \{x\} \) and \( \text{det}(x=1, x=1) = \emptyset \)). It is under-approximated by \( \emptyset \). Its complement \( \text{nondet}(B_1, B_2) \) in (13) is the set of variables for which \( B_1 \) and \( B_2 \) may both be true for different values of variable \( x \). It is over-approximated by all variables \( V \). A better solution is to use a reduced product with a value or symbolic constant propagation analysis as in Section 6.

If \( x \notin \text{nondet}(B, B) \) in (12.b) then \( x \in \text{det}(B, B) \) so the value of \( x \) is constant in \( S \). In no variable \( y \) in \( S \) can depend on \( x \). For example dependency \( t \) in
\[ (x = 1) \{ y = x \ ; \ell \} \]
which is the same as \( x = 1 \ ; y = x \ ; \ell \) which is the same as \( y = 1 \ ; t \), so \( y \) does not depend on \( x \) at \( \ell \).

(12.c) determines dependencies after \( S \) so compare two possible executions of that statement. In case (12.c.1) both executions go through the true branch. In case (12.c.2) both executions go through the false branch, while in case (12.c.3) the executions take different branches.

In case (12.c.1) when the test is true \( \mathbf{tt} \) for both executions, the executions of the true branch \( S \) terminate and control after \( S \), reaches the program point after \( S \) (recall that \( \text{aft}[S] = \text{aft}[S] \)). The dependencies after \( S \) propagate after \( S \) but only in case of non-determinism, e.g. for variables that are not constant.

The second case in (12.c.2) is for those executions for which the test \( B \) is false \( \mathbf{ff} \). Variables depend on themselves \( \text{at}[S] \) and control moves to \( \text{aft}[S] \) so that dependencies are the same there, but only for variables that can reach \( \text{aft}[S] \) with different values on different executions as indicated by the restriction to \( \text{nondet}(-B, -B) \).
The third case in (12.c.3) is for pairs of executions, one through the true branch and the other through the false branch. In that case \( y \) depends on \( x \) only if \( x \) does not force execution to always take the same branch, meaning that \( x \in \text{nondet}(\neg B, \neg B) \). If \( y \) is not modified by the execution through \( S_i \), then its value after \( S \) is always the same as its value at \( S_i \) (since \( y \) is not modified on the false branch either). In that case changing \( y \) at \( S \) would not change \( y \) after \( S \) so that, in that situation, \( y \) does not depend on \( x \). Therefore (12.c.3) requires that \( y \in \text{mod}[S_i] \).

The variables \( \text{mod}[S] \) modified by a statement \( S \) are

\[
\text{mod}[S] \ni x \ni \exists \pi_0, \pi_1. (\pi_0 \text{at}[S], \text{at}[S] \pi_1 \text{aft}[S]) \in S^\text{seq}[S] \\
\land q(\pi_0 \text{at}[S] \pi_1 \text{aft}[S]) \neq q(\pi_0 \text{at}[S])x
\]

(14)

In the style of [26], a purely syntactic and very rough over-approximation would be

\[
\text{mod}[x = E ;] \equiv [x] \\
\text{mod}[\text{if (B) } S_i \text{ else } S_j] \equiv \text{mod}[S_i] \cup \text{mod}[S_j]
\]

(15)

Again Section 6 applies. A reduced product with a reachability analysis would be more precise e.g. because the variable is constant on exit of \( S \) or a relational analysis such that linear equalities [40] shows that it is equal to its initial value.

Finally in case (12.d) the program point \( t \) is not reachable in \( S \) so, as stated in (9) there is not dependency at \( t \) originating from \( S \).

Example 8. Consider \( S := t \ L = H ; t' \). We have \( S^{\text{aff}}[S] t = \{(x, x) \mid x \in \mathcal{V}\} \) and \( S^{\text{aff}}[S] t' = \{(H, L) \cup \{(x, x) \mid x \in \mathcal{V} \setminus \{L\}\}\}. \)

We have \( \text{nondet}(H, H) = \text{nondet}(\neg H, \neg H) = \{L\} \) so that for the statement \( S' := \{ \text{if } t_i (H) t_i L = H \ ; \text{else } t_i L = H \ ; t_i \}' \), we have

\[
\begin{align*}
S^{\text{aff}}[S'] t_i = &\{(x, x) \mid x \in \mathcal{V}\} \\
S^{\text{aff}}[S'] t_3 = &\{(x, x) \mid x \in \mathcal{V} \setminus \{H\}\} \\
S^{\text{aff}}[S'] t_4 = &\{(x, x) \mid x \in \mathcal{V} \setminus \{L\}\} \\
S^{\text{aff}}[S'] t_5 = &\{(H, L) \cup \{(x, x) \mid x \in \mathcal{V} \setminus \{L\}\}\}
\end{align*}
\]

This is different and more precise than e.g. [5,26] since \( L \) does not depend on \( H \) at \( t_i \) and \( t_3 \) since, by def. \( \text{nondet} \), \( L \) is constant at \( t_i \) and \( t_3 \). So this is equivalent to \( t_i L = \text{true } t_i \) and \( t_3 L = \text{false } t_i \) which obviously would create no dependency.

In contrast [5,26] maintain an imprecise control dependence context, denoting (a superset of) the variables that at least one test surrounding \( S \) depends on.

Section 6 provides other examples of increased precision when taking values of variables into account. □

The abstract potential dependency semantics of a statement list

\( S_1 := S_1' \ S \) is
\[ F^\text{aff}_3[sl] : (t \in \text{labs}[sl']) \cup \bar{F}^\text{aff}_3[sl'] \ t \]

\[ \bar{F}^\text{aff}_3[sl] \ t = (t \in \text{labs}[sl]) \cup (\bar{F}^\text{aff}_3[sl] \ t) \]

where the composition \( \circ \) of relations is \( r_1 \circ r_2 = \{ (x, y) \mid \exists z \cdot (x, z) \in r_1 \land (z, y) \in r_2 \} \).

The first case (16.a) looks for dependencies at a program point \( t \) inside \( sl' \) so, by structural induction, this is \( \bar{F}^\text{aff}_3[sl'] \ t \).

The second case (16.b) looks for dependencies at a program point \( t \) inside \( s \). We exclude the case \( t = \text{at}[s] \) since \( \text{at}[s] = \text{atf}[sl'] \in \text{labs}[sl'] \) so this case has already been handled in the previous case (16.a).

Otherwise in (16.b), a variable \( y \) at \( t \) in \( s \) depends on the initial value of a variable \( x \) on entry \( \text{at}[sl] := sl' \) \( s = \text{at}[sl'] \in \text{labs}[sl'] \) if and only if \( y \) at \( t \) in \( s \) depends on the initial value of some variable \( z \) on entry \( \text{at}[s] = \text{atf}[sl'] \) of statement \( s \) and the value of \( z \) at that point depends on the initial value of a variable \( x \) on entry \( \text{at}[sl] \) of the statement list \( sl \). So there exists \( z \) such that \( \langle x, z \rangle \in \bar{F}^\text{aff}_3[sl'] \text{at}[sl'] = \bar{F}^\text{aff}_3[sl'] \text{at}[s] \) and \( \langle z, y \rangle \in \bar{F}^\text{aff}_3[s] \ t \), meaning that \( \langle x, y \rangle \in \bar{F}^\text{aff}_3[sl'] \text{at}[s] ; \bar{F}^\text{aff}_3[s] \ t \) is in their composition. As shown by Ex. 7, the precision can be improved by a reduced product with a value analysis.

- The abstract potential dependency semantics of an iteration statement \( s := \text{while} (t \cdot (B)) s_b \) is the following

\[ F^\text{aff}_3[sl] t' = (\text{lfp} F^\text{aff}_3[\text{while} (t \cdot (B)) s_b]) t' \]  

\[ F^\text{aff}_3[\text{while} (t \cdot (B)) s_b] X t' = \]  

\[ \begin{cases} t' = t \cup 1 \cup (X(t) \cup (F^\text{aff}_3 s_b t) \cup \text{nondet}(B, B)) & (a) \\ t' \in \text{in}[s_b] \cup X(t) \cup (F^\text{aff}_3 s_b t) \cup \text{nondet}(B, B) & (b) \\ t' = \text{atf}[s] \cup X(t) \cup (X(t) \cup (B \times \text{mod}[s_b])) & (c) \\ \end{cases} \]

\[ X(t) \cup (U_{t \in \text{brks-of}[s_b]} (F^\text{aff}_3 s_b t')) \cup \text{nondet}(B, B) & (d) \]

Since \( F^\text{aff}_3[s] \in \mathbb{P}^4 \rightarrow \mathbb{P}^4 \) is \( \zeta \)-monotone and the abstract domain \( (\mathbb{P}^4, \zeta, \lambda \cdot \mathcal{O}, \lambda \cdot \mathcal{V} \times \mathcal{V}) \) in (7) is a complete lattice, the least fixpoint \( \text{lfp} F^\text{aff}_3[s] \) of \( F^\text{aff}_3[s] \) exists by Tarski’s fixpoint theorem [62]. Moreover, since \( \mathbb{P}^4 \) is finite (at least when considering only the program labels \( \mathcal{L} \) and variables \( \mathcal{V} \) occurring in a program), the abstract properties of \( \mathbb{P}^4 \) have a finite computer memory representation and the limit of iterates [22] can be computed in finitely many iterations, which yields an effective static analysis algorithm.

\[ \text{lfp} F^\text{aff}_3[\text{while} (t \cdot (B)) s_b] \] is the least solution to the system of equations

\[ \begin{cases} X(t') = F^\text{aff}_3[\text{while} (t \cdot (B)) s_b] X t' \\ t' \in \mathcal{L} \end{cases} \]

which can be understood as follows.
(a) On loop entry the variables depend on themselves. After several iterations the dependency is the composition of the dependencies of the previous iterations \( X(t) \) composed with those \( S^a_{l}[[S_{b}]] t \) created by one more iteration. The composition \( \cdot \) is that used for a list of statements in (16). The restriction \( \text{nondet}(B, B) \) eliminates dependencies on variables with a single possible value on loop \( [re-]entry; \)

(b) The initial value of a variable \( x \) on loop entry flows to a variable \( z \) at \( t' \in [n][S_{b}] \) in the loop body if and only if the initial value of a variable \( x \) on loop entry flows to some variable \( y \) at loop entry \( t \) after 0 or more iterations (so \( \langle x, y \rangle \in X(t) \) and the value of variable \( y \) at the loop body flows to \( z \) at \( t' \) (so \( \langle y, z \rangle \in S^a_{l}[[S_{b}]] t' \)). Moreover the restriction \( \text{nondet}(B, B) \) eliminates the case when \( x \) is constant after the loop test \( B \). (The case when \( y \) is constant after the loop test \( B \) has been recursively eliminated by \( S^a_{l}[[S_{b}]] t' \));

(c) This case determines the dependencies on loop exit \( t' = \text{aft}[S] \), not knowing the values of variables, so the number of iterations and how the loop is exited is unknown. Therefore all cases must be considered.

- The term \( X(t) \) (where \( t \equiv \text{aft}[S] = \text{aft}[S_{b}] \)) corresponds to the case when the loop is entered and iterated 0 or more times before exiting so either the loop is never entered so each variable depends on itself by (17.a) or the dependencies on exit of the loop are those after the last iteration of the body;
- The term \( (X(t) ; (\forall \times \text{mod}[S_{b}])) \) covers dependencies originating from two executions decided by the initial values of a variable \( x \) such that in one case the loop is entered and exited 0 or more times before exiting so either the loop is never entered so each variable depends on itself by (17.a) or the dependencies on exit of the loop are those after the last iteration of the body;
- The term \( (X(t) ; (\forall \times \text{mod}[S_{b}])) \) covers dependencies originating from two executions decided by the initial values of a variable \( x \) such that in one case the loop is entered and exited 0 or more times before exiting so either the loop is never entered so each variable depends on itself by (17.a) or the dependencies on exit of the loop are those after the last iteration of the body;

- The term \( \bigcup_{\ell'' \in \text{brks-of}[S]} (X(t) ; S^a_{l}[[S_{b}]] t'') \) propagates the dependencies at the break ; statements within the loop body to the break point \( \text{aft}[S] \) after the loop;
- The term (17.c) can be refined to take the test determinism into account more precisely, by eliminating those cases for which it is sure that no two distinct executions can be found in the definition of dependency;

(d) The iteration statement \( \text{while} t (B) S_{b} \) introduces no dependency outside its reachable points.

- The remaining cases of the conditional with alternative, empty statement list, skip, break, and compound statements are similar.

6 Reduced product with a relational value analysis

\( \overline{S}^a_{3}[[A]] \) in (10) handles the case \( \overline{S}^a_{3}[[x - x]] = \emptyset \) while \( \text{vars}[x - x] = \{x\} \). As shown in Ex. 7, even more precision can be achieved by considering reachable environments only. The abstraction \( \alpha_{r}(S[[S]]) t \) of the trace semantics \( S[[S]] \) of a program component \( S \) by the classical relation abstraction

\[
\alpha_{r}(S) \triangleq \lambda t \in L \cdot \{(q(\pi_{0}), q(\pi_{0} \circ \pi_{1} t)) \mid \langle \pi_{0}, \pi_{1} t \rangle \in S\}
\]
provides a relation between the initial value of variables and their value at a program point \( \ell \) of \( S \) (the relation is empty if \( \ell \) is not in \( S \)).

Then the dependency analysis can be refined using this relational value information.

- For the assignment (10), the imprecision is only due to the term \( \mathcal{S}^{\text{aff}}[A] \) because it is impossible to evaluate the arithmetic expression \( A \) in all reachable environments on entry of the assignment (see step (11) of the calculation design). However, a relational value static analysis can provide relevant information.

For example, using a constant propagation either cartesian [41,67] or relational in [40,42,52], or a zone/octagon analysis [50], \( y \in \mathcal{S}^{\text{aff}}[A_1 - A_2] \) only if this analysis cannot prove that \( A_1 - A_2 \) is constant.

- For the conditional (12) and the iteration (17), the relational value static analysis can provide relevant information on non-determinacy \( \text{nondet} \) in (13).

- For sequential composition, conditionals, and iteration, it is also possible to refine the calculational design to improve compositionality. For example, in \( \textbf{if} (H) \ L=X; \ \textbf{else} \ L=X_2; \) the above relational value analyzes yield \( L=X_0 \) on exit of the conditional so \( L \) does not depend on \( H \).

This is better implemented by a reduced product [23,69,19] and side conditions in the dependency analysis (such as \( \mathcal{S}^{\text{aff}}[A] \) and \( \text{nondet} \)) refining dependencies using relational value information provided by the other domains in the product. This separation of concerns greatly simplifies the design of the analysis [25].

7 Examples of derived dependency semantics and analyzes

Independence Definite independence is the complement of potential dependency. [53,4,5] introduced a Hoare-like logic to statically check independences. It also takes nontermination into account so relies on a different definition of \( \neg \mathcal{D}^\ell(x, y) \). It is recognized that definite independence is an abstract interpretation but this is not used to design the logic which remains empirical.

Abstract non-interference/dependency The abstraction \( \alpha^\ell(S) \) of the semantic property \( S \) in (5) is meaningful for any semantic property \( S \), including abstract ones, as considered in abstract non-interference/dependency [29]. Given a structural semantic definition of this abstract property, the principle of design by calculational design of the abstract dependency remains the same.

Forward and backward dependency Dependency information is useful for program slicing [68]. The semantics \((20.3)-(20.9)\) considered in Section 2 is forward, defining the continuation in a program component of an initialization
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computation ending on entry of that program component. This forward dependency is adequate for forward slicing [5]. The dependency abstraction may be applied to a backward semantics defining the reachability in a program component of an finalization computation starting at that end of a program component or on a break. This backward dependency would certainly be more useful as a basis for slicing [68], or abstract slicing [37,57,49].

Dye instrumented semantics By analogy with dye-tracer tests in hydrology to determine the possible origins of spring discharges or resurgences by water source coloring and flow tracing [43], it has been suggested to decorate the initial values of variables with labels such as color annotations and to track their diffusion and mixtures to determine dependencies [17]. This postulated definition of dependency can be proved sound by observing that the initial color of variables can be designated by the name of these variables and that the color mix at point \( t \) for variable \( y \) is \( \{ x \mid S^\text{ref}[[p]] \in D_{\text{t}}(x, y) \} \). Note that in the postulated instrumented semantics, the choice of \( \text{diff} \) remains implicit as defined by the arbitrarily selected color mixing rules. Otherwise the instrumented semantics [38] need to be semantically justified with respect to the non-instrumented semantics, in which case the non-instrumented semantics can be used as well to justify dependency, as we do.

Tracking analysis Assume the initial values of variables (more generally inputs) are partitioned into tracked \( T \) and untracked \( U \) variables, \( V = T \cup U \) and \( T \cap U = \emptyset \). The tracking abstraction \( \alpha^\tau(D) \) of a dependency property \( D \in L \rightarrow \wp(V \times V) \) (7) attaches to each program point \( t \) the set of variables \( y \) which, at that program point \( t \), depend upon the initial value of at least one tracked variable \( x \in T \).

\[
\alpha^\tau(D)t \triangleq \{ y \mid \exists x \in T . (x, y) \in D(t) \}
\]

A tracking analysis is an over-approximation of the abstract tracking semantics

\[
S^\tau[[S]]t \cong \alpha^\tau(\alpha^\tau(\{S^\text{ref}[[S]]\}))
\]

assigning the each program point \( t \), a set \( S^\tau[[S]]t \in \wp(V) \) of variables potentially depending on tracked variables. Examples are taint analysis in privacy/security checks [28,61] (tracked is tainted, untracked is untainted); binding time analysis in offline partial evaluation [33] (tracked is dynamic, untracked is static) and absence of interference [30,66,15,36,45] (tracked is high (private/untrusted), untracked is low (public/trusted)).

8 Conclusion

Related work Definitions of dependency follow one of the approaches below.

\footnote{Some approaches are a mix of these cases. For example [69,19] postulates dependency on one trace as in 1, and then abstracts for a set of traces as in 3, and so uses the “Merge over all paths” approach of dataflow analysis [23], with no semantics justification of soundness.}
1. Dependency is postulated for a given programming language by specifying an algorithm [68,26] or a calculus [1] which is claimed, a priori, to define dependency. Since the definition is not semantic, it hides (and does not allow to discuss) important details and so is hardly transferable to other languages.

2. Dependency is incorporated in a semantics of the language instrumented with a policy [65] or flows [17]. The problem is that changing slightly the instrumentation definitely changes the variety of dependency which is defined. In particular, it does not guarantee that the notion of dependency is defined uniformly all over the language (e.g., conditionals and iterations might be handled using different notions of dependency).

3. Dependency is defined as an abstract interpretation of properties of a formal semantics [65,8,64], although the abstraction originally remained completely implicit [30,66].

Our approach is in the category 3. Besides a generalization beyond input-output dependency, we have shown that, although dependency is an “hyperproperty” (i.e., a property of the semantics which is a set of traces), we don’t need a different abstract interpretation theory for that case (as in [8,64] introducing specific collecting semantics abstracting general semantic properties). The classical approach [21,23] directly applies whichever kind of property is considered.

**Achievements** We have designed by calculus a new potential value dependency analysis between the initial value of variables and their value when reaching a program point during execution. It follows and formalizes the intuition provided by [26], “Information flows from object x to object y, denoted \(x \mapsto y\), whenever information stored in x is transferred to, or used to derive information transferred to, object y. A program statement specifies a flow \(x \mapsto y\) if execution of the statement could result in a flow \(x \mapsto y\).” “Information flow” is formalized as “changing initial values will change the non-empty sequence of values observed at a program point”.

An alternative [32,13,35] is to monitor an abstraction of the program semantics at runtime (Lem. 1 on prefix observation is not valid for all definitions of dependency so dynamic checking might be unsound [60,9]).

The analysis is not postulated but derived formally by abstract interpretation of the trace semantics. So our definition is concise and coherent. We found no need for extra notions like (hyper)p-properties [8], non-standard abstract interpretation [64], postulated instrumented semantics [70, Sect. 4], multisemantics [16], monadic reification [31], etc.

As shown by [13,34] and Ex. 7, taking values into account will definitely improve the precision of the dependency analysis. As noticed in Section 6, one possible implementation is by a reduced product of a dependency analysis with a reachability analysis [69,19].

The data-dependence analysis used to detect parallelism in sequential code [54] is also an abstract interpretation, see [63].
**Future work** The Def. 1 of $\mathcal{D}$ is certainly not unique. For example replacing $\text{diff}$ in (3) by equality would take into consideration timing dependencies (Ex. 5) and empty observations (Ex. 6). The methodology that we proposed in this paper can, in our opinion, be applied to a wide variety of definitions of dependency, as follows.

The semantics is a set of executions by pairs $\langle \pi_t, \ell \pi'_t \rangle$ where $\pi_t$ is the past before reaching $t$ and $\ell \pi'_t$ is the continuation. We define an abstraction of the past $\pi_t$ (e.g. the initial value of variables in our case). We define an abstraction of the continuation (e.g. $\text{seqval}$ (1) in our case). We define the difference between past abstractions (the initial values of variables only differ for one variable in our case). We define the difference between futures ($\text{diff}$ in our case). Then the abstraction of the future depends on the abstraction of the past if and only if there exist two executions with different past abstractions and different future abstractions. We conjecture that by varying the past/future abstractions and their difference, we can express the dependency abstractions introduced in the literature. Good examples are [29] for (abstract) non-interference and [12] for mitigation against side-channel attacks.
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