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Abstract Following an historical perspective, and restricted to my work with Rad-
hia Cousot, I discuss the origin and evolution of concepts in abstract interpretation
applied to semantics, verification, static and dynamic analysis, and algorithm design.

Abstract interpretation is a unifying theory of formal methods that proposes a
general methodology for proving the correctness of computing systems, by sound
(and sometimes complete) approximation on their semantics.

§ 1. Origin Radhia Cousot attended the Marktoberdorf summer school in July 25
to August 4, 1973 where Edsger Dijkstra showed program proofs by inventing back-
ward invariants which shortly after became the weakest precondition calculus [147].
Instead of inventing invariants, Radhia had the idea of calculating these invariants
by a backward analysis. To make the computation feasible she thought about starting
with intervals (from her numerical analysis and operational research background).

Back to Grenoble, she showed me her ideas and was a bit disappointed that I
disagreed with going backward (with an abductive reasoning) claiming that going
forward (with a deductive reasoning) would be more precise. But, not discouraged,
she made it forward and was convinced by an example showing better results with a
forward analysis (which we later understood as incomparable in general!).

§ 2. Widening The next problem was loops for which the analysis was going on
for ever. We first tried dichotomy, recurrence equations, etc. with moderate success
and then had the idea to push unstable bounds to infinity, which we called widening
since it made intervals larger. Definitely this process could not go on for ever with
finitely many variables. Widening captures mathematical induction by forcing the
convergence to an inductive program property.

§ 3. Example of widening (and narrowing) Consider the problem of inferring an
invariant for the program i=1; while (i<m) i = i+1;where m is some (possibly
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2 Patrick Cousot

large) integer constant¹. A mathematical reasoning would be that before the first loop
iteration, we have i ∈ [1, 1]. Before the second loop iteration, we have either i ∈
[1, 1] on loop entry or i ∈ [2, 2] after the incrementation so i ∈ [1, 2] is invariant
at that point of the computation. Making the induction hypothesis that i ∈ [1, 𝑛]
is invariant before the 𝑛th iteration, 𝑛 < m, the invariant would be i ∈ [1, 1] ∪
[2, 𝑛 + 1] = [1, 𝑛 + 1] before the 𝑛 + 1th iteration. Therefore, by recurrence on 𝑛, it
follows that i ∈ [1, 𝑛] is invariant before the 𝑛th iteration. This implies that 𝑖 = 𝑚 on
loop exit, assuming 1 ⩽ m ⩽ max_int (and that the program terminates). Inferring
automatically the induction hypothesis and then proving it correct is not a simple
task for computers on large non-trivial programs².

A widening will help, by enforcing convergence at the cost of a loss of precision.
We have i ∈ [1, 1] on loop entry, i ∈ [1, 2] after one iteration. At this point no
widening occurs, since the extrapolation should be between consecutive loop itera-
tions. One more iteration yields i ∈ [1, 3]. Since the upper bound is unstable the
widening extrapolates to i ∈ [1, max_int]. Therefore, we have i ∈ [m, max_int]
on loop exit, which is sound but imprecise.

Anticipating on Section § 9., the next iteration with test i<m tells us that i ∈
[1, m − 1] before any iteration. It follows after one more iteration that i = m on loop
exit.

Observe that after an increasing iteration with larger and larger intervals [1, 1],
[1, 2], [1, 3], widened to [1, max_int], we have a decreasing one from [1, max_int]
to [1, m]. This decreasing sequence might be infinite or slowly converging so that a
narrowing will enforce finite convergence by interpolation.

The resulting invariant will always be sound but, by Rice theorem [183, 7], it may
be imprecise. General alternatives to widening³ consist in considering finitary cases
or asking end-users to help in guessing the invariant and proving it correct, which
hardly scale up to dozens of millions lines.

Radhia had not abandoned the idea of going both forward and backward as shown
by her notes in fig. 1⁴. Their iterated forward-backwark reduction appeared later [31].

§ 4. From flowcharts to structural induction Of course the analysis was for
flowcharts since we were taught at that time that a good programmer first draws a
flowchart and then translate it into a program). Fortunately, under the influence of
Edsger Dijkstra [146], this methodology was abandoned, although flowchart/control-
flow graphs still persist in compilers. Most modern abstract interpretation-based

¹ A typical example is the loop of a synchronous control/command program to be executed every
clock tick.
² Typically the body of the external loop of a synchronous control/command program has millions
of lines.
³ Other methods such as policy iteration and acceleration are domain-specific.
⁴ In modern terms the forward analysis was computing a least fixpoint (also fixed point) by iteration
from the infimum (denoted

⊔d
now⊥) while the backward analysis was computing a greatest fixpoint

by iterating from the supremum [−∞, +∞] so as to include non-terminating executions. Moreover
being Cartesian, the forward and backward analysis where incomparable so no one is better than
the other.
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static analyzers work by structural induction that is induction on the program syntax
(as found in Hoare’s logic and denotational semantics).

Fig. 1 Early notes of Radhia Cousot on static interval analysis

§ 5. Bibliographic input Started in complete isolation, the work went on in the
context of a contract IRIA-SESORI (now INRIA) and we were evaluated at midterm
by Hervé Gallaire and Bernard Lorho who were very encouraging. Bernard Lohro
came with the 1970 paper of Fran Allen [5] and the thesis of Gary Kildall [164]
(later published as [165]). Michel Sintzoff, visiting Grenoble, gave us his 1972 paper
[190] and the 1973 paper of Ben Wegbreit [196] (later published as [197])⁵. Stephen
Schuman introduced us to the work of Mike Karr [158] (later published as [159])
and James King [166] (later published as [167]). None of these references nor their
citations were available in our computer science or mathematics libraries.

At first, we were somewhat discouraged thinking that these guys had invented
everything before us! But none had widenings and so none could handle intervals.
Moreover, we found errors in these papers (for example Kildall’s constant propaga-
tion is not distributive, Sintzoff’s rule of signs is wrong) while we had a general proof
of correctness of our static analysis algorithm, including for intervals as a particular
case. Our background in mathematics let us think that proofs do matter.

§ 6. Soundness and termination proof An important question was how to prove
the correctness of static analysis algorithms rather than postulating that they work

⁵ Bibliographic search and typesetting was entirely manual at the time, with delays from one to
three weeks, if ever, when requesting preprints!
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correctly by definition. The key idea is to refer to a formal definition of program
execution, that is an operational semantics (a concept that we ignored at the time).

The proof appeared in the final report of the SESORI report [72]. Properties 〈𝐸,
∅, ∪, ∇〉 of concrete values are axiomatized using a set 𝐸 of properties equipped with
a binary join operation ∪ and infimum ∅ (which is shown to induce a partial order)
plus a widening (satisfying ∀𝑥, 𝑦 ∈ 𝐸 . 𝑥 ∪ 𝑦 ≤ 𝑥 ∇ 𝑦 and a convergence hypothesis)
for which basic mathematical properties are proved ⁶. Abstract properties of each
variable also form a join-semilattice of abstract values with infimum 〈𝐸, ⊔d

, ∪, ∇〉
and widening ∇. As a typical example for integer variables, 𝐸 is the set of intervals
with ⊔d denoting the empty interval and the widening moving unstable bounds to
infinity. Abstract properties (called abstract contexts) which assign abstract values
to finitely many variables/identifiers are shown to have the same structure 〈𝐸, Φ, ∪,
∇〉, pointwise. This Cartesian abstraction⁷ was later extended to the notion of abstract
domain to include forward and backward transformers on relational properties.

The correspondence between sets of concrete and abstract values is established
through an abstraction (denoted @, now 𝛼) assumed to preserve finite joins and a
concretization (denoted 𝛾) where 𝛾 ◦ 𝛼 is extensive and 𝛼 ◦ 𝛾 is the identity⁸.
It is shown, in great detail, that these abstract contexts are join semi-lattices with
widening. Then program graphs are formalized together with paths, cycles, parti-
tions, etc. and Claude Berge (hyper)graphs theory [9] is used to determine loop heads
for widening. The interpretation of side-effect free assignment, test, junction, and
loop head graph nodes is defined as a map 𝑓 from concrete environments before ex-
ecution to concrete environments after execution of the node (that would nowadays
be understood as forward transformers for a small-step operational semantics).

Then the abstract interpretation 𝐹 of these graph nodes is defined and proved
to be increasing and locally sound in that ¤𝛼({ 𝑓 (𝜌) | 𝜌 ∈ ¤𝛾(I)}) ¤≤ 𝐹 (I) for
any abstract contexts I (where the dot notation means the pointwise extension from
abstract values to abstract environments). So the concept of collecting semantics is
left implicit.

Then a forward abstract interpretation algorithm is given to traverse the graph
from an initial abstract context on some structure 〈𝐸, ⊔d

, ∪, ∇〉, the abstract con-
text of all other nodes being the infimum Φ, until stabilization. Each iteration first
propagates the information at entry, junction, or loop head nodes to the next junction
or loop head nodes. Then the join at junction nodes and widening at loop heads is
computed. This is repeated until stabilization at loop heads.

⁶ Having not yet discovered Garrett Birkhoff’s lattice theory [15] at the time, they were not named
“join-semilattice with infimum and widening”!
⁷ Cartesian abstractions disgard any relation between variables, program points, etc.
⁸ Thanks to a discussion with Claude Benzaken pointing to Garrett Birkhoff’s lattice theory book
[15], we discovered complete lattices [15, Ch. V], Galois connections [15, Ch. V, §8], and Tarski’s
fixpoint theorem [15, Ch. V, Th. 11], [192]. It took us some time to understand that our pair 〈𝛼,
𝛾〉 was (almost) a Galois connection, since they are defined semi-dually in [15, Ch. V, §8]. They
also preserve arbitrary joins (not only finite ones) of posets and are not necessarily surjective, that
is, 𝛼 ◦ 𝛾 is reductive.
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For the termination proof, the successive abstract contexts at each node are shown
to be increasing, hence would be strictly increasing at loop heads in case of nonter-
mination. This would be in contradiction with the definition of the widening ∇ on
abstract contexts (previously derived pointwise for the widening ∇ an abstract val-
ues).

For soundness, it is shown that the algorithm stops with stable contexts, mean-
ing that one more iterations imply the same result⁹. The main theorem shows, by
recurrence , that at any point in any execution (understood as a sequence of concrete
contexts assigning values to variables) of the graph reaching a node will have values
of variables in the concretisation of the abstract context of that node.

Since the forward abstract interpretation algorithm involves only abstract con-
texts, its termination proof involves only abstract contexts, and the soundness proof is
relative to concrete executions , the algorithm and its soundness proof apply equally
well to relational analyzes such as [158] which is (based on a poset satisfying the
ascending chain condition, so ∇ = ∪).

Several examples are given (intervals and parity for integers, nullity of pointers).

§ 7. Initial publication The main innovative contributions were the introduction
of the widening, of soundness with respect to a concrete semantics using abstraction
and concretization functions, the original interval example, together with its correct-
ness proofs. The paper was rather long (126 p.), with a lot of very similar cases due
to the use of flowcharts with 6 kinds of nodes, and written in French, so had no im-
pact at all (6 citations on Google Scholar¹⁰, including 2 by ourself). The paper was
translated in English (18 p., without proofs). In addition, it included the idea of dual
abstract interpretation¹¹ [71] (13 citations onGoogle Scholar, including 2 by ourself).
Submitted for publication and accepted at the ISOP conference (now ESOP) [73],
we had in between discovered and cited the pioneer work of Peter Naur on pseudo
evaluation [178, 177]. Fortunately Peter Naur was our session chair and thanked us
for building so beautifully upon his work¹². He also stopped Wilhelm De Roever,
trying to find counter-examples to termination, “there is a proof, which means you
cannot find a counter-example”. On Google Scholar, the paper is cited by 751.

§ 8. Development of the theory from an algorithmic to an algebraic frame-
work The year 1975-79 were very productive¹³ and saw the development of basic
ideas in the theory of abstract interpretation. Although the work was more or less
simultaneous depending on the inspiration of the day, we use a mix of chronologic
and thematic presentation of these ideas.

⁹ In modern terms, the iterations stop at a postfixpoint, not necessarily a fixpoint.
¹⁰ Citation counts were collected on Nov. 30, 2022.
¹¹ In modern terms using greatest instead of least fixpoint.
¹² We did not dare tell him that the citation was a posteriori!
¹³ Up to abandoning hiking, climbing, and cross-country skiing in Grenoble, at least during working
days.
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§ 9. Narrowing We observed that the abstract interpreter could go on iterating
after finding a solution and this improved the solution (see Example § 3.). This im-
provement might be slow to converge (e.g. for intervals), so we had to enforce rapid
convergence. Since dual widening was not working¹⁴, we invented the narrowing,
as well as dual widening and narrowing, which first appeared in [74], see [59] for
examples.

§ 10. Fixpoints We also rapidly understood that the abstract interpreter was solv-
ing a (system of) fixpoint equation(s), and that, by Tarski’s fixpoint theorem, there
was a least solution (under function increasingness and complete lattice hypotheses),
and moreover, least fixpoints can be computed iteratively for additive/join preserving
functions. We also observed on simple mathematical examples that, for increasing
functions not satisfying join preservation, iterating beyond infinity also yields fix-
point solutions. Having learned set theory in the book [175] of James Donald Monk
(a student of Alfred Tarski), in particular the John vonNeumann encoding of ordinals
[179], we where ready to consider transfinite iterations that lead to the constructive
version [82] of Tarski’s fixpoint theorem¹⁵.

§ 11. Verification Bibliographic search on fixpoints and semantics lead us to the
work of Zohar Manna with Stephen Ness and Jean Vuillemin [170]; with Shmuel
Katz [163] ¹⁶, pointing to Dana Scott [187, 188]. Together with Edsger Dijkstra [148],
this inspired us to look for a link between fixpoints, program semantics, and verifi-
cation¹⁷. This work is reported in [75] (175 citations on Google Scholar).

Program properties are first-order predicates attached to program points relating
initial and current values of variables (nowadays we use set theory to cope with inex-
pressivity problems of logics). By pattern matching of the program syntax, a system
of equations is built using forward strongest postcondition transformers (to get re-
lational reachability)¹⁸ [75, Ch. 3] ¹⁹. By Tarski’s fixpoint theorem, these equations
have a least fixpoint which we called “optimal invariants” (after [171], which is un-
fortunate since “strongest” would have been much better). This strongest invariant
provides a proof of total correctness (including termination) [75, Ch. 4]. By con-
sidering inequations instead of equations, we get, by Tarski’s fixpoint theorem, an

¹⁴ Starting from a postfixpoint over approximating the least fixpoint, a decreasing sequence will
converge above the least fixpoint under Tarski’s fixpoint theorem hypotheses. A dual widening
would extrapolate with under approximations whichmay lead to an under approximation of the least
fixpoint, i.e. an incorrect invariant. By contrast, a narrowing will interpolate by over approximation
and so will converge above the least fixpoint.
¹⁵ The review was so knowledgeable, helpful, and generous that we have always thought it might
have been by Alfred Tarski himself.
¹⁶ At the time, the C.A.C.M., available in our library, was our main source of information.
¹⁷ Although [148, Ch. 5] has no explicit fixpoints, we recognized them as being implicitly defined
iteratively. This was later corrected in [151] and [150, Th. 8].
¹⁸ We later understood that structural induction as found in Scott-Strachey denotational semantics
[189] and Gordon Plotkin’s structural operational semantics [182] is much more readable, although
mostly equivalent, “mostly” since patterns can be ambiguous while induction on the program syntax
is not.
¹⁹ Nowadays rule-based deductive systems are used but the structural induction idea is the same.
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overapproximation suitable for partial correctness [75, Ch. 5]. We show in [75, Ch.
6] that this yields symbolic execution [166]. Using difference equations, it is pro-
posed to build the symbolic execution tree by chaotic iteration (see the forthcoming
Sect. § 14.), inferring an inductive term for the tree, and passing to the limit by hand
[75, Ch. 7]. However as, we said at the end of this Ch. 7, automating the inference of
the inductive argument is difficult (and still not solved in symbolic execution which
considers a few prefixes of a few executions paths, a trivial abstract interpretation by
under approximation). In [75, Ch. 8] we showed that invariants can be discovered
by strengthening chaotic iterations, a widening in disguise with no convergence hy-
pothesis. The conclusion is a bit optimistic but recognizes that the ”semi-automation
resolution of the semantics equation is a terrific task”²⁰. We were enthusiastic about
understanding that semantics and verification can be explained in the abstract using
a few concepts of fixpoints, successive approximations, chaotic iterations, etc. We
wrote several papers to explain that in more details [79, 30, 76], all rejected! Nev-
ertheless, the paper [75] has 175 citations according to Google Scholar, not so bad
(compared to the average 1.75 citations per paper in computer science). See also [61]
for a recent discussion of verification by abstract interpretation. A very singular point
in this verification work is [53] where we used semidefinite programming methods
to solve equations. We abandoned this promising venue for non-linear properties be-
cause of the imprecision of the solvers providing no formal correctness guarantee.

§ 12. Abstract Interpretation: A Unified Lattice Model for Static Analysis of
Programs by Construction or Approximation of Fixpoints Although it came
after more than three years of work, the 1977 POPL paper [74] is often cited as the
foundational paper in abstract interpretation. It is the most cited paper of the POPL
conference (with 5615 citations but 8725 citations on Google Scholar, 8366 on Mi-
crosoft Academic, 6557 on Semantic Scholar, 6035 on Research Gate, 4040 on the
ACM Digital library which shows that the automated collection of references is in-
complete and the number of citations is definitely proportional to the size of commu-
nities. Recent papers in machine learning typically have 10-50 thousands citations.
In contrast Robert Floyd’s fundamental paper on “Assigning meanings to programs ”
[152] has 4067 citations on Google Scholar. Citation counts are certainly both unre-
liable and meaningless when taken out of context. Moreover, I have always suspected
that most authors cite the paper by mimicry, without even reading it.).

Ch. 3 defines the syntax and semantics of flowcharts (built by structural induction,
that’s the limit!).

Ch. 4 defines their equational collecting reachability semantics (called static se-
mantics) as a least fixpoint and illustrates different alternatives shown in Fig. 2

²⁰ As an example of unfortunate linguistic calque in our papers, we use “terrific” with its French
meaning of ”terrifiant” that is causing terror which is archaic in English.
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Fig. 2

that explains lattice duality (∪/∩), forward reachability (→) versus backward acces-
sibility (←), and greatest (↑) versus least (↓) fixpoint.

Ch. 4 introduces the abstract interpretation framework using Galois retractions
(surjection/insertion/embedding). At the time we had not reached Ch. V, §8 on Ga-
lois connections of Garrett Birkhoff’s book [15] so the connection was not yet made!
To justify our need for a formal semantics, we explain that data flow analysis prob-
lems (such as available expressions), although purely syntactical, do fit in this frame-
work but, in general, a semantic-based approach is needed, citing Gary Kildall’s
constant propagation [165]. Several years later, I showed that the syntactic and se-
mantic points of view lead to incomparable definitions of live variables [65], not
a good news for compiler correctness! A first example is to abstract sets of states
into predicates (more precisely isomorphic infinite disjunctive/conjonctive normal
form of atomic predicates which are assignments of values to variables), and show
that Floyd’s methods can be justified as a postfixpoint²¹. Of course using first-order
predicates instead would be without best abstraction and incomplete.

Ch. 6 is about “consistent abstract interpretations” (that is soundness through
commutation of transformers with abstraction and concretization) summarized by
Fig. 3

Fig. 3

where an abstract transformer Int(a,C̃I) for a statement a overapproximates the
concrete transformer Int(a,C̃I) up to the correspondance 〈α̃, γ̃〉 between concrete
and abstract properties.

The next Ch. 7 is on the lattice of abstract interpretations, based on the idea that
given a semantics 𝜆𝜆𝜆𝑃 . 𝑆J𝑃K of programs 𝑃, the abstractions of the strongest prop-

²¹ At the POPL 77 conference, Ed. Clarke asked us to cite his thesis where he said to have invented
fixpoint characterizations of program correctness (which, as noticed e.g. in [84] can be traces to
David Park [181]) . We asked him to sent us his thesis, but we never received it. In good faith,
I cited him in my thesis. Years later, on April 12, 2012, I gave the Gaschnig/Oakley Memorial
Lecture (SCS Distinguished Lecture Series) at Carnegie Mellon University. He publicly claimed to
have invented abstract interpretation in his thesis, now online http://www.cs.cmu.edu/~emc/
hoare/thesis.pdf hence checkable. A funny widening!
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erty, i.e. it’s collecting semantics 𝜆𝜆𝜆𝑃 . {𝑆J𝑃K} of each such program 𝑃 by a Galois
connection 〈𝛼, 𝛾〉 can be organized, up to equivalence, in a complete lattice (isomor-
phic to the lattice of all closure operators 𝛾 ◦ 𝛼). Several examples are given (col-
lecting semantics, intervals, constancy, signs, constants with signs, etc.). Designing
a semantics, proof method, or static analysis essentially consists in characterizing a
point in this lattice²². This idea yielded to the hierarchy of semantics of section § 27.

Ch. 8 discusses the correctness and termination of the resolution of abstract equa-
tions by iteration referring to various possible hypotheses to ensure finiteness. It pro-
vides an example of infinite iterates (with an example on probabilistic analysis of the
performance of programs. Probabilistic static analysis camemuch later [141] and still
lacks effective widenings ²³).

Ch. 9 is on iterative least fixpoint approximation methods, the instantiation of this
idea with widenings to get an overapproximation from below to reach a postfixpoint
(and no longer a fixpoint as in [72], which is less precise) and then a truncated de-
creasing sequence or with narrowing to reach a fixpoint, as well as there duals for
greatest fixpoints.

AAS : ascending approximation sequence
DAS : descending approximation sequence
TAS : truncated ascending sequence
TDS : truncated descending sequence

Fig. 4

The conclusion in Ch. 10 states that abstract interpretation is certainly the weakest
mathematical model to data flow analysis, in optimizing compilers type verifica-
tion, type discovery (inference), program testing, symbolic evaluation, program per-
formance analysis, formalization of semantics, verification of program correctness,
discovery of inductive invariants, proofs of program termination, program transfor-
mation. This was an ambitious research program which took us decades to fulfill in
part.

Whereas the call for papers required a five page summary of the work, our sub-
mission dated August 12, 1976 was 101 manuscript pages, sent in maybe a dozen
copies, one for each program committee member. Since the submission was too long
to fit on 15 pages, we had to eliminate a few subjects in the final version, such as type
checking and inference, backward analysis, live variables, trace semantics, symbolic
execution, pointers and sharing, etc. The program chairman, Ravi Sethi, decided to
anonymize the submissions and erased all citations, so told us that he had to white-
out all references by hand in all of our copies. During the conference, Zohar Manna

²² The definition of equivalence of two abstract domains by existence of two Galois retractions
between them is not antisymmetric [21]. Therefore, we later changed the definition in [83, Th. 8.0.1]
of the equivalence of Galois connections 〈𝛼𝑖 , 𝛾𝑖 〉 to be the isomorphism between their closures
𝛼𝑖 ◦ 𝛾𝑖 . This is isomorphic to the closure operators on a complete lattice (i.e. the collecting abstract
domain), which, by Ward theorem [195, Th. 5.3], is a complete lattice.
²³ Incidentally, the paper was rejected at POPL with C’s and D’s. After shortening by elimination of
background matter and reformatting, it was accepted at ESOP with three A’s. TEX and competent
reviewers do matter!
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took us apart to tell us ”never do that again”. Decades later, Zohar Manna told us
that he had hard discussions during the program committeemeeting to have the paper
accepted. His motivation was the diagram shown in Fig. 4 where iterations reach fix-
points which are not extremal (neither least nor greatest). He thought we had solved
the optimal fixpoint problem of [171]! The picture made it!

§ 13. Recursion and modularity We also worked on recursive procedures [78]
(to answer critiques that flowcharts do not account for recursivity). The input-output
semantics is relational and defined by a system of recursive equations which solu-
tion is an exact procedure summary. Two widenings are used both to avoid infinitely
many calls with different parameters and infinitely many results. The approxima-
tion is handled from a topological point of view using closure operators inspired by
[187]. Chaotic iterations are extended to higher order, with a bug²⁴ later corrected by
Mads Rosendahl (with additional hypotheses [185]). Examples include intervals and
heap analysis (to answer critiques that abstract interpretation can only cope with nu-
merical domains). 243 citations on Google Scholar. A computer science paper with
topology is probably too much ²⁵.

We came back to the subject two decades later in the form of modular static anal-
ysis [109] later published in [111], with no more success (228 citations on Google
Scholar)!

§ 14. Chaotic and asynchronous iterations Having observed that different itera-
tion strategies may lead to different results (due to the widening not being increasing
in its first parameter), we looked for mathematical results on iteration, mainly in
numerical analysis. We found the notion of chaotic iteration in the work [184] of
François Robert (a professor of numerical analysis in Grenoble) and their general-
ization by asynchronous iterations, including with memory, in the work of Gérard
Baudet [8]. We discovered a bit later that these chaotic iteration ideas originated
from Dan Chazan and Willard Miranker [23]. After an erroneous attempt in [75] for
chaotic iterations, we got it right for asynchronous iterations with memory in [29]:
solving increasing equations on a complete lattice by asynchonous iterations with
memory always yields the least fixpoint (thus excluding widening which is not in-
creasing!) [29]. Having seen the report [29], François Robert pointed to a similar
result by Jean-Claude Miellou [173], three months earlier. But we had no continuity
hypotheses (we used transfinite iterations instead) and, more importantly, we had no
hypothesis that the iterates are increasing (which requires a costly synchronization
between parallel processes). François Robert encouraged us to publish the results but
the submission was rejected under the claim that this result was part of the computer
science folklore [168] and moreover transfinite iterations are useless in Computer
Science as proved by Dana Scott’s continuous semantics. Nevertheless the result
holds for any partial order (not only the specific Dana Scott’s order which happens

²⁴ The sequence of abstract properties of procedure actual parameters along recursive calls is not
necessarily increasing, although this was enforced when using widenings.
²⁵ Anecdotically, Ugo Montanari told us that no one understand abstract interpretation theory be-
cause it is not phrased in category theory. We never went to this extreme, but sheaves looks to be
perfect candidates. See also the categorical construction of [194].
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to be continuous [186]) and unbounded nondeterminism yields increasing but non-
continuous transformers [151] (despite rejection the paper has 62 citations onGoogle
Scholar). For a few decades now the preferred iteration strategy with widening is that
of François Bourdoncle [20] which is empirically adequate, but the best compromise
between efficiency and precision is still to be found and proved optimal.

§ 15. Types In 1977, we published a paper [77] explaining that types could be
value dependent if formalized by abstract interpretation (which is nowadays well-
recognized through liquid types, dependent types, gradual types, etc). Twenty years
later, invited by Neil Jones at POPL 1997, and, at the time, POPL being essentially
about types, I showed that type inference in higher order languages are abstract in-
terpretations with widenings [41]. I think this answered the criticism that program
analysis is unpredictable because of widening whereas that is not the case for type
systems with well-defined inference rules. The point is just that the widening is hid-
den in the rules and I showed that changing the hidden widening changes the pre-
cision of the type system. Another point was to show that abstract interpretation
applies to functional languages with denotational semantics. The paper has had very
little success (259 citations on Google Scholar) since the proof of soundness of type
systems are most often based on preservation and progress with respect to an oper-
ational semantics. I recently showed that this is also an abstract interpretation [69]
that could be useful in applications outside typing.

§ 16. Galois connections, closures, Moore families, etc The bibliographic
search and study of Galois connections, led us to closure operators, Moore fami-
lies, etc. The understanding that it was possible to project the abstract domain in the
concrete by the upper closure 𝛾 ◦ 𝛼 which made, at least theoretically, the study
abstraction independent of a specific implementation. Nevertheless, abstraction and
concretizations pairs 〈𝛼, 𝛾〉 are still useful to describe property encodings and imple-
mentations.We also studied weaker forms of closures [81] since best approximations
are often a too strong hypothesis.

§ 17. Transition systems For conciseness of concepts and proofs, Claude Pair
advised us in 1978 to use transition systems (i.e. a relation on states, which we called
“discrete dynamical system” by reference to dynamical systems in mathematics and
physics), which I did in [31], then submitting [32], which was rejected, but the con-
cepts were reused in [33]. This considerably densified the presentation of basic con-
cepts (without the need to go through all the details of a programming language syn-
tax and semantics) and drastically shortened the proofs, but also narrowed the scope
of application, e.g. to higher-order functional language without going to operational
details.

§ 18. Méthodes itératives de construction et d’approximation de points fixes
d’opérateurs monotones sur un treillis, analyse sémantique de programmes
At that point, I had enough content for my thesis [31].

Ch. 2 includes complete lattices, closures, fixpoint theorems, continuity, itera-
tions, elimination methods, and the new asynchronous iterations with memory.
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Ch. 3, introduces transition systems and their inverse (to cope with backward anal-
ysis). The basic idea is that all results on program verification and analysis can be
concisely formulated using transition systems: (small-step) operational semantics,
exact semantic analysis (using pre and post conditions, static partitioning to cope
with local invariants, fixpoint characterization of forward reachable and backward
accessible states), and applications to invariance verification (by Peter Naur, Robert
Floyd, Tony Hoare, and Edsger Dijkstra methods), termination, incorrect termina-
tion, nontermination, combination (intersection) of forward reachable and backward
accessible states.

Ch. 4, on constructive methods of fixpoint approximation for increasing functions
on complete lattices. The first method is to simplify the equations based on closure
operators and their equivalents. A series of theorems shows that complete lattices are
preserved by this abstraction and that all possible closures form a complete lattice
(i.e. the so-called lattice of abstract interpretations). Numerous theorems are recalled
if classic or prove to characterize the properties of closures.

The secondmethod is convergence acceleration bywidening, narrowing, and their
dual convergence operators elaborating on [74]. A distinction is made between con-
vergence operators to over approximate solutions and those with the additional prop-
erty of ensuring finite convergence, which are two orthogonal problems. This is often
misunderstood. For example Graig interpolation is a dual narrowing not enforcing
convergence [59].

Ch. 5, applies the previous results to static analysis, giving the examples of par-
ity, signs, their combination by a reduced product, live variables and available ex-
pressions handled syntactically, constant propagation, pointer nullity, equivalence
classes of pointers that may reach the same memory cell, simple typing, all with lat-
tices satisfying the ascending chain, as well as intervals and polyhedra for infinitary
analysis with convergence acceleration, and finally iterated combination of forward
reachability/backward accessibility of analyses. Finally these abstract interpretations
are ordered in a lattice which supremum is an analysis of the connexity of the pro-
gram flow graph.

Ch. 6 on the analysis of recursive procedures is an improvement over [78].
Ch. 7 concludes that much remains to be done (including e.g. equations with

complements which are not increasing, still a difficulty!).

§ 19. Automatic discovery of linear restraints among variables of a program
The polyhedral analysis to infer invariants of the form 𝐴𝑋 <= 𝐵 where 𝐴 is a ma-
trix, 𝐵 is a constant column, and 𝑋 is column of values of variables [140], was de-
signed and implemented byNicolas Halbwachs (using the double descriptionmethod
and reinventing many polyhedron manipulation algorithms). This was certainly the
first implemented static analyzer based on the theory of abstract interpretation. The
widening eliminated unstable constraints. Its precision was improved by Nicolas
Halbwachs in his thesis [155] by keeping some redundant constraints. The narrow-
ing was a few more decreasing iterations. The analyzes were surprisingly precise, in
particular because of the inference of affine relations between variables that never ap-
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pear in the same statement, see for example the HEAPSORT algorithm, [140, p. 95]²⁶.
The research on the polyhedral analysis efficient implementation, refinement, and
extensions [25, 26, 27, 28] has been very active since four decades (2114 citations
on Google Scholar).

§ 20. Systematic Design of Program Analysis Frameworks Many of the new
results obtained in my thesis were published in [83]. The program semantics of a pro-
gram graph is defined by an abstract transition system, that is a complete lattice of
abstract properties and abstract transformers for assignments and tests nodes (so that
transitions are on abstract properties and backward analysis is nothing but forward
analysis for the inversed transformers of the inversed graph). The abstract property
attached to each program points can be calculated in two ways. One is the least fix-
point of a system of equation defined using the abstract transformers. The other is
the “merge over all paths” (MOP). It consists in propagating the abstract property
along each program prefix path using the transformers and then merging (by a join)
the abstract properties collected at each program point along any program path. This
is to refute an argument of the time that fixpoint are imprecise.

A “very reasonable hypothesis” introduces the notion of best/most precise overap-
proximation of a concrete by an abstract property. Formalizations by upper closures,
Moore families, complete join congruences, family of principle ideals, and Galois
connections are shown to be equivalent. The emphasis is on best transformers (left
implicit in Fig. 3 of [74]) and the composing abstractions.

Given a concrete domain, increasing concrete transformers, and an abstract do-
main, it is shown how to design sound (and complete) abstract transformers for both
MOP and fixpoint abstract semantics. Examples are given such as the prefix trace se-
mantics, the reachable states, and available expressions for which MOP and fixpoint
solutions coincide. This shows that constructing abstract semantics proves correct-
ness, which is better that postulating the data flow equations, as common at the time
(and still today). This also shows the necessity of reasoning in traces rather than in-
variants, since available expressions are definitely not an abstraction of reachable
states.

If the abstract transformers do not preserve arbitrary joints then the MOP and fix-
points definitions of program properties may be different, the MOP solution being
always more precise. So fixpoint-based program analysis was generally considered
inherently imprecise. We showed that the problem is not with fixpoints but with the
abstract domain. First we observed that when the abstract property are sets of reach-
able states, the two solutions are the same. More generally, this is the case when
the abstract transformers preserve arbitrary joins (previous results assumed the ab-
stract domain to be ACC/Noetherian²⁷). Finally, it is shown that any non-distributive
abstract domain can be refined by a powerset construction into a distributive one,
which is more precise and for which MOP and fixpoint definitions of abstract prop-
erties exactly coincide. However, the powerset abstract domains might be infinite

²⁶ Incidently the Heapsort program starts with a division, which was not implemented, and was
erroneously handled by hand. Fortunately, this analysis after this initialization error is correct!
²⁷ ACC stands for ascending chain condition, i.e. any strictly increasing chain is finite.
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which requires using widenings which can always be chosen to be more precise than
the original analysis. (For example the ACC constant propagation lattice becomes
the powerset of values with infinite chains. A possible widening will extrapolate sets
other than empty and singleton sets to all values. Doing that only for sets of cardinal-
ity larger that 𝑛 ⩾ 1 provides an infinite chain of more and more precise widening
where constant propagation is 𝑛 = 1.) Thus shows that the concept of MOP is super-
fluous since in can be exactly expressed using fixpoints, but not conversely.

The last chapter of [83] is on the combination of abstract interpretations. The
general idea is to construct complex abstract domains from simpler ones. The first
is the reduced (cardinal) product which concretization is a logical conjunction. It
can be understood as a Cartesian product with a reduction propagating information
from components to components (for example odd in parity and ⩾ 0 in signs reduces
the sign to > 0). The reduced product is also the greatest lower bound in the lattice
of abstract interpretation. In overapproximate form, this is the basis for organizing
abstract interpreters. In a later detailed study [133, 135, 136], we showed that the
idea is also used in SMT solvers using Open-Nelson algorithm (where the reduction
is only for equalities and inequalities). The reduced cardinal power allows for case
analysis (which applied recursively yields e.g. BDDs or choice-based arborescent
domains [24, 134]). A full version with proofs was submitted and rejected since the
POPL submission was not marked “Extended Abstract”, discouraging, isn’t it?

§ 21. Parallelism We applied the abstract interpretation theory to the verification
and static analysis of shared memory and synchronously communicating parallel
processes (with an interleaving semantics).

Themain idea is that proof methods by Edward Ashcroft (1975), RobertM. Keller
(1976), Suzan Owikci and David Gries (1976), Leslie Lamport (1977), etc. are all
applications of fixpoint induction, with different abstractions formalized by Galois
connections [84]. The paper was submitted, rejected (despite a signed and laudative
review by Leslie Lamport), and recycled, in part, in [88].

For static analysis, the interleaving semantics leads to a costly analysis of interfer-
ence. Hoping for reduced interference costs, we considered Tony Hoare’s communi-
cating sequential processes (CSP) [85]. The static analysis repeats the local analysis
of each individual processes between initialization and communication points fol-
lowed by an analysis of the synchronous communications. The cost remains high be-
cause a global relational invariant is needed to capture the information flow through
all processes.

Our research on parallelism stopped by lack of funding, the short-sighted view
being that, by Moore’s law doubling transistor counts every two years and Dennard
scaling enabling increases in clock frequency, parallel machines would be surpassed
two years later by sequential ones! May be also by lack of interest, [85] has 60 and
[88] has 48 citations of Google Scholar.

§ 22. Proof methods and induction principles Having discussed at lot with Rod
Burstall while he was visiting Grenoble²⁸, we understood that static analysis algo-

²⁸ Being the PhD adviser of Alan Mycroft, he ensured that abstract interpretation crossed the chan-
nel!
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rithms are nothing but abstractions of proof methods. We concentrated for nearly a
decade on studying program verification, trying to be independent of specific lan-
guages thanks to transition systems (i.e. assuming a small-step operational seman-
tics) and formulating proof methods as induction principles (and their duals as in Fig.
2 plus negation ¬) [86] so as, e.g. to allow for a backward contrapositive method).
This was extended to parallel programs [90] (in French, cited by 1 onGoogle Scholar,
this one being ourselves :).

We were particularly interested in Rod Burstall’s method involving symbolic ex-
ecution and induction [22] which worked very well on recursive procedures and for
total correctness. Nevertheless, we had difficulties to compare it to invariance and
termination proofs by variant functions (à la Naur/Floyd/Hoare). Since the two for-
malisms looks different, we introduced an extension [34] of Hoare’s logic for a sim-
ple non-deterministic imperative iteration programs with random assignment to cope
with Rod Burstall’s method hand simulation by unrolling loops plus a structural in-
duction rule. The proof outline can be presented using local assertions as in Hoare’s
logic, up to the unrolling of loops to cope with induction.

The next question was whether the two methods are equivalent, that is, given a
proof by one method is it possible to rewrite that proof to be a proof by the other
method? Comparing logics is impractical since it is language dependent and many
cases have to be considered for all language constructs. So we used transition sys-
tems, both for [Turing/]Naur/Floyd/Hoare’smethod [89] (for partial and total correct-
ness including for parallelism) and Burstall’s method [87]. Given an ordinal (built
out of the program structure and well-founded relations), the inductive invariant re-
lates program initial states to intermediate and final states for each such ordinal. Its
proof considers a transition (“hand simulation”) and the use of induction hypotheses
at lower ranks (“little induction”). The same idea is behind “segments” in [122].

The equivalence proof [91] (which was published eight years later, the manuscript
having been lost in the editorial process) essentially consists in recursion elimi-
nation in Burstall’s invariant for each ordinal using a transfinite stack to get [Tur-
ing]/Naur/Floyd/Hoare’s invariant relating initial and intermediate states.

This proof explains why Burstall’s method works so well for recursion, why it
is more powerful than [Turing/]Naur/Floyd/Hoare’s method. It was implicitly used
in [78] and in ASTRÉE in particular in the form of unrolling (“hand simulation”)
where the “little induction” is by widening. So automatic proof of the soundness
of static analyzers based on [Turing/]Naur/Floyd/Hoare’s logic (such as [157, 6])
cannot directly account for ASTRÉE which, when unrolling loops and recursions, uses
intermittent assertions [22, 172, 91] which are not invariants.

To conclude this section let us mention an attempt to present computer logics in-
dependently of a specific programming language [92]; the abstraction of induction
principles for transition systems to fixpoint induction principles [46]; more recently
induction principles for proving safety and termination properties [122]; and induc-
tion principles generalizing Dana Scott’s induction for proving the total correctness
of programs with denotational semantics [64]. A sound and complete proof method
for general liveness is still an open problem.
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A criticism of our work on the design of sequential or parallel program proof
methods by abstract interpretation was that our only examples were existing meth-
ods, so that there was nothing new but theory, at best variants of existing methods.
We had an opportunity to show that theory can help practice when formally design-
ing an invariance proof method for shared variables parallelism with weak memory
model [3] . The construction is by abstraction of a formal semantics of the maxi-
mally parallel programming language [2] restricted by a specification of its specific
memorymodel [4]. The proof method is sound and complete by calculational design.

§ 23. Back to static analysis At the beginning of the 90’s, our work moved back
to semantics and static analysis, after the renewed interest in England and Scotland
around Alan Mycroft’s pioneer work on strictness analysis of lazy functional lan-
guages. At the time, we were also aware of similar interest in Denmark by Neil Jones
and Flemming Nielson, but not in Germany by Reinhard Wilhelm, in Italy by Gior-
gio Levi, in Spain by Manuel Hermenegildo, and neither, somewhat later in the US
by Thomas Reps and David Schmidt.

§ 24. A variety of abstract interpretation models At that point, we had used
Galois connections and, in absence of best abstraction, the concretization function
only, as in [140] for polyhedra. As more examples without best abstraction emerged
(like abstractions to languages in [102]), we proposed several possible models of
abstraction beyond a concretization only [96].

As first observed by Alan Mycroft in his thesis [176], the static analysis of func-
tional languages with denotational semantics involves two partial orders: Scott’s
computational order v and logical implication ⊆. The basic fixpoint abstraction the-
orems can be extended to cope with that case [99]. Another rare example of the need
for a computational and a different approximation algorithm appears in the formal-
ization of dynamic analysis by abstract interpretation [142]. It more often happens
that in the abstract these two orders both collapse to an abstract logical implication
⊆, which may look confusing with two orders in the concrete and one in the ab-
stract. Another difficulty is that general properties of functions in 𝐴 −→ 𝐵 are in
℘(𝐴 −→ 𝐵) and not in its abstraction ℘(𝐴) −→ ℘(𝐵) (as in typing and not expres-
sive enough for comportment analysis). We explained and solve these difficulties in
several papers showing various examples [94, 99, 100].

Although stritness analysis is Boolean (must not terminate/may terminate), it is
subject to combinatorial explosions (with parameters and recursion). The finite do-
main is huge, and we proposed the use of widening. Widening was understood as
heuristic compared to Galois connection, and not, as we do, as a mechanized induc-
tion. Moreover, claims that some analyses are in infinite domains while requiring
no widening (as in set-based analysis, see [102]) are due to the misunderstanding of
what is an abstract domain. In [93, 97], we showed that (1) abstract domains hence
widenings are relative to a program, in general not to a programming language; (2) all
that can be done with a Galois connection can be done with an appropriate widening;
(3) infinite abstract domains with widening are more powerful that finite domains;
and (4) using the most specific framework is beneficial (see e.g. [103]).
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§ 25. Language independence It is difficult to explain methods for reasoning
about programs without referring to a specific programming language or even to a
specific semantics [38]. Starting with transition systems in my thesis [31], through
[92], and culminating in [124]²⁹ with a Galois connection calculus covering the ab-
straction (of properties of the semantics of) af all constructs found in programming
languages. Of coarse this list of constructs is incomplete (and maybe unbounded)!

§ 26. Bi-inductive definition of maximal traces Until [89], we had considered
prefix closed finite traces. But since [89], our concrete semantics has been (properties
of) finite or infinite maximal traces. We looked for an inductive definition of such
maximal trace semantics. We first generalized Peter Aczel’s inductive definitions
[1] to an arbitrary order [101]. Then we investigated an order combining induction
(for finite traces) and coinduction (for infinite traces) [98]. A question/opinion at the
1992 POPL conference was that bi-induction applies only to imperative programs,
not functional ones. Fifteen years later, we prove that this is not the case and applies
equally well to the 𝜆-calculus [118, 119].

§ 27. Hierarchies of semantics Understanding that program semantics are ab-
stractions of one another, we have constructed a hierarchy of semantics including all
classical semantics and program verification methods [40, 39, 50]. The idea is to un-
derstand any semantics as an abstraction of the maximal trace semantics defined by
bi-induction. This also solves the problem of which semantics to choose for proving
the soundness of static analyses, by refining in the hierarchy, if necessary.

§ 28. Calculational Design The idea of calculational design is that given a for-
mal definition of a concrete semantics/mathematical structure and an abstraction, it
should be possible to design the exact (e.g. section § 27.) or approximate (e.g. section
§ 20.) abstract semantics/mathematical structure by calculus using induction and the
composition of elementary abstractions for sets of values, functions, relations, prod-
ucts, fixpoints, etc. If the abstract semantics is given this becomes a refinement. If
both the concrete and abstract semantics are given this is soundness verification, with
a proof that can be mechanically checked.

§ 29. Calculational design of abstract semantics The idea, long left implicit,
clearly appeared in the 1998 Marktoberdorf summer school [42] where an analyzer
for a simple imperative language is designed formally, by calculus. A recent exam-
ple is [68]. Although the a posteriori verification of the design from [157] to [153]
tends to more automation, an interactive mechanized tool able to automate part of
the calculations involved in the design is still to be invented.

§ 30. Calculational design of algorithms The exact or approximate abstrac-
tion ideas formalized by abstract interpretation can be used to design algorithm by
abstraction of (usually infinite) mathematical structures. This is the case for exam-
ple of parsers derived by abstraction of languages [121, 117, 114], of symbolic terms

²⁹ After being awarded the ACM SIGPLAN Programming Languages Achievement Award in 2013,
we where generously offered 2 pages in the POPL 2014 proceedings. This resulted in the densest
paper we ever wrote. Add a single TeX point after the title and it goes to 3 almost full pages!
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(and unification) by abstraction of sets of ground terms (and union) [66], of weighted
graphs path algorithms such as the Roy-Floyd-Warshall shortest path algorithm [67],
of software model checking [68], etc.

§ 31. Static analysis is harder than verification Program verification and static
analysis are performed by induction (on data, on program steps, etc.). The difference
is that in verification the inductive argument is given while in static analysis it must
be discovered, then verified and maybe strengthened. This makes analysis harder
than verification, in a sense made precise by [138].

§ 32. The origin of ASTRÉE The first industrial application of abstract interpreta-
tion started with Alain Deutsch who developed an abstract interpretation-based static
analyzer at INRIA after the failure of the Ariane 501 launcher on June 4, 1996 due
to an arithmetic overflow. He commercialized the Polyspace analyzer with the help
of Daniel Pilaud in January 1999. Polyspace was sold to MathWorks in 2012.

Meanwhile, Wladimir Mercouroff, head of the Foundation of the École normale
supérieure in Paris, regularly asked me to propose an industrial seminar on abstract
interpretation, which I always postponed amicably. But he convinced Radhia, and
the seminar was finally organized on January 28th, 1999 with Alain Deutsch, Éric
Goubault, Nicolas Halbwachs, and Arnault Venet. The numerous participants from
industry looked to enjoy. At the end of the day, Radhia spoke with Famantanantsoa
Randimbivololona from Airbus who asked her if we could have more advanced dis-
cussions. Essentially, the Polyspace analyzer was used at Airbus, but produced too
many false alarms. After many meetings to identify the needs, we arrived at the con-
clusion that we should gather top-level researchers in a European project to make
proposals for improving Polyspace and solve other urgent problems that we had iden-
tified. This was the Daedalus IST FP5 European project (1999-2003). Some prob-
lems advanced very well (like theWCET analysis [199]) but Polyspace was reluctant
to integrate the proposals done by the group.

§ 33. ASTRÉE So I proposed to make a small prototype that would show that
the proposals were worthwhile. After a discussion of the pros and cons followed
by a secret vote of the team members, Bruno Blanchet, Patrick Cousot, Radhia
Cousot, Jérôme Feret, Laurent Mauborgne, Antoine Miné, David Monniaux, and
Xavier Rival, which turned unanimous, the static analyzer project was launched.
From small it grew to big and was later named ASTRÉE (Analyseur Statique Temps
RÉel Embarqué). After ten years of academic research, including the successful ap-
plication to the proof of absence of runtime errors in the control-command code of
the A380 before its maiden flight in January 2005, the CNRS licensed ASTRÉE to
AbsInt, now the main developer and unique distributor.

The success of ASTRÉE is based on its modular, extensible, and specializable struc-
ture, soundness, and scalability [17, 18, 126, 12, 13, 14]. Based on universal ab-
stract domains (like intervals and octagons), it is organized as a hierarchical reduced
product (with partial and ordered reduction) [127], allowing for the extension with
specialized domains (such as choice trees for data case analysis, filters, and dozen
others). Control includes loop unrolling, trace partitioning for control case analysis,
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which together with widening allows for handling inductive properties much more
refined than mere invariants. Beyond soundness, precision, and usability, the main
difficulty was scalability [128] for which ASTRÉE overwhelmingly outperforms other
static analyzers [129] ³⁰.

The original program was about 60.000 lines of OCaml, now more than 265.000
lines, not counting the much larger human interface³¹. The size of programs that can
be analyzed with precision has scale to over 10.000.000 lines of C/C++ in one hour
(which, is a 5.000 factor in size compared to model-checking of automotive codes
[198], itself maybe a factor 100 compared to the benchmarks used in academic com-
petitions for evaluating software verification systems). The licensed users are in the
thousands. The general development by AbsInt is towards generality (starting with
dynamic memory allocation, recursion, non-forward gotos, etc. initially prohibited)
while preserving soundness, and improving precision and efficiency. In 2020, AS-
TRÉE was the most precise of the only two static analyzers satisfying the NIST’s Ock-
ham criteria of the Software Assurance Metrics And Tool Evaluation project, both
abstract interpretation-based. The criteria include precision and soundness. Unex-
pected bugs where found in the benchmarks [16].

A number of papers report on early applications of ASTRÉE [55, 19, 160, 162, 11,
10, 174, 161] or suggest potential ones [52], including by exceptionally experienced
end-users such as [191]. These papers have a handful of citations³².

§ 34. Applications We have studied a number of subproblems and applications
of abstract interpretation such as

• model-checking refined by abstract interpretation [104, 105], by expressive tem-
poral logics [107] (so that model-checking is undecidable even for finite transition
systems), by refined refinement [137] (COUGAR is better the CEGAR);

• program transformation (including online and offline partial evaluation) [108, 48,
113];

• abstract testing [106, 200];
• software watermarking [115];
• predicate abstraction [51];
• logic programming languages [130];
• array analysis [131];

³⁰ Some anonymous reviewers of [129] asked us to suppress the name of the other static analyzers
surpassed by ASTRÉE, but we refused. One author of [198] told us that they had similar difficulties.
Reports on failures on hard industrial problems do not seem well accepted by part of the academic
community whose successes are confined to academic benchmarks only.
³¹ The human interface providing explanations of the analysis results is essential since, for example,
many testers are not programmers and have difficulties to understand formal concepts like invariant,
undecidability, approximation, false alarm, etc.
³² It may be that most academics in formal methods are more interested by the social process of
recognition by their peers than by the effective industrial application of their ideas. One should
also distinguish between experimental industrial applications such as bug-finding versus manda-
tory static analyses in the software product development cycle to provide strong guarantees for
correctness. The level of guarantees and difficulties in the two cases are not really comparable
[149].
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• necessary preconditions, in theory [125] and in practice [125];
• abstract interpretation-based tools in a programming environment [169];
• code refactoring [132];
• security analysis of web applications [193];
• dependency analysis [62] (a property comparing any two pairs of executions);
• responsibility analysis [145, 144] (a property comparing any execution to all others
and involving both over and under approximations);

• dynamic analysis [70] (one of the few cases with strictness analysis requiring both
a computational and an approximation ordering);

• [bi]simulations [69] and their hybrid version [143] for discrete computations in-
teracting with continuous processes

including the application of abstract interpretation to itself to understand the iteration
process as in [139].

§ 35. Introductions, surveys, reports, and prospective discussion texts Over
the years, I have been invited to write a number of introductions [36, 116, 120, 63],
surveys [35, 95, 45, 112, 56, 156, 58], reports [80, 180, 49, 51], and prospective
discussion texts [37, 43, 44, 110, 47, 54, 123, 60] on abstract interpretation, with an
average of about 100 citations on Google Scholar, so one may have doubts on their
usefulness³³.

§ 36. Conclusion Abstract interpretation is a unifying conceptual tool to formal-
ize reasonings in semantics, verification, and dynamic and static analysis of sequen-
tial or parallel programs.

Of course this paper refers only to our own work and initial inspirations and su-
perbly ignores the contributions of many other scientists and engineers to abstract
interpretation [154]. The task of reporting on all contributions looked insurmount-
able to me! Even the book [57] with 2000 citations only accounts for a very small
fraction of the work on abstract interpretation.

Because automatic program verification is undecidable, all the proposed methods
for program analysis have to abandon some desirable features like full automation,
termination, scalability, soundness, etc., all guaranteed by abstract interpretation-
based static analysis. Not surprisingly, we abandoned completeness only, that is an
answer may be “yes”, “no, or “I don’t know” (a sound approximation sometimes
confused with unreliableness!). Of course, precision can be improved indefinitely. So
the practical problem is to find a useful balance between expressivity, cost, precision,
and usability.

Although abstract interpretation has certainly been influential, its academic recog-
nition is modest (as shown by our reference counts onGoogle Scholar). Nevertheless,
it is certainly the only fully automatic, sound, and scalable verification formalmethod
widely adopted in safety-critical industry. So our initial goal has been achieved.More
rigorous lawful requirements on the use of certified tools for software verification

³³ The most cited survey [95] with 891 citations on Google Scholar is curiously the one in which
the editor published the galley proofs where typographers introduced hundreds of errors, making
the text unreadable, but nevertheless cited!
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would certainly contribute to a wider adoption in those software industries where
safety and security are nowadays of secondary or even no interest because of high
costs.

§ 37. Acknowledgements I thank BertrandMeyer for inviting me to contribute to
this volume and the three anonymous reviews for their careful reading, corrections,
and nice constructive comments.
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