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Can a biologist fix a radio?—Or, what I
learned while studying apoptosis

As a freshly minted Assistant Professor, I feared that everything
in my field would be discovered before I even had a chance to
set up my laboratory. Indeed, the field of apoptosis, which I had
recently joined, was developing at a mind-boggling speed.
Components of the previously mysterious process were being
discovered almost weekly, frequent scientific meetings had little
overlap in their contents, and it seemed that every issue of Cell,
Nature, or Science had to have at least one paper on apoptosis.
My fear led me to seek advice from David Papermaster (cur-
rently at the University of Connecticut), who I knew to be a per-
son with pronounced common sense and extensive experience.
David listened to my outpouring of primal fear and explained
why I should not worry.

David said that every field he witnessed during his decades
in biological research developed quite similarly. At the first
stage, a small number of scientists would somewhat leisurely
discuss a problem that would appear esoteric to others, such as
whether cell cycle is controlled by an oscillator or whether cells
can commit suicide. At this stage the understanding of the prob-
lem increases slowly, and scientists are generally nice to each
other, a few personal antipathies notwithstanding. Then, an
unexpected observation, such as the discovery of cyclins or the
finding that apoptosis failure can contribute to cancer, makes
many realize that the previously mysterious process can be dis-
sected with available tools and, importantly, that this effort may
result in a miracle drug. At once, the field is converted into a
Klondike gold rush with all the characteristic dynamics, mentali-
ty, and morals. A major driving force becomes the desire to find
the nugget that will secure a place in textbooks, guarantee an
unrelenting envy of peers, and, at last, solve all financial prob-
lems. The assumed proximity of this imaginary nugget easily
attracts both financial and human resources, which results in a
rapid expansion of the field. The understanding of the biological
process increases accordingly and results in crystal clear mod-
els that often explain everything and point at targets for future
miracle drugs. People at this stage are not necessarily nice,
though, as anyone who has read about a gold rush can expect.
This description fit the then current state of the apoptosis field
rather well, which made me wonder why David was smiling so
reassuringly. He took his time to explain.

At some point, David said, the field reaches a stage at
which models, that seemed so complete, fall apart, predictions
that were considered so obvious are found to be wrong, and
attempts to develop wonder drugs largely fail. This stage is
characterized by a sense of frustration at the complexity of the
process, and by a sinking feeling that despite all that intense
digging the promised cure-all may not materialize. In other
words, the field hits the wall, even though the intensity of
research remains unabated for a while, resulting in thousands
of publications, many of which are contradictory or largely
descriptive.The flood of publications is explained, in part, by the
sheer amount of accumulated information (about 10,000 papers
on apoptosis were published yearly over the last few years),
which makes reviewers of the manuscripts as confused and
overwhelmed as their authors. This stage can be summarized
by the paradox that the more facts we learn the less we under-
stand the process we study.

It becomes slowly apparent that even if the anticipated gold
deposits exist, finding them is not guaranteed. At this stage, the
Chinese saying that it is difficult to find a black cat in a dark
room, especially if there is no cat, comes to mind too often. If
you want to continue meaningful research at this time of wide-
spread desperation, David said, learn how to make good tools
and how to keep your mind clear under adverse circumstances.
I am grateful to David for his advice, which gave me hope and,
eventually, helped me to enjoy my research even after my field
did reach the state he predicted.

At some point I began to realize that David’s paradox has a
meaning that is deeper than a survival advice. Indeed, it was
puzzling to me why this paradox manifested itself not only in
studies of fundamental processes, such as apoptosis or cell
cycle, but even in studies of individual proteins. For example,
the mystery of what the tumor suppressor p53 actually does
seems only to deepen as the number of publications about this
protein rises above 23,000.

The notion that your work will create more confusion is not
particularly stimulating, which made me look for guidance
again. Joe Gall at the Carnegie Institution, who started to pub-
lish before I was born, and is an author of an excellent series of
essays on the history of biology (Gall, 1996), relieved my mental
suffering by pointing out that a period of stagnation is eventual-
ly interrupted by a new development. As an example, he
referred to the studies of cell death that took place in the nine-
teenth century (Gall, 1996, chapter 29), faded into oblivion, and
reemerged a century later with about 60,000 studies on the
subject published during a single decade. Even though a
prospect of a possible surge in activity in my field was relieving,
I started to wonder whether anything could be done to expedite
this event, which brought me to think about the nature of David’s
paradox. The generality of the paradox suggested some com-
mon fundamental flaw of how biologists approach problems.

To understand what this flaw is, I decided to follow the
advice of my high school mathematics teacher, who recom-
mended testing an approach by applying it to a problem that has
a known solution. To abstract from peculiarities of biological
experimental systems, I looked for a problem that would involve
a reasonably complex but well understood system. Eventually, I
thought of the old broken transistor radio that my wife brought

Figure 1. The radio that has been used in this study
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Yet, we know with near certainty that an engineer, or even a
trained repairman could fix the radio. What makes the differ-
ence? I think it is the languages that these two groups use
(Figure 3). Biologists summarize their results with the help of all-
too-well recognizable diagrams, in which a favorite protein is
placed in the middle and connected to everything else with two-
way arrows. Even if a diagram makes overall sense (Figure 3A),
it is usually useless for a quantitative analysis, which limits its
predictive or investigative value to a very narrow range.The lan-
guage used by biologists for verbal communications is not bet-
ter and is not unlike that used by stock market analysts. Both
are vague (e.g., “a balance between pro- and antiapoptotic 
Bcl-2 proteins appears to control the cell viability, and seems to
correlate in the long term with the ability to form tumors”) and
avoid clear predictions.

These description and communication tools are in a glaring
contrast with the language that has been used by engineers
(compare Figures 3A and 3B). Because the language (Figure
3B) is standard (the elements and their connections are
described according to invariable rules), any engineer trained in
electronics would unambiguously understand a diagram
describing the radio or any other electronic device. As a conse-
quence, engineers can discuss the radio using terms that are
understood unambiguously by the parties involved. Moreover,
the commonality of the language allows engineers to identify
familiar patterns or modules (a trigger, an amplifier, etc.) in a
diagram of an unfamiliar device. Because the language is quan-
titative (a description of the radio includes the key parameters of
each component, such as the capacity of a capacitor, and not
necessarily its color, shape, or size), it is suitable for a quantita-
tive analysis, including modeling.

I would like to argue that the absence of such language is
the flaw of biological research that causes David’s paradox.
Indeed, even though the impotence of purely experimental
approaches might be a bit exaggerated in my radio metaphor, it

is common knowledge that the human brain can keep track of
only so many variables. It is also common experience that once
the number of components in a system reaches a certain
threshold, understanding the system without formal analytical
tools requires geniuses, who are so rare even outside biology. In
engineering, the scarcity of geniuses is compensated, at least
in part, by a formal language that successfully unites the efforts
of many individuals, thus achieving a desired effect, be that
design of a new aircraft or of a computer program. In biology, we
use several arguments to convince ourselves that problems that
require calculus can be solved with arithmetic if one tries hard
enough and does another series of experiments.

One of these arguments postulates that the cell is too com-
plex to use engineering approaches. I disagree with this argu-
ment for two reasons. First, the radio analogy suggests that an
approach that is inefficient in analyzing a simple system is
unlikely to be more useful if the system is more complex.
Second, the complexity is a term that is inversely related to the
degree of understanding. Indeed, the insides of even my simple
radio would overwhelm an average biologist (this notion has
been proven experimentally), but would be an open book to an
engineer.The engineers seem to be undeterred by the complex-
ity of the problems they face and solve them by systematically
applying formal approaches that take advantage of the ever-
expanding computer power. As a result, such complex systems
as an aircraft can be designed and tested completely in silico,
and computer-simulated characters in movies and video games
can be made so eerily life-like. Perhaps, if the effort spent on for-
malizing description of biological processes would be close to
that spent on designing video games, the cells would appear
less complex and more accessible to therapeutic intervention.

A related argument is that engineering approaches are not
applicable to cells because these little wonders are fundamen-
tally different from objects studied by engineers. What is so spe-
cial about cells is not usually specified, but it is implied that real
biologists feel the difference. I consider this argument as a sign
of what I call the urea syndrome because of the shock that the
scientific community had two hundred years ago after learning
that urea can be synthesized by a chemist from inorganic mate-
rials. It was assumed that organic chemicals could only be pro-
duced by a vital force present in living organisms. Perhaps,
when we describe signal transduction pathways properly, we
would realize that their similarity to the radio is not superficial. In
fact, engineers already see deep similarities between the sys-
tems they design and live organisms (Csete and Doyle, 2002).

Another argument is that we know too little to analyze cells
in the way engineers analyze their systems. But, the question is
whether we would be able to understand what we need to learn
if we do not use a formal description. The biochemists would
measure rates and concentrations to understand how biochem-
ical processes work. A discrepancy between the measured and
calculated values would indicate a missing link and lead to the
discovery of a new enzyme, and a better understanding of the
subject of investigation. Do we know what to measure to under-
stand a signal transduction pathway? Are we even convinced
that we need to measure something? As Sydney Brenner
noted, it seems that biochemistry disappeared in the same year
as communism (Brenner, 1995). I think that a formal description
would make the need to measure a system’s parameters obvi-
ous and would help to understand what these parameters are.

An argument that is usually raised privately is why to bother
with all these formal languages if one can make a living by con-

Figure 3. The tools used by biologists and engineers to describe processes

of interest

A: The biologistís view of a radio. See Figure 2 and text for description of the

indicated components. B: The engineerís view of a radio. (Please note that

the circuit diagram presented is not that of the radio used in the study. The

diagram of the radio was lost, which, in part, explains why the radio

remains broken.)
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Lyn(U,SH2)!
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Rec(a,b~U~P,g~U~P)!
end molecules!
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Protein oligomer formation
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Fig. 1. Protein species used to construct the Tar complex. The name and
associated colour of each protein are designated in a dialogue box (not
shown).

arrows beneath the symbol, and then clicking on this symbol
by means of the mouse. The cursor changes to a 'potato
cutter' which can be used to deposit two symbols representing
the Tar proteins at desired locations in the window. The same
procedure is then employed to deposit two CheWs and two
CheAs. The positions of protein symbols in the window can
be adjusted by means of a pointer and a hand tool.

The topological structure of the Tar complex is then
defined by two bonding tools. One tool establishes a 'fixed' or
permanent bond between a pair of proteins that will remain
together during the formation of the oligomer. The second
bonding tool forms a 'dissociable' or weak bond between two
proteins. In either case, the user first selects the bonding tool
by clicking with the mouse button and then moves the cursor
to the first protein. The mouse button is clicked and held
down, and the cursor dragged across to the second protein and
released. A visible line created by this procedure represents
the bond between the two proteins and may be either a thick line
(representing a fixed bond) or a thin line (dissociable bond).

Both Tar and CheA are tightly bound dimers under normal
conditions so the fixed bonding tool is used to produce T-T
and A-A. Links between T and W, W and W, and W and A are
then established by the dissociable bonding tool. Bonds are
preserved as the proteins are moved within the window by
means of the pointer, thereby allowing the oligomer to be
shaped to the desired configuration (Figure 2).

The user signals completion of a satisfactory oligomeric
structure by selecting Add Oligo in the Project menu. The
cursor now changes to a watch face while the program
deconstructs the Tar complex into its binding steps by the
procedure described above, and then returns to the normal
cursor. (The Tar complex is relatively simple and deconstruc-
tion takes less than a second on most Macintoshes.) The
outcome of the deconstruction process may then be viewed in
one of two windows, the Oligo List window and the Reaction
List window, which are opened by making the appropriate
selection from the Project menu.

TTWIURR

TTWWAA

Fig. 2. Window displaying the structure of the Tar complex. The oligomer
was assembled by clicking and dragging symbols representing the three
protein species from the toolbar, and then linking them together by means of
the two bonding tools, as described in the text.

The Oligo List window displays a list of all of the protein
species produced in the deconstruction, from the starting
proteins (shown in blue) to the target oligomeric complex
(shown in red) (Figure 3 A). Note that the starting form of the
aspartate receptor is represented in this list as T-T and that of
CheA as A-A because of the fixed bonds made previously
between these pairs of proteins. The composition and linkage
of any protein complex in this list may be examined by
double-clicking on its symbol to open a separate window
(Figure 3B). Each protein species is listed with a value
representing its concentration in micromolar. By default, this
is 1 iM for each of the initial (non-bound) proteins (so that W
appears as 1 /*M, and T-T and A-A each appear as 0.5 /xM)
and zero for all other species. Any of these starting values
may be altered by clicking on the entry and then selecting
Concentration from the Edit menu. The name of the oligomer
may also be changed by selecting Rename in this menu: in the
present instance, we change 'AATTWW to 'TTWWAA' so
as to conform to previous usage (Bray and Bourret, 1995).

The Reaction List window displays a list of binding
equilibria, each corresponding to a different dissociable bond
in the oligomer (Figure 4). Reactions are arranged in increasing
order of product size and shown with default values of Kd.
Any individual Kd value may then be changed by clicking its
entry in this table and selecting Kd in the Edit menu. As Kd
values are altered in this manner, certain values become
constrained for thermodynamic reasons and are automatically
locked by the program. Thus, of the 13 reactions leading to
TTWWAA, only seven are independent variables and the
remaining six are determined by the others.
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transferred to CheY, forming CheYp, which binds the
motor complex of the flagellum. and increases the
probability that it will switch from a counterclockwise
to clockwise rotation state (Fig. B1).

The methylation state of the receptor complex is
controlled by the methyltransferase CheR and the
methylesterase CheB, which add and remove methyl
groups, respectively, over a relatively long time scale
in such a way as to keep the activity of the receptor
complex constant independent of the aspartate
concentration. In this way, methylation allows the
system to adapt to di}erent concentrations of
aspartate. CheR is not controlled directly, but can
only bind inactive receptor complexes; CheB is
activated by phosphotransfer from CheA, and can
only bind active receptor complexes (Table B1).

TABLE B2
Initial concentrations of chemotaxis proteins used by

StochSim
Species Concentration (mM) Notes

E(TTWWAA) 5 (Ninfa et al., 1991)
R 0.235 (Simms et al., 1987)
B 2.27 (Simms et al., 1985)
Y 18 (Zhao et al., 1996)

In StochSim, a series of flags are associated with
each receptor complex to represent the binding sites
and methylation states of the receptor complex (Fig.
B2). During a simulation, the exact values of these
flags determine how the complex reacts. StochSim
was used to simulate the response to an impulse of
aspartate using the reactions and rate constants in
Table B1 with the initial concentrations in Table B2.
The predictions were found to be in agreement with
published experimental data (Fig. B3).

FIG. B2. Illustration of binding sites and methylation states for
the chemotaxis receptor complex, which contains two molecules
each of Tar, CheW and CheA. Tar dimers can be in one of five
methylation states (representing the number of methyl groups), and
bind aspartate, phosphorylated CheB and CheR; CheA dimers can
be phosphorylated, and bind CheB and CheY; the complex is either
in an inactive or active conformation (not shown). This diagram is
not meant to represent the actual positions of binding sites on the
complex.

FIG. B3. Impulse response to 1 mM aspartate at 2 s: (a)
experimental data showing change in bias after release of aspartate
by iontophoresis (Segall et al., 1986); (b) Response of signalling
pathway predicted by StochSim (bias is calculated from the
concentration of Yp using the Hill equation:

Bias=
1

1+
3
7 0 [Yp]

[Yp]01
5,5

where [Yp]0 is the concentration of Yp in the absence of aspartate).

OLIGO	
  (1997)	
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  (1997)	
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Figure 2: A formulation of the Tyson model subset abstracting the dimer phosphorylation reactions

</feature>
<feature name="T">

<listOfStates>
<state name="boundP"/>
<state name="unbound"/>

</listOfStates>
</feature>

</listOfFeatures>
</complexSpecie>

<!-- only dimer state at start of simulation... ->
<listOfInitialStates>

<initialState initialAmount="1" compartment="cell">
<featureState name="Y" state="unbound"/>
<featureState name="T" state="unbound"/>

</initialState>
</listOfInitialStates>

<listOfComplexSpecies>

<listOfReactions>
<reaction name="ra">

<listOfComplexSpeciesInstances>
<complexSpecieInstance name="dimer" complexSpecie="Dimer"/>

</listOfComplexSpeciesInstances>

<listOfReactants>
<complexSpecieReference name="DimerIn" complexSpecieInstance="dimer">

<featureState name="T" state="unbound"/>
</complexSpecieReference>

</listOfReactants>

<listOfProducts>
<complexSpecieReference name="DimerOut" complexSpecieInstance="dimer">

<featureState name="T" state="boundP"/>
</complexSpecieReference>

</listOfProducts>
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FIGURE 2. Model 2 includes the following  classes of reversible re- 
actions: 1 )  constitutive  association of Lyn with the nonphosphorylated 
FCE receptor; 2) binding of  Lyn, presumably  through its SH2 domain, 
to a phosphorylated ITAM on  an  aggregated  receptor; 3) rearrange- 
ment of Lyn between high and low  affinity sites  on  receptors in an 
aggregate;  and 4) transphosphorylation  and dephosphorylation of 
FceRl.  Aggregation of receptors  into  dimers is induced by covalently 
cross-linked  dimers of IgE. 

tracks the total phosphorylation of the ITAM rather than the states 
of its  two canonical tyrosines, so that the rates of phosphorylation 
and dephosphorylation are really lumped parameters. Additional 
assumptions, which simplify model 2 but should not modify the 
behavior of interest, are that only  one molecule of Lyn binds per 
receptor, and that when Lyn is  bound to a nonphosphorylated re- 
ceptor, phosphorylation of the ITAM on that receptor is blocked. 
We also assume that any Lyn bound to a receptor can mediate 
transphosphorylation. The underlying assumption is that activation 
of the kinase, if it  occurs, is on a faster  time  scale than the exper- 
iments can monitor. 

The model does not include phosphatases explicitly, but they 
clearly play a critical role in regulating the extent to which the 
receptors’ tyrosines are phosphorylated, as  shown experimentally 

FIGURE 3. Reactions of aggregated  receptors in model 2. Shown  for 
aggregates of two receptors are the 10 possible  configurations  that  can 
occur in model 2 and the reactions  that  lead to them. 

for both aggregated (20) and disaggregated receptors (23 ,  24). In 
the model, the effects of phosphatases are included as rates of 
dephosphorylation that are constant in time (Fig. 2, reaction class 
4). We have therefore assumed implicitly that phosphatases are not 
limiting. The model allows the rate of dephosphorylation to de- 
pend on the state of aggregation of the receptor and kinase and, 
consequently, allows for the possibility of recruitment of phospha- 
tases to aggregated receptors and for differential action of phos- 
phatases on receptors in different states. However, to date all the 
experimental evidence regarding the actions of phosphatases on 
the receptor suggests that the phosphotyrosines on the aggregated 
receptors are equally susceptible to hydrolysis as those on disag- 
gregated (and presumably unaggregated) receptors (25). Further- 
more, the experimental data  have failed to reveal any enhanced 
phosphatase activity toward the receptor (25), although, using a 
peptide  as substrate, enhanced membrane-bound phosphatase ac- 
tivity after stimulation has been reported (26). Thus, in the simu- 
lations and fits of data we present, we took the dephosphorylation 
rates for different states to be equal ( p - ,  = p”2 = p - J .  In our 
model the phosphatases control  the phosphorylation of the receptor 
much as gravity controls the performance of a high jumper. 

Figure 4 shows a simultaneous fit  of model 2 to data from four 
experiments in which RBL cells were exposed to dimers of IgE, 
either with no monomeric IgE present or with excess monomeric 
IgE added after 2 min to prevent further binding of dimers and 
aggregation of receptors. To generate the theoretical curves, values 
of the forward  and reverse rate  constants  for the binding of IgE 
monomers and dimers to FceRI, the association of Lyn with FceRI, 
and  the phosphorylation of ITAMs  on FceRI were chosen to be 
consistent with a variety of published experiments, as summarized 

M.L.Blinov et al.

Fig. 1. Illustrated declarations in the input file (fceri_net.in) that
specifies the model and output functions of Faeder et al. (2003).
Boxes enclose text of the input file. (a) Declarations of six indi-
vidual molecular species. (b) A multistate species declaration of 48
individual molecular species that contain one receptor (R). Each of
these species is characterized by three domains, which have two, four
and six possible states. (c) Declaration of complexes that contain two
receptors (left) and a reference to one of the 300 individual molecular
species in this class (right). (d) The reaction rule for ligand–receptor
binding, which implies 24 distinct forward reactions and the same
number of reverse reactions. All forward (reverse) reactions are
assigned the rate constant k+1(k−1). (e) Declaration of an output
function, a weighted sum of 98 concentrations, used to calculate the
total concentration of autophosphorylated Syk.

multistate species (Fig. 1c). An individual molecular spe-
cies is declared by assigning it a name. A multistate species
declaration can be used to represent a protein that has a num-
ber of phosphorylation states or a scaffold protein that has
a number of bound states as a result of interactions with
multiple binding partners. A multistate species is declared
by assigning it a name and specifying the number of possible
states for each of the molecular domains to be considered. An
individual species implied by the declaration of a multistate
species or complex is referenced by specifying its particular
domain states. A set of species can be referenced by specify-
ing a wild card (*) for the state of a domain. The components

of a model must be declared as described above before they
can be used in definitions of reaction rules and output func-
tions. This requirement is imposed to prevent reaction rules
from generating molecular species that are unanticipated by
the user.
Reaction rules are written in the same form as a chemical

reaction but apply to a range of reactants and products if they
involve multistate species or complexes and specifications of
wild cards for domain states (Fig. 1d). A reaction rule gener-
ates a separate reaction for each set of reactants and products
implied by its specification. These reactions are parameter-
ized by the same rate constant(s). The validity of assigning
the same rate constant(s) to a set of reactions is the responsi-
bility of the modeler, who has the ability to specify particular
domain states in reaction rules to account for steric clashes,
cooperativity and other factors related to the states of reactants
that might influence the rate of a reaction. Thus, the user can
define which components and modifications of a molecule or
molecular assembly affect a particular chemical transform-
ation and which do not. If a user assumes that only one or
two domain states affect a given reaction, then the number
of reaction rules (and rate constants) that a user must provide
to specify a model is comparable to the number of molecular
domains considered in the model, which is likely to be much
less than the total number of reactions. The advantages and
disadvantages of this modeling approach have been discussed
elsewhere (Hlavacek et al., 2003; Goldstein et al., 2004).
A user can define cumulative quantities that relate model

variables to experimental readouts (Fig. 1e), such as the phos-
phorylation level of a particular protein. The ability to define
such output functions is important because observable quant-
ities typically reflect an ensemble of difficult-to-distinguish
molecular species.

CAPABILITIES AND LIMITATIONS
BioNetGen, which is implemented in Perl, translates the high-
level specification of a model, described above, into a chem-
ical reaction network, i.e. a comprehensive list of the species
and reactions implied by the user’s declarations. The output
can be read by other programs in the BioNetGen distribution,
including aCprogram calledNetwork that translates the list of
reactions into a set of coupled ordinary differential equations
(ODEs) and solves the ODEs using routines from the CVODE
library (Cohen and Hindmarsh, 1996). Network sends the
time-courses of concentrations and output functions in tabular
format to files that can be imported into visualization software,
such as Grace (http://plasma-gate.weizmann.ac.il/Grace), for
which an interface is provided. BioNetGen also exports
models in systems biology markup language (SBML) format
(Hucka et al., 2003). As a result, models are usable
not only by programs in the BioNetGen distribution but
also by the various software tools that support SBML
(http://sbml.org). These tools include not only ODE solvers
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
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Fig. 2. π-calculus processes and channels: An intuitive view. Three pro-
cesses, P , Q, R (ovals) with four communication channels (complementary shapes
of protrusions and depressions).

the process (and its continuations) to acquire communication capabilities dy-
namically, that were not specified a priori in its explicit program. Such a
change in future communication capabilities as a result of passing messages
is termed mobility.

As shown in Figure 3 the two communication capabilities may serve to de-
scribe similar systems. However, in the former mechanism the communication
capabilities of a process are all strictly pre-defined (and thus may change only
as a result of a pre-specified state change), while in the latter messages may
change the communication capabilities of a process dynamically. Thus, mes-
sages allow us to leave certain components under-specified, to be determined
only following interaction with different processes which may send different
messages along the same channel.

The molecule-as-computation abstraction

We find an intuitive correspondence between the world of computational pro-
cesses and of biomolecular systems, based on the representation of molecules
as the processes in which they may participate. Note, that this view is es-
sentially a biological one. Biologists typically characterize molecules by what
they can do. For example, enzymes are named by the reaction that they can
catalyze, and binding domains in proteins – by the entities which they bind.

Table 1 gives a general intuition of the guidelines underlying this abstrac-
tion. In the next one we build the abstraction step-by-step with a real biolog-
ical system.

Note, that we may represent modification either as a special case of molec-
ular state change or by employing the mobility mechanism of the π-calculus,

14 Aviv Regev and Ehud Shapiro

SH2 ::= phosphotyrosine ? [ ] , · · ·

The full sequence of events is summarized in Figure 5.















 



 


 





Fig. 5. Interaction and modification as communication and state change.
A. Pre-communication. Three processes (Active kinase, Mod Bind domain, SH2)
and their respective channels. Active kinase and Mod Bind domain may interact
on phosph site. B. Post-communication. A Phsopho Bind domain process is intro-
duced into the system instead of the Mod Bind domain process. It may communi-
cate with SH2 on p tyr.

Mobile communication

In the mobile abstraction we represent modification as sending and receiving
messages. Each message is composed of one or more channel names, repre-
senting the modified motif(s). These names are received into “placeholders”
in the receiving process which they substitute, representing the modification.
Then, they may be used by the receiving process in subsequent communica-
tion, representing the effect of modification on subsequent interactions. For
example, consider again the active protein kinase (Active kinase process) and
a target binding domain (Mod Bind domain process), where the kinase may
phosphorylate a tyrosine residue in another motif in the binding site. In the
mobile approach, this modification is represented by the sending of a p tyr
message, to be received by the tyr “placeholder”:

Active kinase ::= phosph site !{p tyr} , Kinase

Mod Bind domain ::= phosph site ?{tyr} , tyr!{· · ·} , · · ·

Pacific Symposium on Biocomputing 6:459-470 (2001) 
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Fig. 1. A protein and a complex.
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Fig. 2. Complexes.

Going down in the details of protein interaction, one !nds sub-components commonly
called domains, that determine which other proteins they can bind and subsequently
interact with. Such interactions may result in changes in the folding of the participating
proteins and such changes can sometimes be memorized. There are various ways this is
biochemically implemented, the most common being phosphorylation. A well-studied
protein called P53 is known to have no less than 11 phosphorylation sites and to be
able to bind with 12 other proteins to form various binary complexes resulting in an
even more daunting combinatorial space [18].
Depending on the way proteins are folded in space, these domains can be active

or not, and the behavior of the protein will be di"erent. Therefore not only its free
domains but also its global folding determines what a given protein assemblage is
capable of.
To abstract both over domains and folding states, we use sites. These sites may be

bound or free, and free ones may be visible or hidden. Thus, in our model, bindings
are explicit and internal states are expressed just by saying which free sites are visible
or not.
Proteins and complexes. We draw proteins as boxes, with sites being written on the
boundary, and identi!ed by distinct natural numbers, 1, 2, 3; : : : ; written within the
box. See Fig. 1(a) for a picture of a protein.
Proteins may be assembled into protein complexes, or simply complexes. Complexes

are drawn by connecting two-by-two bound sites of proteins, thus building connected
graphs such as in Fig. 1(b), which represents a compound made of A, B, and C, where
A is connected with B and C. Biologically, a complex is a bundle of proteins connected
together by low energy bounds.
Other examples of complexes are shown in Fig. 2.

What	
  are	
  the	
  formal	
  
expressive	
  capabili/es	
  
of	
  biological	
  systems?	
  

“This	
  seems	
  a	
  useful	
  preliminary	
  step	
  
towards	
  computer-­‐aided	
  explora/on	
  
and	
  engineering	
  of	
  such	
  systems,	
  
though	
  for	
  the	
  moment	
  it	
  is	
  s.ll	
  
unclear	
  what	
  kind	
  of	
  biologically	
  
relevant	
  ques.ons	
  one	
  would	
  be	
  
prompted	
  to	
  ask	
  if	
  such	
  tools	
  were	
  
available.”	
  

-­‐Chiaverini	
  and	
  Danos	
  (2003)	
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StochSim	
  Agent	
  

Two	
  main	
  drawbacks.	
  
1.  Limited	
  connec/vity	
  of	
  

molecules.	
  
2.  Slow	
  simula/on	
  

algorithm	
  based	
  on	
  
random	
  selec/on	
  of	
  
reactants	
  èRejec/on	
  of	
  
most	
  reac/on	
  ajempts	
  



APLAS	
  ’07	
  (invited	
  paper)	
  

Based	
  on	
  Gillespie	
  stochas>c	
  simula>on	
  
algorithm	
  for	
  propaga>ng	
  CTMC’s.	
  





 

Network-Free Stochastic Simulator 
NFSIM 

hjp://emonet.biology.yale.edu/nfsim/	
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end molecule types

begin reaction rules
  A(b) + B(a) -> A(b!1).B(a!1)  k1
  A(b!1).B(a!1) -> A(b) + B(a)  k2
  A(c) + C(a) -> A(c!1).C(a!1)  k3
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end reaction rules
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• Generalizes	
  and	
  extends	
  Yang	
  
et	
  al.	
  algorithm	
  

• Simulate	
  any	
  BioNetGen	
  
model	
  

• Generalized	
  rate	
  laws	
  /	
  
Coarse-­‐grained	
  reac/ons	
  

• Highly	
  efficient	
  
implementa/on	
  

• Freely-­‐available	
  and	
  open	
  
source.	
  

Michael	
  Sneddon	
  
Thierry	
  Emonet	
  
Yale	
  University	
  

Sneddon	
  et	
  al.	
  (2011)	
  Nat.	
  Methods,	
  8,	
  177	
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Increasing	
  complexity	
  
NFSIM	
  can	
  simulate	
  models	
  of	
  greatly	
  
increased	
  complexity	
  with	
  manageable	
  
increase	
  in	
  cost.	
  	
  



 

Syk	
  ac/va/on	
  model	
  

Mol. Immunol.,2002 
J. Immunol., 2003 

Key	
  variables	
  
• 	
  ligand	
  proper/es	
  
• 	
  protein	
  expression	
  levels	
  
• 	
  mul/ple	
  Lyn-­‐FceRI	
  interac/ons	
  
• 	
  transphosphoryla/on	
  
	
  



Rapid	
  fall	
  in	
  efficiency	
  of	
  
Syk	
  
phosphoryla/on	
  	
  

Goldstein	
  et	
  al.	
  (2004)	
  Nat.	
  Rev.	
  Immunol.	
  4,	
  445-­‐456.	
  	
  

Kine/c	
  proofreading	
  of	
  Syk	
  ac/va/on	
  
but	
  not	
  receptor	
  phosphoryla/on	
  

Ligand	
  dissocia/on	
  rate	
  (“off	
  rate”)	
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Extension	
  of	
  the	
  Syk	
  ac/va/on	
  model	
  

•  LAT	
  may	
  form	
  large	
  
oligomers	
  under	
  
physiological	
  condi/ons.	
  

Houtman et al., Nat. Struct. Mol. 
Biol. (2006)"
Nag et al., Biophys. J. (2009)"

where there is the largest deviation between predictions
from theory and simulation (Fig. 7 b). As can be seen, the
theory underestimates the concentration of LAT in the sol
phase (solid line) and overestimates the amount of LAT in
the gel phase. It is puzzling why the discrepancy between
theory and simulation occurs only at the large LAT
concentrations.

Kinetics of LAT aggregation in the absence
and presence of inhibitor

To inhibit LAT oligomerization, Houtmann et al. (15) tran-
siently expressed a C-terminal fragment of SOS1 in Jurkat
E6.1 cells that we refer to as CSOS1. This fragment could
form a 1:1 complex with Grb2, which could bind to phos-
phorylated Grb2 binding sites on LAT but could not
aggregate LAT (15). The cells were stimulated at two
concentrations of anti-CD3 antibodies, 0.02 mg/mL and 1.0
mg/mL, and Ca2þ influx measured. At the low stimulating

concentration, the Ca2þ influx was reduced and its time
course was slowed. At the high stimulating concentration,
there was a very modest reduction in the level of the Ca2þ

influx with no change in the time course. This was presum-
ably because at high concentrations of phosphorylated LAT,
the monovalent inhibitor Grb2-CSOS1 could only block
a small fraction of the Grb2 binding sites on LAT. These
experiments lead us to introduce CSOS1 into our model to
assess its influence on LAT aggregation. In Fig. 8, we
compare LAT aggregation in the presence (dashed line)
and absence (solid line) of CSOS1 for two values of trivalent
LAT corresponding to low and high activation. For the low
value, a gel cannot form, whereas for the high value, it can.
In the simulations, the systems were allowed to equilibrate
before activated LAT was introduced.

At the low LAT concentration the inhibitor is highly effec-
tive, reducing the total amount of LAT in aggregates by
>70% (Fig. 8 c) and blocking the formation of essentially
all aggregates of LAT >2 (Fig. 8, a and b). At the high

a b c
FIGURE 6 (a) Sol and gel coexis-

tence regions for four values of the

total Grb2 concentration: GT ¼ 1.3 #
106, 7.5 # 105, 3.75 # 105, and
2.625 # 105 molecules/cell. The total

area of the sol-gel coexistence region

is a decreasing function of GT. (b)
Boundary of the sol-gel coexistence
region for GT ¼ 7.5 # 105. The hori-

zontal line corresponds to ST ¼ 3.75

# 105. The open circles correspond to
the concentrations used in Fig. 5, a–c,
respectively. (c) The lower-left corner

of panel a is replotted. The horizontal

line corresponds to the SOS1 concen-
tration, ST ¼ 1.3 # 105 molecules per

cell, the estimated average value for

Jurkat E6.1 cells.

a b

c d

FIGURE 7 (a–d) GT ¼ 7.5 # 105. (a) Contour plots of
fg, the fraction of LAT molecules in the gel phase, from

theory and simulations. The boundary enclosing the sol-

gel region (solid line) is the same as in Fig. 6 b. In the
gel phase, four regions are shown that are characterized

by different theoretical ranges of fg. These are separated

by dotted, dashed and dotted-dashed lines. Symbols show

the simulation results: 0.05 < fg < 0.1 (crosses), 0.1 < fg
< 0.3 (dots), 0.3 < fg < 0.65 (open dots), and fg > 0.65

(stars). The simulation results were obtained using one

simulation run per pair of (LT, ST) values, with Fx ¼ 10.
(b) Comparison of theory and simulations for LT ¼ 2.0 #
105 (vertical line in a). SlT and SuT in panel a are the

SOS1 concentrations at the gel points. The simulations

are for Fx ¼ 100 (dotted line), and Fx ¼ 10 (dashed
line). (c) Comparison of theory and simulations for

ST ¼ 3.75 # 105 (horizontal line in a). LlT and LuT are

the LAT concentrations at the gel points. As in panel b,
simulations are for Fx ¼ 100 (dotted line), and Fx ¼ 10
(dashed line). The solid circle corresponds to the

concentrations used in panel b and in Fig. 5 b. (d) LAT aggregate size distribution from simulation (dashed line) and theory (solid lines) for LT ¼ 3.5 #
105 and ST ¼ 3.75 # 105 corresponding to the open circle in panel c. Simulations are for Fx ¼ 10.

Biophysical Journal 96(7) 2604–2623
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Interplay	
  of	
  double-­‐phosphoryla/on	
  
and	
  scaffolding	
  

2010). In particular, scaffolds have been found to potentially
convert the mode of phosphorylation from distributive to pro-
cessive, because the long-lived interaction of a substrate with the
scaffold complex may allow both residues of MAPK or MAP2K to
be phosphorylated in a single encounter with the scaffold. Such a
mechanism could convert the highly nonlinear response in the
absence of scaffolds to a linear response.

The above observations led us to conjecture that double
phosphorylation is required for specific transmission of signals
through scaffolds, enabling them to elicit specific and properly
localized responses.

We have tested this hypothesis by constructing several simple
models of MAPK signaling in the presence or absence of scaffold
considering both MAP2K and MAPK activated by double phosphor-
ylation as well as their hypothetical counterparts that require only
mono-phosphorylation. We then analyze the behavior and perfor-
mance of these models in terms of signal amplification and activation
dynamics in order to decipher the interplay of scaffolding and the
dual phosphorylation requirement.

2. Results

2.1. Idealized MAPK models

We consider four heuristic models of the MAPK cascade:
(1) Cyt-11, in which MAP2K and MAPK are activated by

spontaneous collisions in cytoplasm and require only mono-
phosphorylation for activation. This model comprises six species.
Specifically, all three kinases exist in two different states (active
vs. inactive for MAP3K and phosphorylated vs. unphosphorylated
for MAP2K and MAPK).

(2) Cyt-22, in which MAP2K and MAPK are activated by
spontaneous collisions in cytoplasm but require double phos-
phorylation. This model comprises 10 species; as in Cyt-11

MAP3K exists in two states while MAP2K and MAPK exist in four
states (unphosphorylated, mono-phosphorylated on R1 or R2,
double phosphorylated).

(3) Scaff-11, in which MAP2K and MAPK are activated on a
scaffold and require only mono-phosphorylation. In addition to
the species found in Cyt-11 this model includes the scaffold
complexes with the kinases. Specifically, each of three kinase
binding sites on scaffold can be either unoccupied or occupied by
the corresponding kinase in any of its states—this yields three
possibilities for each of kinase binding sites. Therefore, the total
number of the complexes is 3!3!3¼27, which brings the total
number of all species to 33.

(4) Scaff-22, in which MAP2K and MAPK are activated on a
scaffold but require double phosphorylation. As in Scaff-11 this
model involves the scaffold complexes in addition to the unbound
kinases. Since now the MAP2K and MAPK can exist in four
different states, the number of scaffold based complexes increases
to 3!5!5¼75. Thus the total number of species is 85.

The name template for considered models is Scaff/Cyt/Joint-
XY, where the first part signifies the location where phosphoryla-
tion is allowed to occur with ‘‘Joint’’ indicating that it can occur
both on the scaffold and in the cytoplasm. The numbers X and Y
represent the numbers of phosphorylations required for the
activation of MAP2K and MAPK, respectively. The ‘‘Scaff’’ and
‘‘Cyt’’ models have been graphically represented in Fig. 1, and
their parameters are listed in Table 1. The input signal S controls
the activation rate of the first kinase in the cascade (MAP3K). The
level of the active, unbound MAPK is considered the output or
response R.

A number of simplifying assumptions have been made. We
assume that all the reactions occur in the well-mixed cytoplasmic
volume. The models assume that all cytoplasmic enzymes are
operating well below saturation. Phosphorylation of unbound
MAP2K and MAPK is treated as a second order reaction, whereas
for the scaffold-bound kinases it is considered as a first order

Fig. 1. Four MAPK cascade models: (a) Cyt-11, (b) Cyt-22, (c) Scaff-11, (d) Scaff-22. For each model the numbers of BioNetGen rules, generated species and generated
reactions are given.

P. Kocieniewski et al. / Journal of Theoretical Biology 295 (2012) 116–124 117
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  116-­‐124	
  (2012).	
  



Interplay	
  of	
  double-­‐phosphoryla/on	
  
and	
  scaffolding	
  

Kocieniewski,	
  Faeder,	
  and	
  Lipniacki,	
  J.	
  Theor.	
  Biol.	
  295,	
  116-­‐124	
  (2012).	
  

by inequality (5) (designated H1), is the most frequent among the
4!¼ 24 possible hierarchies. Moreover, for the fold ¼ 3 its
frequency is more than 45% over the full signal range
(0rSr1 s"1) while for fold ¼ 10 its frequency is more that
45% for low signals (Sr0:01 s"1). As already expected from single
parameter analysis the frequency of occurrence of hierarchy H1
increases with decreasing signal. This confirms that scaffolds play
a dominant role for weak signals. Interestingly, we identified four
other strongly represented hierarchies, H2 through H5 (Table 2).

To analyze which parameters discriminate between the postu-
lated hierarchy H1 and the four other hierarchies, we calculated the
scaled median value of each parameter, medianðxÞ ¼medianðlog10

ðPrandom=PbaseÞÞ, from the random parameter subsets corresponding to
the five represented hierarchies (Table 3). The analysis was performed
for small signal value S¼ 0:01 s"1, and fold ¼ 10. The analysis shows
that hierarchies H2 and H3 in which phosphorylation via scaffold
dominates (with respect to postulated hierarchy H1) are character-
ized by an elevated scaffold binding rate a, which in the default
parameter set is equal to phosphorylation rate in cytoplasm (p¼a).
The hierarchies H4 and H5, in which the cytoplasmic phosphorylation
is dominant, are characterized by the elevated phosphorylation rate
at the second MAP2K and MAPK residues, and the attenuated
dephosphorylation of MAP2K. In this analysis, in order to compare
the Cyt-11 and Cyt-22 models, the phosphorylation rate in the Cyt-11
model is assumed equal to the phosphorylation rate of the first
MAP2K and MAPK residues in the Cyt-22 model. Thus, an elevated

phosphorylation rate of the second residue promotes activation in the
Cyt-22 model without influencing activation in the Cyt-11 model.
This explains why the discrimination between hierarchies H2, H3, H4,
and H5 is connected with differences in parameters describing
phosphorylation of the two MAPK residues.

The analysis revealed that in real MAPK systems, in which double
phosphorylation of MAP2K and MAPK is required, the key parameters
promoting activation via scaffold are the scaffold binding rate (which
is not surprising) and the kinase dephosphorylation rate.

2.4. Competition between activation on scaffold and in cytoplasm

Now we consider a more realistic representation of the
processes taking place in the cell. In models Joint-11 and Joint-
22 we assume that phosphorylation occurs both on the scaffold
and in the cytoplasm, but it is also assumed that kinases bound to
scaffold may not phosphorylate those in cytoplasm and vice
versa. Fig. 4 shows how the scaffold level influences the response
for each model. For Joint-11 the response decreases monotoni-
cally with scaffold concentration above about 104. This is due to
high dose inhibition at large scaffold concentrations, in which
components of MAPK cascade are bound to different scaffold
molecules and thus rendered effectively inactive (this would not
be true if scaffold-bound enzymes were allowed to phosphorylate
cytoplasmic substrates or vice versa). In contrast, when double
phosphorylation is required, the highest response is achieved for

Table 3

Scaled median values of x¼ logfoldðPrandom=PbaseÞ, see Eq (6), for parameters subsets corresponding to each of the five hierarchies, S¼ 0:01 s"1, fold¼10.

Parameter Median (x)

H1 H2 H3 H4 H5 (H2 "H1) (H3 "H1) (H4 "H1) (H5 "H1)

a "0.31 0.38 0.61 "0.28 "0.57 0.69 0.92 0.03 "0.26
p2R1 0.02 "0.09 "0.28 0.24 0.36 "0.11 "0.30 0.22 0.34
p2R2 "0.20 "0.04 0.02 0.22 0.35 0.16 0.22 0.42 0.55
p3R1 0.21 "0.12 "0.40 0.23 0.33 "0.33 "0.61 0.02 0.12
p3R2 "0.18 0.02 "0.01 0.25 0.31 0.20 0.17 0.43 0.49
pscaff "0.01 0.04 0.04 "0.04 "0.02 0.05 0.05 "0.03 "0.01
d1 0 "0.10 "0.17 0.13 0.37 "0.10 "0.17 0.13 0.37
d2 0 "0.03 0 0.06 0 "0.03 0 0.06 0
u 0.15 0.01 "0.03 "0.10 "0.24 "0.14 "0.18 "0.25 "0.39
u2R1 0.07 "0.07 0.22 "0.36 "0.24 "0.14 0.15 "0.43 "0.31
u2R2 0.18 0.09 "0.04 "0.17 "0.36 "0.09 "0.22 "0.35 "0.54
u3R1 0.06 "0.36 0.18 "0.41 0.07 "0.42 0.12 "0.47 0.01
u3R2 0.10 0.38 "0.20 0.25 "0.29 0.28 "0.30 0.15 "0.39

Fig. 5. Relative contributions of scaffold and cytoplasm to MAPK activation for the scaffold level of 105. In case of Joint-22 model the Activated MAPK is split into three
classes based on where the activating phosphorylations occurred. Similarly, in Joint-11 model the activated MAPK is split into two classes based on the location of the
activating phosphorylation.

P. Kocieniewski et al. / Journal of Theoretical Biology 295 (2012) 116–124 121

Key	
  finding:	
  Requirement	
  for	
  double	
  phosphoryla/on	
  directs	
  
signal	
  through	
  scaffolds	
  preferen/ally	
  over	
  cytoplasm	
  



Toward	
  comprehensive	
  models	
  

•  RBM	
  offers	
  the	
  poten/al	
  for	
  high-­‐resolu/on	
  
models	
  of	
  large-­‐scale	
  networks	
  
–  Is	
  the	
  development	
  of	
  such	
  models	
  feasible?	
  
– Will	
  such	
  models	
  be	
  useful?	
  



Future	
  of	
  rule-­‐based	
  modeling	
  

•  Despite	
  many	
  successes,	
  rule-­‐based	
  modeling	
  
remains	
  a	
  niche	
  in	
  systems	
  biology.	
  

•  Many	
  recognize	
  that	
  it	
  may	
  be	
  necessary	
  for	
  
some	
  systems	
  or	
  in	
  the	
  future,	
  but	
  con/nue	
  to	
  
use	
  or	
  promote	
  standard	
  methods	
  based	
  on	
  
chemical	
  reac/on	
  networks.	
  

•  These	
  approaches	
  are	
  powerful,	
  but	
  they	
  do	
  not	
  
seem	
  to	
  appeal	
  to	
  most	
  biologists.	
  

•  Can	
  rule-­‐based	
  modeling	
  have	
  a	
  broader	
  appeal?	
  



Requirements	
  for	
  modeling	
  tools	
  
•  Descrip/ve	
  

–  Complex	
  biochemistry	
  
–  Spa>al	
  organiza>on	
  

•  Accessible	
  
–  Visual	
  interfaces	
  for	
  biologists	
  that	
  present	
  common	
  concepts	
  and	
  hide	
  

mathema/cal	
  details	
  
–  Programming	
  interfaces	
  for	
  developers	
  and	
  advanced	
  modelers	
  

•  Scalable	
  
–  Visualiza/ons	
  that	
  do	
  not	
  become	
  unwieldy	
  for	
  large	
  models	
  
–  Simula/on	
  methods	
  that	
  can	
  handle	
  combinatorial	
  complexity	
  

•  Model	
  reduc/on	
  
•  Accelerated	
  stochas/c	
  simula/ons	
  

–  Tools	
  for	
  model	
  analysis	
  –	
  rela/ng	
  models	
  to	
  data	
  /	
  experiments	
  
•  parameter	
  es/ma/on	
  
•  uncertainty	
  es/ma/on	
  
•  structure	
  iden/fica/on	
  



Future	
  Challenges	
  
•  Improving	
  the	
  efficiency	
  of	
  network-­‐free	
  simula/on	
  

–  memory	
  (Hogg)	
  
–  leaping	
  –	
  many	
  events	
  at	
  one	
  /me	
  

•  Spa/al	
  dynamics	
  
–  cell	
  compartments	
  
–  PDEs	
  (Vcell,Simmune)	
  
–  subvolumes	
  (SSC)	
  
–  par/cles	
  (Meredys)	
  
–  molecular	
  scale	
  (SRSim)	
  
–  mul/cellular	
  dynamics	
  (ML-­‐Rules,	
  Simmune)	
  

•  Parameter	
  es/ma/on	
  
–  Need	
  for	
  uncertainty	
  es/mates	
  in	
  model	
  predic/ons	
  
–  Standard	
  methods	
  apply	
  

•  Structure	
  determina/on	
  /	
  refinement	
  
–  Iden/fica/on	
  of	
  missing	
  interac/ons	
  
–  Methods	
  adapted	
  to	
  rules	
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Interfaces	
  
•  For	
  biologists	
  the	
  interfaces	
  need	
  to	
  be	
  
visual	
  –	
  a	
  network	
  representa/on	
  is	
  
natural	
  

•  Contact	
  maps,	
  which	
  show	
  molecules,	
  
components	
  and	
  interac/ons	
  are	
  a	
  good	
  
start.	
  

•  Extended	
  contact	
  maps	
  (Chylek	
  et	
  al.)	
  
show	
  more	
  detail	
  and	
  are	
  scalable….	
  



Extended	
  contact	
  maps	
  

Reveals	
  the	
  big	
  picture:	
  	
  
1)  a	
  box	
  for	
  each	
  molecule	
  in	
  a	
  

model	
  
2)  an	
  arrow	
  for	
  each	
  

interac>on	
  in	
  a	
  model	
  
3)  a	
  flag	
  for	
  each	
  PTM	
  in	
  a	
  

model.	
  	
  

Chylek	
  et	
  al.	
  Mol.	
  Biosyst.	
  (2011).	
  	
  

Do	
  not	
  yet	
  provide	
  an	
  executable	
  
representa/on.	
  The	
  transla/on	
  step	
  is	
  a	
  
barrier.	
  



Interfaces	
  II	
  

•  At	
  the	
  other	
  end,	
  “power	
  modelers”	
  need	
  
open	
  frameworks	
  to	
  build	
  new	
  capabili/es,	
  
such	
  as	
  higher	
  level	
  organiza/on	
  of	
  models	
  
(e.g.	
  PySB,	
  Sekar	
  poster).	
  

•  Open	
  source	
  is	
  not	
  enough	
  –	
  open	
  
architecture,	
  e.g.,	
  well-­‐designed	
  and	
  
documented	
  API’s	
  can	
  facilitate	
  and	
  greatly	
  
increase	
  the	
  produc/vity	
  of	
  such	
  efforts.	
  
– Current	
  situa/on	
  is	
  worrisome.	
  



An	
  IDE	
  may	
  have	
  the	
  poten/al	
  to	
  
address	
  both	
  needs	
  

•  Integrates	
  programming	
  and	
  graphical	
  
interfaces	
  

•  Eclipse-­‐based	
  IDE’s	
  have	
  been	
  developed	
  for	
  
both	
  Kappa	
  and	
  BNG	
  
– RuleStudio	
  
– RuleBender	
  

•  Views	
  can	
  be	
  customized	
  to	
  support	
  different	
  
workflows	
  and	
  levels	
  of	
  visual	
  or	
  text-­‐based	
  
interac/on.	
  



RuleBender	
  

Xu	
  et	
  al.	
  Bioinforma.cs	
  (2011);	
  Smith	
  et	
  al.	
  BioVis12	
  (Best	
  Paper);	
  BMC	
  Bioinforma.cs	
  (2012)	
  

Built	
  in	
  Eclipse	
  RCP	
  	
  	
   hjp://rulebender.org	
  	
  



CMACS	
  Pancrea/c	
  Cancer	
  Challenge	
  
Project	
  

•  Integrate	
  12	
  core	
  signaling	
  pathways	
  that	
  have	
  
been	
  iden/fied	
  from	
  cancer	
  genome	
  project	
  as	
  
playing	
  a	
  key	
  role	
  in	
  the	
  disease.	
  
– Mechanis/c	
  explana/on	
  for	
  observed	
  muta/ons	
  
–  Testbed	
  for	
  poten/al	
  therapeu/c	
  mechanisms	
  

•  What	
  tools	
  and	
  organiza/on	
  are	
  needed	
  to	
  make	
  
such	
  an	
  effort	
  successful?	
  
–  BioNetGen	
  modeling	
  language	
  with	
  some	
  basic	
  
annota/on	
  standards	
  –	
  protein	
  naming	
  conven/ons	
  

– Wiki	
  and	
  model	
  repository	
  



Community	
  Building	
  
•  Language	
  interoperability	
  

–  SBML	
  L3	
  Mul/	
  –	
  accepted	
  but	
  not	
  implemented	
  
–  BNG	
  <-­‐>	
  Kappa	
  translators	
  

•  Rule-­‐based	
  modeling	
  libraries	
  
–  Can	
  we	
  pool	
  our	
  efforts	
  to	
  develop	
  a	
  common	
  repository	
  for	
  models?	
  	
  

Ongoing?	
  
–  What	
  standards	
  are	
  needed	
  for	
  model	
  annota/on	
  to	
  make	
  models	
  

interoperable?	
  
–  Simula/on	
  benchmarks	
  

•  Common	
  visual	
  interfaces	
  
–  Development	
  of	
  an	
  IDE	
  with	
  support	
  for	
  mul/ple	
  rule-­‐based	
  modeling	
  

tools?	
  Is	
  RuleBender	
  appealing	
  for	
  that?	
  
–  Can	
  ECM’s	
  be	
  a	
  standard	
  for	
  diagramming	
  rule-­‐based	
  models	
  and	
  can	
  

it	
  be	
  integrated	
  with	
  SBGN	
  effort?	
  



CMU	
  
Ed	
  Clarke	
  
Haijun	
  Gong	
  
Paolo	
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