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We introduce the transport discrepancy of a self mapping and show how this fundamental object appears in the convergence analysis of everything from splitting algorithms for optimization in Euclidean spaces, to flows on manifolds, to random function iterations on probability spaces. This provides a tremendous unification of ideas and a systematic scheme for categorizing notions of regularity across diverse settings and applications.