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Motivation

● “Finding many rough rules of thumb can 
be a lot easier than finding a single, 
highly accurate prediction rule”

● Produce highly accurate prediction rule by 
combining several moderately accurate 
rules of thumb

● Goal: Explain why boosting works?

[Schapire, 2002]



  

What is Boosting?

● Binary Classification

● Base classifier/weak learner

– “moderately accurate rule of thumb”
– Trained on (weighted) training data

● Boosting: combination of weak learners

– Weighted majority vote



  

Outline

● Adaboost
– Algorithm, Example, Analysis and 

Experiments

● Initial Margin bounds
– Margin distribution and Min margin

● New Margin Bounds
– E-margin
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Adaboost [Freund & Schapire, 1997]

● Focus on “hard” training points

– Increase mass of points 
misclassified by previous WL

● Weighted majority classification

– More weight for accurate WLs



  

Adaboost [Freund & Schapire, 1997]

Animation from 
[Mohri, FML lecture 8]
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Adaboost [Freund & Schapire, 1997]

Create WLs:                                       (next slide)
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Adaboost [Freund & Schapire, 1997]

error:



  

Adaboost [Freund & Schapire, 1997]

Normalization 
constant

error:



  

Boosting Example
● n training points, m features

● Weak learners = Decision 
stumps (trees of length 1)

● Algorithm:

– Associate stump with 
each feature

– Pre-sort each feature: 
O(mn log n)

– Find best 
feature/threshold at each 
round: O(mnT)

[Schapire & Singer, 1999]
[Mohri, FML lecture 8]
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[Schapire & Singer, 1999]
[Mohri, FML lecture 8]



  

Initial Adaboost Theory

● Complexity (VC dim) of combined classifiers 
increases as T increases

● Initial analysis showed typical tradeoff between 
training error and complexity hypothesis class 

– overfitting as T increases

[Freund & Schapire, 1997]



  

● Theory implied overfitting with increased T

Adaboost Experiments



  

● Theory implied overfitting with increased T

● Empirical evidence does NOT follow

– E.g., Boosting C4.5 trees 

Adaboost Experiments

[Freund & Schapire, 1998]
[Mohri, FML lecture 8]



  

Outline

● Adaboost
– Algorithm, Example, Analysis and 

Experiments

● Initial Margin bounds
– Margin distribution and Min margin

● New Margin Bounds
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Why margin?

● Key idea: Look at confidence of training 
classification (margin) instead of number of 
incorrect classifications

● Goal: bound that depend on margin and 
complexity of WLs but NOT on # of WLs

● Results

– margin bound on error for any voting classifier 
– bound on margin distribution for Adaboost

[SFBL, 1998]
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Margin definitions
● margin of         : confidence of prediction

– ranges from -1 to 1
–

● margin distribution over training set (S)

– fraction with margin at most    ,
–                       

● min margin: smallest margin over S

– max     s.t. 



  

Margin Distribution

LEGEND: (small dash, large dash, 
solid) lines equal (5, 100, 1000) 

rounds of boosting

(   )

● Adaboost with C4.5 trees [Freund & Schapire, 1998]



  

Margin Distribution

● Adaboost with C4.5 trees 

● Margin distribution “improves” with more rounds
   (                      )

LEGEND: (small dash, large dash, 
solid) lines equal (5, 100, 1000) 

rounds of boosting

(   )

[Freund & Schapire, 1998]



  

Margin Distribution Bound
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Dependence on size of training set (n), VC dim of 
WLs (d) and confidence parameter

Generalization 
Error

Margin Distribution Bound



  

Want most examples to have large margin so that 
we have small                        for not too small  

Margin Distribution Bound



  

Adaboost's Margin

[SFBL, 1998]



  

Adaboost's Margin

● If                        for all t and          , then we 
have exponential convergence in T

– Exponential convergence for small enough 

[SFBL, 1998]



  

Min-Margin Bound
● Tighter bounds exist for min-margin

● Adaboost does not maximize min margin 

 

[Breiman, 1999]

[Rudin, 2004]
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Min-Margin Bound
● Tighter bounds exist for min-margin

● Adaboost does not maximize min margin 

● Arc-GV 
– converges to min-margin
– larger min-margin than Adaboost in practice
– worse generalization error!

 

● So what really drives performance?

[Breiman, 1999]

[Rudin, 2004]

[Breiman, 1999]



  

Outline

● Adaboost
– Algorithm, Example, Analysis and 

Experiments

● Initial Margin bounds
– Margin distribution and Min margin

● New Margin Bounds
– E-margin



  

E-Margin Bound
● Goal: Bounds that explain empirical results 

– clarify Adaboost vs Arc-GV issue
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E-Margin Bound
● Goal: Bounds that explain empirical results 

– clarify Adaboost vs Arc-GV issue

● Bernoulli Relative Entropy

● Inverse for fixed q and 

– exists b/c             is a monotone increasing fct
– not defined in paper



  

E-Margin Bound

Warning: This is a monster!!!



  

E-Margin Bound



  

E-Margin Bound

E-margin 

E-margin 
error 



  

 Analysis of E-margin Bound
● Reduction to Margin Distribution bound (and 

proof relies on very similar techniques)



  

Reduction to Previous Bound

Margin 
Distribution Bound

[SFBL, 1998]
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 Analysis of E-margin Bound
● Reduction to Margin Distribution bound (and 

proof relies on very similar techniques)

● Tighter than min-margin bound (Theorem 6)

– suggests that E-margin (not min-margin) 
dictates generalization error!

● Theorem 7 – Compare voting classifiers: If voting 
classifier f1 has larger E-margin and smaller E-
margin error than another voting classifier (f2), 
then f1 will have smaller generalization error

– Is this true empirically?



  

 E-margin Experiments



  

 E-margin Experiments



  

Summary
● Adaboost

– Combine weak learners => excellent classifier
– Does not seem to overfit

● Initial Margin bounds
– based on margin distribution/min margin
– make intuitive sense, but inconsistent with 

empirical results

● New Margin Bounds
– complicated, but consistent with experiments



  

Initial Margin Bound



  

Brief Proof Sketch (finite)
●     : set of majority vote classifiers (MVC)

● Uniform MVC:

●           induces distribution over

– select            from distribution to get 
–     is distribution over       induced by 
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Brief Proof Sketch (finite)
●

● This holds for all            so we can take expectation 
and bound each term separately
 

●                                            

– bound difference of empirical and test error for 
particular               (Chernoff bound)

– union bound over (finite!)
– bound                                  by   



  

Brief Proof Sketch (finite)
●

● This holds for all            so we can take expectation 
and bound each term separately
 

●                                            

– Use fact that                                and apply 
Chernoff bound


