Genome Informatics







Cherepinsky

Preference: Oral

BAYESIAN INFERENCE FOR CLUSTER ANALYSIS OF MICROARRAY DATA

Vera Cherepinsky, Courant Institute of Mathematical Sciences, NYU, New York, NY

Bud Mishra, Courant Institute of Mathematical Sciences, NYU, New York, NY

Marc Rejali, Courant Institute of Mathematical Sciences, NYU, New York, NY

The current standard correlation coefficient used in the analysis of microarray data, including gene expression arrays, was introduced in [1].  Its formulation is rather arbitrary.  We give a mathematically rigorous derivation of the correlation coefficient of two gene expression vectors based on James-Stein Shrinkage estimators.  We use the background assumptions described in [1], also taking into account the fact that the data are normally distributed random variables.  While [1] uses zero as an estimator for the mean µ, we start with the assumption that µ is itself a normal random variable, with mean zero (i.e. its a priori distribution is N(0,τ2)), and use Bayesian analysis to update that belief, to obtain a posteriori distribution of µ in terms of the data.  Finally, the parameters of the Normal distributions involved are estimated from the data. 

The obtained estimator for µ differs from the mean of the data vectors.  Our use of an initial estimator for the mean of µ, in addition to the data, shrinks the mean towards zero, providing an illustration of the shrinkage effect.  

The results of hierarchical cluster analysis on the data set from [1] using our correlation coefficient are also provided.

[1] Eisen, M.B., Spellman, P.T., Brown, P.O., and 

Botstein, D. (1998) PNAS USA 95, 14863-14868.
