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Abstract

Feature extraction is one of the fundamental challenges in im-
proving the accuracy of document classification. While there
has been a large body of research literature on document clas-
sification, most existing approaches either do not have a high
classification accuracy or require massive training sets.
In this paper, we propose a simple feature extraction al-
gorithm that can achieve high document classification ac-
curacy in the context of development-centric topics. Our
feature extraction algorithm exploits two distinct aspects in
development-centric topics: (a) most of these topics tend to
be very focused (unlike semantically hard classification top-
ics such as chemistry or banks); (b) due to local language and
cultural underpinnings in these topics, the authentic pages
tend to use several region specific features. Our algorithm
uses a combination ofpopularity andrarity as two separate
metrics to extract features that describe a topic. Given a topic,
our output feature set comprises of: (i) a list of popular key-
words closely related to the topic; (ii) a list of rare keywords
closely related to the topic. We show that a simple joint clas-
sifier based on these two feature sets can achieve high classi-
fication accuracy while each feature sub-set in itself is insuf-
ficient. We have tested our algorithm across a wide range of
development-centric topics.

1. Introduction
Document classification is a fundamental learning problem
that is at the heart of many information management and re-
trieval tasks. In the context of development, document clas-
sification plays an important role for several application es-
pecially for organizing, classifying, searching and concisely
representing large volumes of information. Given the high
price of network connectivity, several research efforts [Pent-
land, Fletcher, and Hasson2004, Seth et al.2006, Jain, Fall,
and Patra2004] have investigated new models for informa-
tion access and distribution in developing regions by phys-
ically transporting hard disks or USBs or SD cards with
large volumes of pre-loaded information relevant for the lo-
cal region. For example, there has been a recent drive to
establish information guides and portals for specific topics
in the domains of agriculture, healthcare and education to
improve operational practices on the ground in developing
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regions. The Blue Trunk Libraries project by WHO, Comm-
care, GuideViews and medical education modules are exam-
ples of specific information guides tailored to improve the
training and education of healthcare workers in rural areas
in developing regions.

This paper deals with the problem of document classifi-
cation in relation to an ongoing project effort oncontextual
information portalsthat aims to build an information portal
for any arbitrary topic based on information available on the
Web. Given the wealth of information available online, we
aim to construct a vertical slice of all related pages on the
Web for a given topic.

Document classification is a critical component in build-
ing contextual information portals. Given an arbitrary topic,
the goal is to determine all pages on the Web that is related to
that topic. The focus of this paper is not on how to establish
such a portal but on the specific sub-problem of classifying
web pages for development-centric topics.

Document classification is an age-old problem in informa-
tion retrieval which has been well studied. In the context of
the Web, there is a large body of research literature on clas-
sification of web page content [Qi and Davison2009] using
a variety of different approaches that leverage different in-
formation source types from the page: text, links, URL, hy-
pertext and tags. Despite all these works, web page classifi-
cation is still not a solved problem since existing approaches
do not provide high levels of accuracy or require extensive
training.

There are two main factors which make document clas-
sification a challenging problem: (a) feature extraction; (b)
topic ambiguity. First, in any document classification algo-
rithm, extracting the right set of features plays a criticalrole
in determining the accuracy of classification. In text based
classification, using standard textual similarity measures to
compare and classify documents can often yield poor accu-
racy; Second, many broad topics are often ambiguous mak-
ing classification of documents for these topics a hard prob-
lem. For ambiguous or broad topics the topic may have
different meanings and the topic and its related terms may
reappear in various contexts.

In this paper, we propose a simple feature extraction al-
gorithm for development centric topics which when cou-
pled with standard classifiers yields high classification ac-
curacy. Our feature extraction algorithm exploits two dis-



tinct aspects in development-centric topics: (a) most of these
topics tend to be very focused (b) due to local language
and cultural underpinnings in these topics, the authentic
pages tend to use several region specific features. The key
takeaway message from this work is that due to the nature
of development-centric topics, document classification be-
comes an easy problem if we extract the right feature set for
each topic.

Our feature extraction algorithm uses a combination to
two completely different and potentially opposing metricsto
extract textual features for a given topic: (a)popularity; (b)
rarity. Popularity of words related to a given word is com-
monly used across existing classifiers [Qi and Davison2009]
to weight closely related terms within a document. Given a
training set of documents related to the topic, the popular-
ity metric determines a list of popular terms that are closely
related to the topic.

Rarity is a metric that is particularly tailored for
development-centric topics due to occurrence of region-
specific or topic-specific rare terms across different docu-
ments. Given that most development-centric topics are fo-
cused topics with topic-specific underpinnings, the rarity
metric can capture the list of rare terms that are closely
related to the topic. To measure rarity of any given term
(which need not be a single word but an n-gram), we lever-
age the Linguistic Data Consortium (LDC) data set to learn
the frequency of occurrence of any n-gram on the Web.
Though the LDC data set that we use is slightly old, we have
found in a separate study that the relative rarity across most
terms has been preserved over the past few years.

To achieve good classification accuracy, we need both
these metrics for feature extraction. Either one by them-
selves may not provide good accuracy as has been attempted
in prior classification studies based on popular keywords
alone. In addition, restricting the feature set to only a com-
bination of terms extracted using these two extreme metrics
reduces the typical noise generated by using the entire text
of a document for classification. For example, if a web page
contains a large volume of text, the possibility of such pages
being wrongly classified can be high. An additional advan-
tage of our approach is the feature extraction process is very
fast and simple and does not require extensive training sets.

We have tested our algorithm across a wide range of
development-centric topics. Our results show that by com-
bining our feature extraction algorithm with standard clas-
sifiers can results in very high accuracy of roughly 95% for
recall of related documents and 99.95% precision in reject-
ing random documents unrelated to the topic.

2. Why not Text Similarity?
One approach to document classification that seems reason-
able at first glance is to estimate the class of a document
by clustering it based on a textual similarity metric. Cosine
similarity is one frequently used metric for this purpose. For
this task, we found a naive unweighted distance classifica-
tion to yield very poor results. While this is somewhat to
be expected, it highlights the importance of proper feature
selection and weighting.

Figure 1: Cosine Similarity of Random Pages with Malaria
Pages

Figure 2: Cosine Similarity Distribution of Random Pages

As an example, Figures 1 shows the cosine similarity of
random documents against those related to ’malaria’. Note
that the correlation of malaria documents to random doc-
uments frequently exceeds the correlation within the topic
group - there is no clear separation line between the two.

Figure 2 shows the cosine similarity within pages returned
by a search for malaria. Though most pages share the ex-
pected small amount of similarity with one another, the nois-
iness of the signal makes accurate selection by this metric
difficult.

The net result of this effect is that an arbitrary document
can exhibit a high degree of correlation with a desired classi-
fication topic. This limits the effectiveness of any technique
that uses document cosine similarity without additional in-
formation.

3. Related Work
A large amount of prior work has focused on document clas-
sification, and in particular web page classification.

3.1 Classifiers
The two techniques appearing most often for web page clas-
sification are naive Bayes and SVM learners. In recent years,
other techniques have been proposed and used, with some
success. [Nigam, Lafferty, and McCallum1999]

Naive Bayes approaches the problem of classification via
a deceptively simplistic model: assume all features are inde-
pendent of one another, and compute the class of a document
based on maximal probability. The independence assump-
tion allows for this to be evaluated easily by taking the si-



multaneous product of the conditional probabilities for each
class. [Lewis1998]

Despite the simplicity of the approach, naive Bayes learn-
ers can routinely achieve results on par with more complex
approaches. Research into this behavior has yielded the con-
clusion that, though the independence assumption is obvi-
ously untrue in many contexts, the resulting (possibly large)
errors in probability do not prevent correct classificationin
many cases. [Domingos and Pazzani1996] [Zhang2004]

SVMs (Support Vector Machines) have been widely used
for text classification in recent history [Joachims, Nedellec,
and Rouveirol1998]. With the appropriate choice of kernel
function, they can learn complicated separation functions,
and can successfully operate on large datasets with appro-
priate optimizations. [Joachims1998]

3.2 Feature Extraction
Prior work for web page classification largely focuses on
feature extraction and selection. In addition to the page text,
additional components of pages and their relationships have
been integrated to improve classification. We list a few of
the major patterns here.

A common source of additional information is the HTML
tags from the page; previous work has used titles and other
tag data [Yang, Slattery, and Ghani2002] to label the text
features. Other research involves using the geometry of the
rendered HTML page to build up tree models based on the
incoming link structure. [Shih and Karger2004].

A broad class of features for documents comes from an-
chors. Anchor-text from links pointing into a page can be
associated with the page itself [Chakrabarti, Dom, and In-
dyk1998]. In addition, URLs and text from other pages
may be accumulated into the candidate feature set. Some
attempts to assign additional feature information eschew
the traditional association of relatedness via anchors, and
instead attempt to group together pages on the basis of
their relative positions in a site tree or web graph (sibling-
relationships). Still other approaches view the labeling of
pages as a optimization problem on the graph of pages
formed by anchors, and attempt to optimize labeling on the
graph. [Angelova and Weikum2006]. [Qi and Davison2009]
provides an overview of techniques that use the graph infor-
mation to enhance classification.

Other work in the area has been on URL-only classi-
fiers; these ask the question of whether is it feasible to clas-
sify a page knowing only the URL (and possibly some link
structure) [Kan and Thi2005]. This is of particular interest
for systems like web-crawlers and focused crawlers, where
there is a desire to classify a page as desirablebeforeretriev-
ing it. Even with this restriction on available information,
classification precision above 60% has been achieved on the
WebKB dataset (described below). [Baykan et al.2009].

3.3 Testing
Testing is typically done using hand labeled data sets. One
dataset commonly used for this purpose is the “4 Univer-
sity” set from WebKB [Craven et al.1998]. This consists of
pages crawled from several universities, and grouped into

seven categories: student, faculty, staff, course, project, de-
partment and other.

Due to the small size and ambiguity of some of the cate-
gories in this set, classification often is performed on a sub-
set of the documents consisting of the student, faculty, staff
and course groups. We follow this testing methodology here.
Precision results of above 90% have been achieved on this
reduced set. [Nigam, Lafferty, and McCallum1999].

4. Feature Extraction Algorithm
In this section, we describe our feature extraction algorithm
for focused topics and how it can be used in conjunction with
existing classifiers.

From our perspective, afocused topicby definition is un-
ambiguous. In other words, given a topic, a human should
be able to unambiguously state whether any document is re-
lated to that topic or not. However, defining ambiguity of
a topic either mathematically or semantically is hard. For
this purpose, we outline some of the typical properties sat-
isfied by focused topics. First, the frequency of occurrence
of the topic on the Web is not high. For example, fairly gen-
eral topics such as “news”, “entertainment”, “media” appear
in over 500 million pages and even topics such as “health-
care”, “chemistry” and “banking” appear in over100 mil-
lion pages on the Web. However, focused topics relevant in
development contexts such as “rajinikanth”, “jackie chan”,
“tuberculosis”, “malaria” “organic farming” appear in much
fewer pages. Frequency alone is not sufficient to categorize
a focused topic; one can have popular yet focused topics
(such as “hiv”) or relatively rare terms which are ambigu-
ous topics. Second, a focused topic does not have multiple
distinctly different meanings in the dictionary. Third, and
most importantly, given a set of topics of interest to a com-
munity, a topic is said to be focused within the list if the
document overlap across topics is negligible if not null. For
example, the possible document overlap between “malaria”
and “Barack Obama” is small, while the document overlap
between “baseball” and “mlb” is large.

Given a focused topic that satisfies these properties, the
objective of our feature extraction algorithm is:Given a
focused topic and a training set of candidate authoritative
pages on the topic, extract an appropriate feature set of tex-
tual terms that can be used in conjunction with any standard
classifier to determine if any document is related to the topic
or not. Our feature extraction algorithm helps in condens-
ing any document as a vector across the extracted feature
set which in turn can be used by any classification algorithm
such as Bayes or SVM.

Our extraction algorithm is also designed fortopic-
specificclassifiers to determine documents corresponding to
a single topic. While the algorithm can be extended for
multi-topic classifiers (distinguishing across differenttop-
ics), the feature extraction will not be well-suited for the
case where the set of topics may be partially overlapping
such as distinguishing between “malaria” and “cholera”.

Our algorithm uses two different and contrasting metrics
to extract features from a text document:popularityandrar-
ity. Given a training set of documents, we initially do some
pre-processing and filtering of documents: we remove all



documents that contain very little information and remove
very popular terms in the document since they add signifi-
cant noise to the classification. If the candidate set is gen-
erated by taking the topN pages from a search engine such
as Google, we found that a non-trivial fraction of the top
N documents contained very little text to aid in training the
classifier.

To detect the relative frequency of a termt, we used
the Linguistic Data Consortium dataset, which provides the
web frequency ofn−grams forn ≤ 5. We denote this as
LDC(t). We use the LDC dataset to discount very popular
terms (such as “the”, “and” etc.) from the feature set. A term
in our description need not be a1− gram but can be anyn−
gram forn ≤ 5.

For every termt, we compute the TF-IDF [Jones1972]
value of that term as:

tfidf(t) = tf(t) × log(N/N(t))

Here,tf(t) represents the mean term frequency oft and
log(N/N(t)) represents the inverse document frequency of
term t whereN is the overall number of documents and
N(t) is the number of documentst appears in. While the
typical means to compute IDF is to use the candidate set,
we use a more accurate estimate of IDF based on the LDC
dataset. One obvious problem with using the candidate set
for measuring IDF is that we anticipate the training set to
be small and yield inaccurate values; for example, several
topic-specific terms may appear in all documents with a
measured IDF of0. We useLDC(t) as the estimate for
N(t) and the maximum ofN(t) across all terms in the LDC
as our estimate ofN .

We define a term to be apopular termrelated to the topic
if the following constraint is met:

tfidf(t) > Tth, LDC(t) < Pmax

Here, Tth is a lower bound on the TF-IDF value for a
term to be considered.Pmax is the upper bound on the LDC
count to remove extremely popular terms from considera-
tion. Based on manual inspection across different topics,
we setPmax = 100, 000, 000 for the LDC dataset. Note
that the LDC dataset that is currently publicly available is
circa 2004 and may not be reflective of the currently Web
frequency. However, for most terms, we have found the rel-
ative frequency to roughly remain similar over time: ift1
was more popular thant2 in 2004, that trend has continued
for most terms. The value ofTth was also computed as a
common base value across different topics. We compute the
list of popular terms for different focused topics and have
human experts determine appropriate thresholds for differ-
ent topics. Across15− 20 focused topics spanning different
areas, we foundTth = 4 to be a good separation point across
topics.

We use a graded measure to computerare terms. The
basic definition of arare termis based on the following con-
straint:

tfidf(t) > Rth, LDC(t) < Rmax

HereRth is a lower bound on the tfidf value and is typi-
cally much smaller thanTth for popular terms.Rmax is the

upper bound on the LDC count to restrict this set to only
consider rare terms. We need a lower bound on the tfidf
based onRth to remove all the rare terms which appear in
very few documents in the candidate set and get picked up
as related to the topic.

However, this basic definition of rarity is not sufficient.
The basic problem is with how to setRmax. If we setRmax

to a very low value such as1000, then very few terms get
selected and other important rare terms related to the topic
are ignored. If we setRmax to a high value say1, 000, 000,
then several terms not related to the topic get selected since
Rth is very small and does not filter these terms.

Hence, we modified our rarity metric based on a graded
measure. We defined a base low value ofRmax = 1000
as the smallest value under consideration and divided the
LDC scale based on a logarithmic scale; in other words, we
considered exponentially scaled up versions ofRmax such
as2Rmax, 4Rmax, . . . 2kRmax. For every scaling ofRmax,
we correspondingly scaled the tfidf threshold by exponential
factor β. To summarize, our rarity metric can be stated as
follows:

A term is rare if one of two conditions holds - the base
condition:

LDC(t) < Rmax, tfidf(t) > Rth

Or the secondary condition - for1 ≤ l ≤ k:

2l−1Rmax ≤ LDC(t) < 2lRmax

and
tfidf(t) > βkRth

If either of these conditions is true, the term is considered
rare.

In practice, we setk = 10 andRmax = 1000, to consider
all rare terms with a LDC frequency of up to1, 024, 000.
We choose a base value ofRth = 0.2 in our classifier in a
similar fashion toTth based on manual inspection across15
focused topics. We chooseβ such thatβk = Tth/Rth =
4/0.2 = 200. This is to ensure that the rarity metric con-
verges with the popularity metric at an LDC frequency of
2kRmax. Hence if a term has an LDC frequency greater
than this value, andtfidf(t) > Tth it gets captured by the
popular term classifier.

Given the list ofm popular and rare terms extracted for
a given topic, given any documentd, our feature extrac-
tion algorithm will output twom−dimensional vectors: (a)
the feature vector oftf(i, d) which represents the term fre-
quency of theith feature term (for1 ≤ i ≤ m) in the doc-
ument; (b) thetfidf(i) weighting function for each of the
m terms. These vectors can be fed to any standard classi-
fier. In practice, we can consider the weighting function for
a given term either based ontf(i, d) (no weighting) alone
or tf(i, d)× tfidf(i) (tfidf based weighting) before feeding
the vectors in a standard classifier. In our analysis, we use
naive-Bayes and SVM as two classifiers in our study.

5. Evaluation
Feature Extraction To evaluate our feature extraction al-
gorithm for a given topic, we generate a training set of can-



didate documents based on querying a search engine for the
topic and extracting the text from the resulting pages. Fil-
tering is applied to this initial set to remove uninformative
documents, as mentioned in section 4. The remaining doc-
uments are randomly partitioned to generate training and
test data sets. In addition a negative test set is generated
by extracting 10000 random documents from the English
wikipedia corpus.

We evaluated our technique on a variety of different topics
that we felt have significance for developing regions. We
grouped these into 5 broad categories:

• Actors (Rajinikanth, Amitabh Bachchan, Kamal Haasan)

• Diseases (HIV, Malaria, TB, Diabetes)

• Agriculture (Organic Farming, Water Harvesting, Soya)

• Math (Trigonometry, Calculus)

• Computer Science (Operating Systems, Networking,
Compilers)

The number of features kept by the filtering process is
shown in Figure 3.

Topic Original Features Popular Rare
amitabh bachchan 6107 75 973
calculus 5848 85 395
compilers 6919 123 793
diabetes 6803 184 545
hiv 7749 217 681
kamal haasan 5246 43 675
malaria 8616 161 844
networking 9922 177 796
operating systems 9796 156 729
organic farming 9315 84 434
rajinikanth 5862 138 1162
soya 7948 87 861
tb 11737 495 1390
tcp 6743 340 1054
trigonometry 5284 105 474
water harvesting 8800 73 404

Figure 3: Popular and rare features extracted by topic
Note the number of features kept by the rare and popular

filters is very small relative to the orignal feature counts.The
time taken by feature extraction is trivial in comparison to
the classification time.

An example of terms computed by the rare filter, from the
faculty group of WebKB, and the organic farming group are
shown in figure 4. Similar results arise for other topics.

Classification Results We tested 2 classifiers on our prob-
lem set, a naive Bayes classifier and an SVM learner; we
used the bow [McCallum1996] toolkit to construct and test
our classifiers. The models used for the classifiers were gen-
erated using the text of the documents as a unigram bag-
of-words model. The classifiers were separately trained and
tested using a set of words corresponding to the union of the
rarity and popularity filters.

Our classifiers were run with their default settings. For
libbow, this generates a learner based on a unigram word

Faculty Organic Farming
eecs farming
proc. usda
systems gardening
m.s. pesticides
a.g. organics
u.s. growers
university fertilizers

Figure 4: Top terms kept by the rare filter

model. The naive Bayes learner is smoothed by assuming
a Dirichlet prior for zero valued features. The SVM learner
uses a linear kernel with linear weighting on term frequen-
cies.

The results of evaluating our topics were surprising - both
the SVM and Bayesian classifier had very high precision the
full range of subjects.

For this particular classification task, we found the effec-
tiveness of the Naive Bayes classifiers to be significantly
better then our SVM learner when training against the full
feature set; the reverse occurs when training against the re-
stricted word set. The effect of filtering terms from the fea-
ture set dramatically altered the behavior for our classifiers,
in differing manners.

When working on the filtered set, our naive Bayes classi-
fier lost a small amount of recall, and showed better pre-
cision when rejecting documents of the negative test set.
The classifier exhibited perfect precision in rejecting random
documents on 3 of the topics. The most dramatic change was
within our math topic set. We suspect the reason for the loss
of recall to be related to the distribution of words within the
math topic: the number of related but uncommon words for
that topic is significantly larger then for the other sets.

Topic Positive Precision Negative Precision
cs 0.9637 (0.9477) 0.9900 (1.0000)
agriculture 0.9440 (0.9043) 0.9993 (1.0000)
math 0.9572 (0.8512) 0.9985 (0.9999)
actor 0.9736 (0.9885) 1.0000 (0.9999)
disease 0.9911 (0.9700) 0.9984 (1.0000)

Figure 5: Naive Bayes results, original and with filtering

When run against the filtered set, the SVM learner showed
a uniform improvement in recall (acceptance related docu-
ments) for all categories and trivial losses in precision (re-
jecting unrelated documents). The SVM learner operating
against the filtered feature sets outperformed all of our other
classification attempts by a significant margin.

A beneficial side-effect was noticed while training the re-
duced feature SVM - the time to train the SVM was drasti-
cally reduced when running on the filtered features.

WebKB Evaluation As a base of comparison with re-
lated work we evaluated our techniques against the WebKB
dataset, though we did not expect to achieve groundbreak-
ing results in this area. The resulting performance was
better then anticipated. We followed the procedure used



Topic Positive Precision Negative Precision
cs 0.9032 (0.9947) 0.9993 (0.9986)
agriculture 0.9491 (0.9898) 0.9993 (1.0000)
math 0.9419 (0.9808) 0.9992 (0.9984)
actor 0.9761 (0.9915) 0.9997 (0.9993)
disease 0.9837 (0.9931) 0.9997 (0.9990)

Figure 6: SVM results, original and with filtering:

Figure 7: Naive Bayes results across categories

in [Nigam, Lafferty, and McCallum1999], and focused on
the joint classification of the reduced set of 4 groups: course,
faculty, project and student classes. Once again, we saw dif-
fering behavior in our classifiers. For this document set, our
naive Bayes learner on the trimmed features outperformed
the other classifiers - achieving an aggregate accuracy of
90.7%. Without feature filtering, the Bayes learner achieved
only 81.6%. The SVM learners exhibited the reverse be-
havior - the learner operating on the trimmed set exhibited
significantly decreased accuracy.

Upon investigation, we found that our thresholds for this
data set had been too aggressive - only 7 words were being
kept for the “student” class via the popular filter. The lack
of features to work with significantly handicaps the SVM
learner. The naive Bayes learner, however, extracts most
of the weighting for classification from exactly these rare
terms, and hence does not exhibit the same degradation; the
removal of spurious terms prevents the classifier from over-
emphasizing them.

We note that the results for the filtered Bayesian learner
are roughly on par with the best techniques we are aware of.
Given the relative simplicity of our approach, we feel this is

SVM (Original) 89.8%
SVM (Filtered) 80.2%
Naive Bayes (Original) 81.7%
Naive Bayes (Filtered) 90.7 %

Figure 8: WebKB classification accuracy

an area worth further study.

6. Conclusion
We have found that while page classification in general is
a hard problem it is not a necessarily difficult problem for
all subject areas. We show that when classification tasks
are restricted to relatively narrow topics of interest, we can
achieve near perfect precision and recall.

We also introduce a novel technique for filtering the terms
provided to a classifier, which we show can enhance the ef-
fectiveness of both SVM and naive Bayes classifiers for both
focused and traditional classification problems.
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