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In this short position paper, we will descibe the demands
of network traffic managenert applications and we will dis-
cusshow a Data SreamManagenen Systemcan provide a
gerera and scdable platform for depoying theseapplica-
tions.

1 Network Traffic Management

The problem of obtaining the bestpossille network perfor-
mancein the growing Intemet has givenrise to the needfor
efficient network traffic managenent [2]. Broadly, traffic
managerrent can be dividedinto threetasks: (1) collecing
data, eg., network topology and utilization data, router con
figuration data; (2) processig the collecieddata, eg., to de-
tectproblemssuch aslink failure, to determine the bestways
to optimize network performance; (3) dedoying mechanisms
for cortrollin g network traffic. We focus on tasks(1) and (2)
in the context of alarge Intemet Sewice Provider (ISP) such
as AT&T or Sprint.

Data collected to ersble traffic managenert applications
in an ISP includes: network packet and flow traces;active
measuremerts of packet delay, loss, and throughput; router
forwarding tables and corfiguration data; and Smple Net-
work Managenert Protocol (SNMP) data maintainedby var-
ious network elenerts (eg., routers, switches)[2, 5]. Since
networks needto be running al the time, much of this data
is collecied cortinuously (athough on differert time scdes)
and resllts in very large and fastgrowing databases. For
example, packet tracescollecied in the Sprint IP backbone
amount to 600 Gigabytesof data per day [5].

Differert kinds of processig must be performed on the
collecieddatato erable sophisticatedtraffic managerrent ap-
plications. The network topology is maintained by joining
SNMP data and/or corfiguration data from differert network
elerrents [2]. Statistics of link and router utilization are
maintained by aggregating packettraces[5] or from SNMP
data [2]. Padket losses per-hop and erd-to-erd delays, and
network throughput are measured either by joining packet
tracescollected from multiple points in the network [5], or
by using a dedcated sysemthat gereratesnetwork traffic to
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measure theseparameters online [2]. The recenly proposed
model for traffic demandsin an IP backbone network [4] is
computed by joining four differert data souces—network
flow traces,router forwarding tables and corfiguration data,
and SNMP data.

2 Challengesin Data Processng

Due to the sheer volume of data and conplex processig,
most currernt network traffic managenen applications pro-
cessthe collecied data offline [4, 5]. The data is typically
loadedinto a certraized file sysemor data warehouse(eg.,
Daytona [2]) and processedusing software toolkits (eg.,
CoralReef[5], NetScope[2]). Offline processig is appropri-
ate for applications using decisiorsupport type queries,eg.,
cgpacity planning and provisioning or determining pricing
plans [2]. However, many other traffic managermen applica-
tions would berefit from online data processig. For exam-
ple, tracking changesin network topology and traffic distri-
bution onlinewould ereble congeston causedetecion, adap-
tiveintra-domain and inter-domain routing policies (eg., ad-
justing OSH- weights and BGP policies [4]), resouce alo-
caion mechenisms for guaranteed application-level quality
of sewice (QoS), admissioncortrol and traffic-policing, and
detecing derial-of-sewice attacks|[3].

For somre of theseapplications (eg., network topology
mainterance, corgeston cause detecion, traffic demand
computation) data can still be collecied and processedn a
certral place,but they would berefit from a sysemthat per
forms its processig in a cortinuous fashion, requiring effi-
ciert online data processig techiques. Other applications
might requre distributed online conputation. For example,
admission-cortrol and traffic-policing requre conplex pro-
cessig overinconing packetstreans at differert routers (or
different machinesdedcated to data collection and process-
ing). Collecting and processig datain a certral placeis dif-
ficult dueto thered-time respnserequrenmens of theseap-
plications and the additional load that would be placedonthe
network. One solutionis to maintain atable cgpturing aggre-
gae propetties of the incoming packetstream at each router
and transfer (only) significant updatesto this table to a cen
tral place for further processig. It is essetial to keepthe
table as well as the additional processig overheal at eah
router within reasoreble limits. The structure of an ISP fur-
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Figure 1: Architecure of a data processig operator in a
DSMS.
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ther motivatesthe needfor distributedprocessig. The badk-
boneroutersof an ISP are signifi cantly more crucial and sen
sitive than its accesgouters[5]. Therefore, it is prefeiable
to distribute the tasksof data collecion and (online) process-
ing to machinesmonitoring the links betweenthe accessand
backbone routers [5] or, to alesserextert, among the access
routers, rather than directy among the backbonerouters.

3 A Data StreamManagementSystem

To integrate data collecion and processig, and to erable on-
line (as well as offline) processig, we proposethe useof a
Data SreamManagenent Systtm(DSMS)[1] for dedoying
traffic managenert applications. The differernce betweena
file sysem or Database Managenern Sysem (DBMS) and
a DSMSis simple: currert file sysens or DBMSs expect
all data to be managedwithin sonme form of persisert data
set in a DSMS, the corcept of a data stream possilly un-
bounded is asimportant asacorvertional storeddataset By
nature, a stored data setis appropriate when signifi cant por-
tions of the data are queried again and again, and updatesare
smell and/or reldively infrequert. In cortrast, a data strean
is appropriatewhenthedatais changing corstantly (oftenex-
clusively throughinsetions of new elenerts), and it is either
unnecessyy or impractical to operate onlarge portionsof the
data multiple times.

The STREAM (STanford stREam datA Manager) project
at Stanford aimsto build a conmplete DSMS, with functional-
ity and performancesimilar tothat of atraditiona DBMS, but
which allows sone or al of the data being managedto come
in the form of unbounded possilly very rapid, data streams.
For details of the ervisionedsysem seeg[1]. Dataprocessig
operatorsin a DSMS have the gereral architecture shown in
Figure 1. Each operator works on a setof input data streams
and producesan output stream (the Sreamconponert in Fig-
ure 1). Data may be savedin the Scratch cormponert for fu-
ture use, or it may be discaded (the Throw comnponert in
Figure 1). Currert resuts are storedin the Store conponernt
and/or sert to the output stream, which coud sewe as an in-
put to another operator. Theseoperators are desigred par-
ticularly for online processig over continuous data streans
with bounded amounts of storage. For instance, operators

with very rapid or unpredctable input streans coud adapt
and provide approximate answes in red-time (eg., by san-
pling the streams) [1]. In gerera, the data stream processig
model of one-passconputation using bounded amounts of
storage also providesa scdable dtemative for offline data
processig over fastgrowing databases. Processig traffic
managermrent applications over a distributed traffic manage-
mert infrastructure (recdl Secton 2) further motivatesthe
useof data strean processig.

Let usrevisit sorre of the network traffic managemnen ap-
plications discussedin Sectons 1 and 2 suypposing we have
the support of aDSMS.The colleceddatais fedtothe DSMS
as data streams and the applications are erabled using data
processig operators basedon the gereral architecure. For
example, one operator is a network topologymonitor operat-
ing on a cortinuous feed of router up/down status and con
figuration data [4]. Since this operator need to join data
from corfiguration filesof differert routers, sone datawould
needto be savedin Scratch. Sore would cortain the current
network topology, while updatesto the topology coud be
streanedto otheroperators (e g., an intra-domain route mon-
itor [4]). As asecoml example, corsidertraffic demand com
putation in an IP backbone network [4]. This application can
usean inter-domain route monitor operator which maintains
the setof outbound links carying traffic from the backbone
to specific extemal IP addresses. The inter-domain route
monitor operates on a cortinuous feed of router forward-
ing tables (or BGP advettisenerts) and corfiguration data
[4]. The gererd operator architecure also cgpturesthe needs
of applications that maintain aggregae propetties of the in-
coming packetstream at routers (e g., admissioncortrol and
traffic-policing). The DSMS can aso be usedto integrate
and improve offline processig (eg., decisionrsupport type
gueries)by applyin g the sane operators to data streans gen
eratedfrom the collecieddata

References

[1] S.BabuandJ. Widom. Continuous queriesover data streans.
Technical report, Stanford University Database Group, March
2001. Available at http://dbpubs.sanford.edu/pub/2001-9.

R. Caceresetal. Measurementand analysisof IP network usage
and behavior. IEEE Communications Magaine, 38(5):144—
151,2000.

N. G. Duffield and M. Grossglaiser Trajectory sampling for
directtraffic obsewation. In Proc.ofthe 2000ACM SSIGCOMM,
pages271-284,Sepember 2000.

A. Feldmann, A. Greerberg, C. Lund, N. Reingold, J. Rexford,
and F. True. Deriving traffic demands for operational IP net
works: methodology and experience. In Proc. of the 2000ACM
SIGCOMM, pages257-270,Sepenmber 2000.

C. Fraleigh, S. Moon, C. Diot, B. Lyles, and F. Tobagi. Ar-
chitecture of a passive monitoring sysemfor backbone IP net-
works. Technical Report TRO0-ATL-101-801 Sprint Advanced
Technology Laboratories, October 2000.

(2]

(3]

[4]

(5]



