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Image Recognition: conventional setup
▪ Use large, manually curated dataset of {image,label} pairs for supervised 

training of large convolutional network model 

▪ But datasets expensive and time-consuming to build 

▪ Hard to get beyond a few million labels

Convolutional 
Network "Plane"



Learning from weak labels
▪ Facebook contains tons of data like this:

the veranda hotel
portixol palma

plane approaching zrh
avro regional jet rj

article in the local 
paper about all the 

unusual things found
at otto s home

student housing by 
lungaard tranberg 

architects in copenhagen 
click here to see where 
this photo was taken

this was another one with my old digital
camera i like the way it looks for some things 
though slow and lower resolution than new 
cameras another problem is that it s a bit of
a brick to carry and is a pain unless you re

carrying a bag with some room it s nearly x x
and weighs ounces new one is x x and weighs

ounces i underexposed this one a bit did
 exposure bracketing script underexposure on

that camera looks melty yummy 
gold kodak film like

not as impressive as
embankment that s for sure



Architecture
▪ Train convolutional network to predict words that co-occur with an image 

▪ Flickr 100M dataset contains ~100M photos with associated "captions" 

▪ We treat each individual word in a photo's caption as a target for that photo 

▪ That is: a multi-label learning problem with extremely noise labels 

▪ We train convolutional networks to predict the words from the images: 

▪ We use standard convnet architectures such as AlexNet



Loss function
▪ We train using multi-class logistic loss over 100K hashtags: 

▪ Surprisingly, this worked better than one-versus-all losses 

▪ Training is performed using mini-batch stochastic gradient descent: 

▪ We use class-uniform sampling to prevent frequent classes from 
dominating the visual features
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tecture [26] and the GoogLeNet architecture [46]. The
AlexNet architecture is a seven-layer architecture that uses
max-pooling and rectified linear units at each layer; it has
between 15M and 415M parameters depending on the vo-
cabulary size. The GoogLeNet architecture is a narrower,
twelve-layer architecture that has a shallow auxiliary clas-
sifier to help learning; it holds the state-of-the-art on the Im-
ageNet ILSVRC2014 dataset [42]. Our GoogLeNet models
had between 4M and 404M parameters depending on vo-
cabulary size. For exact details on both architectures, we
refer the reader to [26] and [46], respectively—our archi-
tectures only deviate from the architectures described there
in the size of their final output layer.
Loss functions. We denote the training set by D =

{(xn,yn)}n=1,...,N with the D-dimensional observation
x 2 RD and the multi-label vector y 2 {0, 1}K . We
parametrize the mapping f(x; ✓) from observation x 2 RD

to some intermediate embedding e 2 RE by a convolutional
network with parameters ✓; and the mapping from that em-
bedding e to a label y 2 {0, 1}K by sign(W

>
e), where

W is an E ⇥ K matrix. The parameters ✓ and W are op-
timized jointly to minimize a one-versus-all or multi-class
logistic loss. The one-versus-all logistic loss sums binary
classifier losses over all classes:
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where �(x) = 1/(1 + exp(�x)) is the sigmoid function
and Nk is the number of positive examples for the class
k. The multi-class logistic loss minimizes the negative sum
of the log-probabilities over all positive labels. Herein, the
probabilities are computed using a softmax layer:
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In preliminary experiments, we also considered a pairwise
ranking loss [50, 53]. This loss only updates two columns
of W per training example (corresponding to a positive
and a negative label). We found that when training convo-
lutional networks end-to-end, these sparse updates signifi-
cantly slow down training, which is why we did not con-
sider ranking loss further in this study.
Class balancing. The distribution of words in our dataset
follows a Zipf distribution [1]: much of its probability mass
is accounted for by a few classes. If we are not careful about
how we sample training instances, these classes dominate
the learning, which may lead to poor general-purpose vi-
sual features [2]. We follow Mikolov et al. [31] and sam-
ple instances uniformly per class. Specifically, we select a
training example by picking a word uniformly at random
and randomly selecting an image associated with that word.

All the other words are considered negative for the corre-
sponding image, even words that are also associated with
that image. Although this procedure potentially leads to
noisier gradients, it works well in practice.
Training. We trained our models with stochastic gradient
descent (SGD) on batches of size 128. In all experiments,
we set the initial learning rate to 0.1 and after every sweep
through a million images (an “epoch”), we compute the pre-
diction error on a held-out validation set. When the vali-
dation error has increased after an “epoch”, we divide the
learning rate by 2 and continue training; but we use each
learning rate for at least 10 epochs. We stopped training
when the learning rate became smaller than 10

�6. AlexNet
takes up to two weeks to train on a setup with 4 GPUs, while
training a GoogLeNet takes up to three weeks.
Large dictionary. Training a network on 100, 000 classes
is computationally expensive: a full forward-backward pass
through the last linear layer with a single batch takes
roughly 1, 600ms (compared to 400ms for the rest of the
network). To circumvent this problem, we only update
the weights that correspond to classes present in a train-
ing batch. This means we update at most 128 columns of
W per batch, instead of all 100, 000 columns. We found
such “stochastic gradient descent over targets” to work very
well in practice: it reduced the training time of our largest
models from months to weeks.

Whilst our stochastic approximation is consistent for the
one-versus-all loss, it is not for the multi-class logistic loss:
in the worst-case scenario, the “approximate” logistic loss
can be arbitrarily far from the true loss. However, we ob-
serve that the approximation works well in practice, and up-
per and lower bounds on the expected value of the approx-
imate loss suggest that, indeed, it is closely related to the
true loss. Denoting sk = exp

�
w

>
k f(xn; ✓)

�
and the set of

sampled classes by C (with |C|  K) and leaving out con-
stant terms for brevity, it is trivial to see that the expected
approximate loss never overestimates the true loss:
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Assuming that 8k : sk � 1

4, we use Markov’s inequality to
obtain a lower bound on the expected approximate loss, too:
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This bound relates the sample average of sc to its expected
value, and is exact when |C|!K. The lower bound only
contains an additive constant log(|C|/K), which shows that
the approximate loss is closely related to the true loss.

4This assumption can always be satisfied by adding a constant inside
the exponentials of both the numerator and the denominator of the softmax.
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Experimental setup
▪ First, we train our networks on the Flickr 100M dataset 

▪ We perform experiments with dictionary sizes up to 100K 

▪ We evaluate the networks in two experiments: 

▪ Experiment 1: Given a photo, predict the words 

▪ Experiment 2: Use the features learned by the convolutional networks for 
transfer learning to other vision tasks



Word prediction: Learning curves
▪ How much data do we need to train good word prediction models? 

▪ Having tens of millions of weakly supervised images helps!
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Dictionary size K

Type Network 1,000 10,000 100,000

AlexNet 8.27 4.01 1.61Pretrained GoogLeNet 13.20 4.76 1.54
AlexNet 17.98 6.27 2.56End-to-end GoogLeNet 20.21 6.47 –

Table 1. Precision@10 on held-out test data of word prediction
models on the Flickr 100M dataset for three different dictionary
sizes K. We present results for (1) logistic regressors trained
on features extracted from convolutional networks that were pre-
trained on Imagenet and (2) convolutional networks trained end-
to-end using multiclass logistic loss. Higher values are better.
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Figure 2. Lefthand side: Precision@10 of by weakly supervised
AlexNets trained on Flickr datasets of different sizes on a held-out
test set, using K=1, 000 (in red) and a single crop. For reference,
we also show the precision@10 of logistic regression trained on
features from convolutional networks trained on ImageNet with
and without jittering (in blue and black, respectively). Righthand
side: Mean average precision on Pascal VOC 2007 dataset ob-
tained by logistic regressors trained on features extracted from
AlexNet trained on Flickr (in red) and ImageNet with and with-
out jittering (in blue and black). Higher values are better.

4. Experiments

To assess the quality of our weakly-supervised convo-
lutional networks, we performed three sets of experiments:
(1) experiments measuring the ability of the models to pre-
dict words given an image, (2) transfer-learning experi-
ments measuring the quality of the visual features learned
by our models in a range of computer-vision tasks, and (3)
experiments evaluating the quality of the word embeddings
learned by the networks.

4.1. Experiment 1: Associated Word Prediction

Experimental setup. We measure the ability of our mod-
els to predict words that are associated with an image using
the precision@k on a test set of 1 million Flickr images,
which we held out until after all our models were trained.
Precision@k is a suitable measure for assessing word pre-
diction performance because (1) it corresponds naturally to
use cases in which a user retrieves images using a text query
and inspects only the top k results and (2) it is robust to the

vintage

autumn

abandoned

gig

rijksmuseum

art

Figure 3. Six test images with high scores for different words.
The scores were computed using an AlexNet trained on the Flickr
dataset with a dictionary size of K=100, 000.

fact that targets are noisy, i.e., that images may have words
assigned to them that do not describe their visual content.
Results. Table 1 presents the precision@10 of word pre-
diction models trained on the Flickr dataset using dictionar-
ies with 1, 000, 10, 000, and 100, 000 words5. As a base-
line, we train L2-regularized logistic regressors on features
produced by convolutional networks trained on the Ima-
genet dataset6; the regularization parameter was tuned on
a held-out validation set. The results of this experiment
show that end-to-end training of convolutional networks on
the Flickr dataset works substantially better than training a
classifier on features extracted from an Imagenet-pretrained
network: end-to-end training leads to a relative gain of 45
to 110% in precision@10. This suggests that the features
learned by networks on the Imagenet dataset are too tai-
lored to the specific set of classes in that dataset. The re-
sults also show that the relative differences between the
GoogLeNet and AlexNet architectures are smaller on the
Flickr 100M dataset than on the Imagenet dataset, possibly,
because GoogLeNet has less capacity than AlexNet.

In preliminary experiments, we also trained models us-
ing one-versus-all logistic loss: using a dictionary of K =

1, 000 words, such a model achieves a precision@10 of
16.43 (compared to 17.98 for multiclass logistic loss). We
surmise this is due to the problems one-versus-all logistic
loss has in dealing with class imbalance: because the num-

5Our GoogLeNet networks with K = 100, 000 words did not finish
training by the submission deadline. We will update the paper with those
results as they become available.

6The Imagenet models were trained 224⇥224 crops that where ran-
domly selected from 256⇥256 pixel input images. We applied photomet-
ric jittering on the input images [19], and trained using SGD with batches
of 128 images. Our pretrained networks perform on par with the state-of-
the-art on ImageNet: a single AlexNet obtains a top-5 test error of 24.0%
on a single crop, and our GoogLeNet obtains a top-5 error of 10.7%.
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Table 1. Precision@10 on held-out test data of word prediction
models on the Flickr 100M dataset for three different dictionary
sizes K. We present results for (1) logistic regressors trained
on features extracted from convolutional networks that were pre-
trained on Imagenet and (2) convolutional networks trained end-
to-end using multiclass logistic loss. Higher values are better.
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Figure 2. Lefthand side: Precision@10 of by weakly supervised
AlexNets trained on Flickr datasets of different sizes on a held-out
test set, using K=1, 000 (in red) and a single crop. For reference,
we also show the precision@10 of logistic regression trained on
features from convolutional networks trained on ImageNet with
and without jittering (in blue and black, respectively). Righthand
side: Mean average precision on Pascal VOC 2007 dataset ob-
tained by logistic regressors trained on features extracted from
AlexNet trained on Flickr (in red) and ImageNet with and with-
out jittering (in blue and black). Higher values are better.

4. Experiments

To assess the quality of our weakly-supervised convo-
lutional networks, we performed three sets of experiments:
(1) experiments measuring the ability of the models to pre-
dict words given an image, (2) transfer-learning experi-
ments measuring the quality of the visual features learned
by our models in a range of computer-vision tasks, and (3)
experiments evaluating the quality of the word embeddings
learned by the networks.

4.1. Experiment 1: Associated Word Prediction

Experimental setup. We measure the ability of our mod-
els to predict words that are associated with an image using
the precision@k on a test set of 1 million Flickr images,
which we held out until after all our models were trained.
Precision@k is a suitable measure for assessing word pre-
diction performance because (1) it corresponds naturally to
use cases in which a user retrieves images using a text query
and inspects only the top k results and (2) it is robust to the
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Figure 3. Six test images with high scores for different words.
The scores were computed using an AlexNet trained on the Flickr
dataset with a dictionary size of K=100, 000.

fact that targets are noisy, i.e., that images may have words
assigned to them that do not describe their visual content.
Results. Table 1 presents the precision@10 of word pre-
diction models trained on the Flickr dataset using dictionar-
ies with 1, 000, 10, 000, and 100, 000 words5. As a base-
line, we train L2-regularized logistic regressors on features
produced by convolutional networks trained on the Ima-
genet dataset6; the regularization parameter was tuned on
a held-out validation set. The results of this experiment
show that end-to-end training of convolutional networks on
the Flickr dataset works substantially better than training a
classifier on features extracted from an Imagenet-pretrained
network: end-to-end training leads to a relative gain of 45
to 110% in precision@10. This suggests that the features
learned by networks on the Imagenet dataset are too tai-
lored to the specific set of classes in that dataset. The re-
sults also show that the relative differences between the
GoogLeNet and AlexNet architectures are smaller on the
Flickr 100M dataset than on the Imagenet dataset, possibly,
because GoogLeNet has less capacity than AlexNet.

In preliminary experiments, we also trained models us-
ing one-versus-all logistic loss: using a dictionary of K =

1, 000 words, such a model achieves a precision@10 of
16.43 (compared to 17.98 for multiclass logistic loss). We
surmise this is due to the problems one-versus-all logistic
loss has in dealing with class imbalance: because the num-

5Our GoogLeNet networks with K = 100, 000 words did not finish
training by the submission deadline. We will update the paper with those
results as they become available.

6The Imagenet models were trained 224⇥224 crops that where ran-
domly selected from 256⇥256 pixel input images. We applied photomet-
ric jittering on the input images [19], and trained using SGD with batches
of 128 images. Our pretrained networks perform on par with the state-of-
the-art on ImageNet: a single AlexNet obtains a top-5 test error of 24.0%
on a single crop, and our GoogLeNet obtains a top-5 error of 10.7%.
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Word prediction
▪ Six images with high scores for arbitrary words:
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Table 1. Precision@10 on held-out test data of word prediction
models on the Flickr 100M dataset for three different dictionary
sizes K. We present results for (1) logistic regressors trained
on features extracted from convolutional networks that were pre-
trained on Imagenet and (2) convolutional networks trained end-
to-end using multiclass logistic loss. Higher values are better.
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Figure 2. Lefthand side: Precision@10 of by weakly supervised
AlexNets trained on Flickr datasets of different sizes on a held-out
test set, using K=1, 000 (in red) and a single crop. For reference,
we also show the precision@10 of logistic regression trained on
features from convolutional networks trained on ImageNet with
and without jittering (in blue and black, respectively). Righthand
side: Mean average precision on Pascal VOC 2007 dataset ob-
tained by logistic regressors trained on features extracted from
AlexNet trained on Flickr (in red) and ImageNet with and with-
out jittering (in blue and black). Higher values are better.

4. Experiments

To assess the quality of our weakly-supervised convo-
lutional networks, we performed three sets of experiments:
(1) experiments measuring the ability of the models to pre-
dict words given an image, (2) transfer-learning experi-
ments measuring the quality of the visual features learned
by our models in a range of computer-vision tasks, and (3)
experiments evaluating the quality of the word embeddings
learned by the networks.

4.1. Experiment 1: Associated Word Prediction

Experimental setup. We measure the ability of our mod-
els to predict words that are associated with an image using
the precision@k on a test set of 1 million Flickr images,
which we held out until after all our models were trained.
Precision@k is a suitable measure for assessing word pre-
diction performance because (1) it corresponds naturally to
use cases in which a user retrieves images using a text query
and inspects only the top k results and (2) it is robust to the
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Figure 3. Six test images with high scores for different words.
The scores were computed using an AlexNet trained on the Flickr
dataset with a dictionary size of K=100, 000.

fact that targets are noisy, i.e., that images may have words
assigned to them that do not describe their visual content.
Results. Table 1 presents the precision@10 of word pre-
diction models trained on the Flickr dataset using dictionar-
ies with 1, 000, 10, 000, and 100, 000 words5. As a base-
line, we train L2-regularized logistic regressors on features
produced by convolutional networks trained on the Ima-
genet dataset6; the regularization parameter was tuned on
a held-out validation set. The results of this experiment
show that end-to-end training of convolutional networks on
the Flickr dataset works substantially better than training a
classifier on features extracted from an Imagenet-pretrained
network: end-to-end training leads to a relative gain of 45
to 110% in precision@10. This suggests that the features
learned by networks on the Imagenet dataset are too tai-
lored to the specific set of classes in that dataset. The re-
sults also show that the relative differences between the
GoogLeNet and AlexNet architectures are smaller on the
Flickr 100M dataset than on the Imagenet dataset, possibly,
because GoogLeNet has less capacity than AlexNet.

In preliminary experiments, we also trained models us-
ing one-versus-all logistic loss: using a dictionary of K =

1, 000 words, such a model achieves a precision@10 of
16.43 (compared to 17.98 for multiclass logistic loss). We
surmise this is due to the problems one-versus-all logistic
loss has in dealing with class imbalance: because the num-

5Our GoogLeNet networks with K = 100, 000 words did not finish
training by the submission deadline. We will update the paper with those
results as they become available.

6The Imagenet models were trained 224⇥224 crops that where ran-
domly selected from 256⇥256 pixel input images. We applied photomet-
ric jittering on the input images [19], and trained using SGD with batches
of 128 images. Our pretrained networks perform on par with the state-of-
the-art on ImageNet: a single AlexNet obtains a top-5 test error of 24.0%
on a single crop, and our GoogLeNet obtains a top-5 error of 10.7%.
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Transfer Learning: Learning Curves
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Table 1. Precision@10 on held-out test data of word prediction
models on the Flickr 100M dataset for three different dictionary
sizes K. We present results for (1) logistic regressors trained
on features extracted from convolutional networks that were pre-
trained on Imagenet and (2) convolutional networks trained end-
to-end using multiclass logistic loss. Higher values are better.
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Figure 2. Lefthand side: Precision@10 of by weakly supervised
AlexNets trained on Flickr datasets of different sizes on a held-out
test set, using K=1, 000 (in red) and a single crop. For reference,
we also show the precision@10 of logistic regression trained on
features from convolutional networks trained on ImageNet with
and without jittering (in blue and black, respectively). Righthand
side: Mean average precision on Pascal VOC 2007 dataset ob-
tained by logistic regressors trained on features extracted from
AlexNet trained on Flickr (in red) and ImageNet with and with-
out jittering (in blue and black). Higher values are better.

4. Experiments

To assess the quality of our weakly-supervised convo-
lutional networks, we performed three sets of experiments:
(1) experiments measuring the ability of the models to pre-
dict words given an image, (2) transfer-learning experi-
ments measuring the quality of the visual features learned
by our models in a range of computer-vision tasks, and (3)
experiments evaluating the quality of the word embeddings
learned by the networks.

4.1. Experiment 1: Associated Word Prediction

Experimental setup. We measure the ability of our mod-
els to predict words that are associated with an image using
the precision@k on a test set of 1 million Flickr images,
which we held out until after all our models were trained.
Precision@k is a suitable measure for assessing word pre-
diction performance because (1) it corresponds naturally to
use cases in which a user retrieves images using a text query
and inspects only the top k results and (2) it is robust to the
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Figure 3. Six test images with high scores for different words.
The scores were computed using an AlexNet trained on the Flickr
dataset with a dictionary size of K=100, 000.

fact that targets are noisy, i.e., that images may have words
assigned to them that do not describe their visual content.
Results. Table 1 presents the precision@10 of word pre-
diction models trained on the Flickr dataset using dictionar-
ies with 1, 000, 10, 000, and 100, 000 words5. As a base-
line, we train L2-regularized logistic regressors on features
produced by convolutional networks trained on the Ima-
genet dataset6; the regularization parameter was tuned on
a held-out validation set. The results of this experiment
show that end-to-end training of convolutional networks on
the Flickr dataset works substantially better than training a
classifier on features extracted from an Imagenet-pretrained
network: end-to-end training leads to a relative gain of 45
to 110% in precision@10. This suggests that the features
learned by networks on the Imagenet dataset are too tai-
lored to the specific set of classes in that dataset. The re-
sults also show that the relative differences between the
GoogLeNet and AlexNet architectures are smaller on the
Flickr 100M dataset than on the Imagenet dataset, possibly,
because GoogLeNet has less capacity than AlexNet.

In preliminary experiments, we also trained models us-
ing one-versus-all logistic loss: using a dictionary of K =

1, 000 words, such a model achieves a precision@10 of
16.43 (compared to 17.98 for multiclass logistic loss). We
surmise this is due to the problems one-versus-all logistic
loss has in dealing with class imbalance: because the num-

5Our GoogLeNet networks with K = 100, 000 words did not finish
training by the submission deadline. We will update the paper with those
results as they become available.

6The Imagenet models were trained 224⇥224 crops that where ran-
domly selected from 256⇥256 pixel input images. We applied photomet-
ric jittering on the input images [19], and trained using SGD with batches
of 128 images. Our pretrained networks perform on par with the state-of-
the-art on ImageNet: a single AlexNet obtains a top-5 test error of 24.0%
on a single crop, and our GoogLeNet obtains a top-5 error of 10.7%.
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Dictionary size K

Type Network 1,000 10,000 100,000

AlexNet 8.27 4.01 1.61Pretrained GoogLeNet 13.20 4.76 1.54
AlexNet 17.98 6.27 2.56End-to-end GoogLeNet 20.21 6.47 –

Table 1. Precision@10 on held-out test data of word prediction
models on the Flickr 100M dataset for three different dictionary
sizes K. We present results for (1) logistic regressors trained
on features extracted from convolutional networks that were pre-
trained on Imagenet and (2) convolutional networks trained end-
to-end using multiclass logistic loss. Higher values are better.
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Figure 2. Lefthand side: Precision@10 of by weakly supervised
AlexNets trained on Flickr datasets of different sizes on a held-out
test set, using K=1, 000 (in red) and a single crop. For reference,
we also show the precision@10 of logistic regression trained on
features from convolutional networks trained on ImageNet with
and without jittering (in blue and black, respectively). Righthand
side: Mean average precision on Pascal VOC 2007 dataset ob-
tained by logistic regressors trained on features extracted from
AlexNet trained on Flickr (in red) and ImageNet with and with-
out jittering (in blue and black). Higher values are better.

4. Experiments

To assess the quality of our weakly-supervised convo-
lutional networks, we performed three sets of experiments:
(1) experiments measuring the ability of the models to pre-
dict words given an image, (2) transfer-learning experi-
ments measuring the quality of the visual features learned
by our models in a range of computer-vision tasks, and (3)
experiments evaluating the quality of the word embeddings
learned by the networks.

4.1. Experiment 1: Associated Word Prediction

Experimental setup. We measure the ability of our mod-
els to predict words that are associated with an image using
the precision@k on a test set of 1 million Flickr images,
which we held out until after all our models were trained.
Precision@k is a suitable measure for assessing word pre-
diction performance because (1) it corresponds naturally to
use cases in which a user retrieves images using a text query
and inspects only the top k results and (2) it is robust to the
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Figure 3. Six test images with high scores for different words.
The scores were computed using an AlexNet trained on the Flickr
dataset with a dictionary size of K=100, 000.

fact that targets are noisy, i.e., that images may have words
assigned to them that do not describe their visual content.
Results. Table 1 presents the precision@10 of word pre-
diction models trained on the Flickr dataset using dictionar-
ies with 1, 000, 10, 000, and 100, 000 words5. As a base-
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produced by convolutional networks trained on the Ima-
genet dataset6; the regularization parameter was tuned on
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the Flickr dataset works substantially better than training a
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to 110% in precision@10. This suggests that the features
learned by networks on the Imagenet dataset are too tai-
lored to the specific set of classes in that dataset. The re-
sults also show that the relative differences between the
GoogLeNet and AlexNet architectures are smaller on the
Flickr 100M dataset than on the Imagenet dataset, possibly,
because GoogLeNet has less capacity than AlexNet.

In preliminary experiments, we also trained models us-
ing one-versus-all logistic loss: using a dictionary of K =

1, 000 words, such a model achieves a precision@10 of
16.43 (compared to 17.98 for multiclass logistic loss). We
surmise this is due to the problems one-versus-all logistic
loss has in dealing with class imbalance: because the num-

5Our GoogLeNet networks with K = 100, 000 words did not finish
training by the submission deadline. We will update the paper with those
results as they become available.

6The Imagenet models were trained 224⇥224 crops that where ran-
domly selected from 256⇥256 pixel input images. We applied photomet-
ric jittering on the input images [19], and trained using SGD with batches
of 128 images. Our pretrained networks perform on par with the state-of-
the-art on ImageNet: a single AlexNet obtains a top-5 test error of 24.0%
on a single crop, and our GoogLeNet obtains a top-5 error of 10.7%.
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I could do a new version of this for the 
talk?



Analyzing the word embeddings
▪ Output layer of our convnets is essentially a word embedding 

▪ This embedding has captured semantic information:



Summary
▪ Training with 100M images + noisy labels gives visual features comparable 

to 1M images + clean labels. 

▪ Clean labels not essential for training



Random Labels????
From Ben Recht (Berkeley): 


