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## PART 3

# Complexity Analysis of Adaptivity 

"A rapacious monster lurks within every computer, and it dines exclusively on accurate digits."

- B.D. McCullough (2000)


## Coming Up Next

## 2) Analysis of Descartes Method

## 3 Integral Bounds and Framework of Stopping Functions
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- Major Challenge in Theoretical Computer Science

- Previous such analysis requires probabilistic assumptions.
- We focus on the recursion tree size
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## The Davenport-Mahler Bound

Theorem ([Davenport (1985), Johnson (1991/98), Du/Sharma/Y. (2005)]) Consider a polynomial $A(X) \in \mathbb{C}[X]$ of degree $n$. Let $G=(V, E)$ be a digraph whose node set $V$ consists of the roots $\vartheta_{1}, \ldots, \vartheta_{n}$ of $A(X)$. If
(i) $(\alpha, \beta) \in E \Longrightarrow|\alpha| \leq|\beta|$,
(ii) $\beta \in V \Longrightarrow \operatorname{indeg}(\beta) \leq 1$, and
(iii) $G$ is acyclic,
then

$$
\prod_{(\alpha, \beta) \in E}|\beta-\alpha| \geq \frac{\sqrt{|\operatorname{discr}(A)|}}{\mathrm{M}(A)^{n-1}} \cdot 2^{-O(n \log n)},
$$

where
$\operatorname{discr}(A):=a_{n}^{2 n-2} \prod_{i>j}\left(\vartheta_{i}-\vartheta_{j}\right)^{2} \quad$ and $\quad M(A):=\left|a_{n}\right| \prod_{i} \max \left\{1,\left|\vartheta_{i}\right|\right\}$.
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## Coming Up Next

## (1) Analysis of Adaptive Complexity

(2) Analysis of Descartes Method
(3) Integral Bounds and Framework of Stopping Functions

## What is the Descartes Method?

## Same framework as EVAL or Sturm

- To isolate roots of square-free $A(X)$ in interval I
- Routine DescartesTest $(A(X), I)$ gives an upper estimate on the number of real roots in $I$.
- If DescartesTest $(\boldsymbol{A}(\boldsymbol{X}), I) \in\{0,1\}$ then estimate is exact.
- We keep splitting intervals until we get an exact estimate.
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## Analysis of Descartes Method



> Two-circle Theorem
> [Ostrowski (1950), Krandick/Mehlhorn (2006)]
> If DescartesTest $(A(X),[c, d]) \geq 2$, then the two-circles figure in $\mathbb{C}$ around interval $[c, d]$ contains two roots $\alpha, \beta$ of $A(X)$.

## Corollary <br> Can choose $\alpha, \beta$ to be complex conjugate or adjacent real roots.
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# Two-circle Theorem <br> [Ostrowski (1950), Krandick/Mehlhorn (2006)] 

 If DescartesTest $(A(X),[c, d]) \geq 2$, then the two-circles figure in $\mathbb{C}$ around interval $[c, d]$ contains two roots $\alpha, \beta$ of $A(X)$.
## Corollary

Can choose $\alpha, \beta$ to be complex conjugate or adjacent real roots. Moreover, $|\beta-\alpha|<\sqrt{3}(d-c)$; i.e., $(d-c)>|\beta-\alpha| / \sqrt{3}$.
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## A bound on path length

(1) Consider any path in the recursion tree from $I_{0}$ to a parent $J$ of two leaves.
(2) At depth $d$, interval width is $2^{-d}\left|I_{0}\right|$ Hence depth of $J$ is $d=\log \left|I_{0}\right| /|J|$
3 The path consists of $d+1$ internal nodes.
(4) There is a pair of roots $\left(\alpha_{J}, \beta_{J}\right)$ such that $|J|>\left|\beta_{J}-\alpha_{J}\right| / \sqrt{3}$; hence $d+1<\log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2$.

## Tree Bound in terms of Roots (1)



## A bound on path length

(1) Consider any path in the recursion tree from $I_{0}$ to a parent $J$ of two leaves.
(2) At depth $d$, interval width is $2^{-d}\left|\iota_{0}\right|$. Hence depth of $J$ is $d=\log \left|I_{0}\right| /|J|$.
(3) The path consists of $d+1$ internal nodes.
(4) There is a pair of roots $\left(\alpha_{J}, \beta_{J}\right)$ such that $|J|>\left|\beta_{J}-\alpha_{J}\right| / \sqrt{3}$; hence


## Tree Bound in terms of Roots (1)



## A bound on path length

- Consider any path in the recursion tree from $I_{0}$ to a parent $J$ of two leaves.
(2) At depth $d$, interval width is $2^{-d}\left|\iota_{0}\right|$. Hence depth of $J$ is $d=\log \left|I_{0}\right| /|J|$.
(3) The path consists of $d+1$ internal nodes.
(4) There is a pair of roots $\left(\alpha_{J}, \beta_{J}\right)$



## Tree Bound in terms of Roots (1)



## A bound on path length

- Consider any path in the recursion tree from $I_{0}$ to a parent $J$ of two leaves.
(2) At depth $d$, interval width is $2^{-d}\left|\iota_{0}\right|$. Hence depth of $J$ is $d=\log \left|I_{0}\right| /|J|$.
(3) The path consists of $d+1$ internal nodes.
(a) There is a pair of roots $\left(\alpha_{J}, \beta_{J}\right)$ such that $|J|>\left|\beta_{J}-\alpha_{J}\right| / \sqrt{3}$; hence $d+1<\log \left|\iota_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2$.


## Tree Bound in terms of Roots (2)


$\#($ internal nodes on path $)<\quad \log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2$
$\#$ (internal nodes in tree $)<\sum_{j}\left(\log \left|l_{0}\right|-\log \left|\beta_{j}-\alpha_{j}\right|+2\right)$
$\#($ all nodes in tree $)<1+2 \cdot \sum_{J}\left(\log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2\right)$

## Tree Bound in terms of Roots (2)


$\#$ (internal nodes on path) $<\quad \log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2$
$\#($ internal nodes in tree $)<\quad \sum_{J}\left(\log \left|\iota_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2\right)$

## Tree Bound in terms of Roots (2)


$\#($ internal nodes on path $)<\quad \log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2$
$\#$ (internal nodes in tree $)<\quad \sum_{J}\left(\log \left|I_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2\right)$
$\#($ all nodes in tree $)<1+2 \cdot \sum_{J}\left(\log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2\right)$

## Tree Bound in terms of Roots (2)

## Proposition

The size of the recursion tree is bounded by

$$
-2 \log \prod_{J}\left|\beta_{J}-\alpha_{J}\right|+n \log \left|l_{0}\right|+2 n+1
$$


$\#$ (internal nodes on path) $<\quad \log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2$
$\#($ internal nodes in tree $)<\quad \sum_{J}\left(\log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2\right)$
\#(all nodes in tree) $<1+2 \cdot \sum_{J}\left(\log | |_{0}|-\log | \beta_{J}-\alpha_{J} \mid+2\right)$

## Tree Bound in terms of Roots (2)



## Proposition

The size of the recursion tree is bounded by

$$
-2 \log \prod_{J}\left|\beta_{J}-\alpha_{J}\right|+n \log \left|t_{0}\right|+2 n+1
$$


\#(internal nodes on path) < $\log \left|I_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2$
$\#($ internal nodes in tree $)<\quad \sum_{J}\left(\log \left|l_{0}\right|-\log \left|\beta_{J}-\alpha_{J}\right|+2\right)$
\#(all nodes in tree) $<1+2 \cdot \sum_{J}\left(\log | |_{0}|-\log | \beta_{J}-\alpha_{J} \mid+2\right)$

## Turning our Product into an Admissible Graph

We want to rewrite

$$
\prod_{J}\left|\beta_{J}-\alpha_{J}\right| \text { as } \prod_{(\alpha, \beta) \in E}|\beta-\alpha| .
$$

How often $\left|\beta_{J}-\alpha_{J}\right|$ appears?

- adjacent real: $\leq 1$
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We need two graphs. (Paper: just 1)
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Conditions on $G=(V, E)$
(i) $(\alpha, \beta) \in E \Longrightarrow|\alpha| \leq|\beta|$
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## Main Result on Descartes Analysis

Theorem (Eigenwillig/Sharma/Y. (2006))
On the Benchmark Problem, we obtain

$$
|\mathcal{T}|=O(n(L+\log n)) .
$$

For $L \geq \log n$, this is optimal.
Argument of [Krandick/Mehlhorn, 2006]: $|\mathcal{T}|=O(n \log n(L+\log n))$.
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(2) Else pick any $J \in P\left(I_{0}\right)$ : it has the penultimate property.

- Choosing $c^{*} \in J$ such that $F\left(c^{*}\right)$
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## Remarks on Integral Bound

- Too hard to directly bound the integral implied by $C_{0}(I) \vee C_{1}(I)$.
- So we devise stopping functions $F(x)$ that can be analyzed.
- Technique of bounding $\int_{l} \phi(x) d x$ is Continuous Amortization where $\phi(x)$ is charge function.
- Ruppert (1995) introduced a similar integral for triangulation.
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- So we devise stopping functions $F(x)$ that can be analyzed.
- Technique of bounding $\int_{1} \phi(x) d x$ is Continuous Amortization where $\phi(x)$ is charge function.
- In discrete "amortization arguments", we bound $\sum_{i=1}^{n} \phi(i)$ where $\phi(i)$ is "charge" for the ith operation.
- Ruppert (1995) introduced a similar integral for triangulation.
- Unlike us, he does not evaluate his integral.


## An Amortized Evaluation Bound

## The Idea

- Want lower bounds on $|f(\alpha)|$
- Multivariate version used in [Cheng/Gao/Y. ISSAC'2007]
- Amortization: give lower bounds on $\prod_{i \in J}\left|f\left(\alpha_{i}\right)\right|$.
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## Theorem

Let $F, H \in \mathbb{Z}[X]$ be relatively prime such that $F=\phi \widetilde{\phi}, H=\eta \widetilde{\eta}$ where $\phi, \widetilde{\phi}, \eta, \widetilde{\eta} \in \mathbb{C}[X]$ have degrees $m, \widetilde{m}, n, \widetilde{n}$, respectively. If $\beta_{1}, \ldots, \beta_{n}$ are all the zeros of $\eta(X)$, then

$$
\prod_{i=1}^{n}\left|\phi\left(\beta_{i}\right)\right| \geq \frac{1}{\operatorname{lc}(\eta)^{m}((m+1)\|\phi\|)^{\tilde{n}} M(\widetilde{\eta})^{m}((\widetilde{m}+1)\|\widetilde{\phi}\|)^{n+\tilde{n}} M(H)^{\tilde{m}}} .
$$

## Complex Roots: Lesson from Meshing Curves

How to isolate complex roots?

- Previous subdivision methods:

Pan-Weyl Algorithm (Turan Test)
Root isolation on boundary of boxes (topological degree)

- Hints from Curve Meshing (Snyder/PV/Cxy) - not good idea

```
New Result (with Sagraloff)
There is an exact analog CEVAL for complex roots that is simple and easy to implement exactly.
It achieves the same bit complexity bound as in the real case.
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## New Result (with Sagraloff)

There is an exact analog CEVAL for complex roots that is simple and easy to implement exactly. It achieves the same bit complexity bound as in the real case.

## Mini Summary

- The Bolzano approach to Root Isolation is an Exact and Analytic approach to root isolation
- It seems to have complexity that matches Sturm and Descartes
- It is much easier to implement than either
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