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## PART 1

## Exact Numeric Computation and the Zero Problem

"The history of the zero recognition problem is somewhat confused by the fact that many people do not recognize it as a problem at all."

- Daniel Richardson (1996)
"Algebra is generous, she often gives more than is asked of her."
- JEAN LE ROND D'ALEMBERT (1717-83)


## Coming Up Next

(1) Introduction: What is Geometric Computation?
(2) Five Examples of Geometric Computation
(3) Exact Numeric Computation - A Synthesis

44 Exact Geometric Computation
(5) Constructive Zero Bounds
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Reduction to Dijkstra's Algorithm (Again?)
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## Coming Up Next

(1) Introduction: What is Geometric Computation?
(2) Five Examples of Geometric Computation

3 Exact Numeric Computation - A Synthesis

4 Exact Geometric Computation
(5) Constructive Zero Bounds
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- MUST not use algebraic method!
- Numerical method based on Zero Bounds
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- How to use zero bounds? Combine with approximation.
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## Some Constructive Bounds

- Degree-Measure Bounds [Mignotte (1982)], [Sekigawa (1997)]
- Degree-Height, Degree-Length [Yap-Dubé (1994)]
- BFMS Bound [Burnikel et al (1989)]
- Eigenvalue Bounds [Scheinerman (2000)]
- Conjugate Bounds [Li-Yap (2001)]
- BFMSS Bound [Burnikel et al (2001)]
- One of the best bounds
- k-ary Method [Pion-Yap (2002)]
- Idea: division is bad. $k$-ary numbers are good


## An Example

- Consider the $e=\sqrt{x}+\sqrt{y}-\sqrt{x+y+2 \sqrt{x y}}$.
- Assume $x=a / b$ and $y=c / d$ where $a, b, c, d$ are L-bit integers.
- Then Li-Yap Bound is $28 L+60$ bits, BFMSS is $96 L+30$ and Degree-Measure is $80 L+56$.

| L | 50 | 100 | 500 | 5000 |
| :---: | ---: | ---: | ---: | ---: |
| BFMS | 0.637 | 9.12 | 101.9 | 202.9 |
| Measure | 0.063 | 0.07 | 1.93 | 15.26 |
| BFMSS | 0.073 | 0.61 | 1.95 | 15.41 |
| Li-Yap | 0.013 | 0.07 | 1.88 | 1.89 |
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