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Abstract

We introduce a new cryptographic primitive we aadihcealmentwhich is related, but quite different
from the notion of commitment. A concealment is a publiclyptum randomized transformation, which,
on inputm, outputs éider h and abinderb. Togetherh andb allow one to recovem, but separately, (1)
the hiderh reveals “no information” about:, while (2) the bindeb can be “meaningfully opened” by
at most one hidel. While settingh = m, h = () is a trivial concealment, the challenge is to m#e«
|m|, which we call a “non-trivial” concealment. We show that Aoirial concealments are equivalent
to the existence of collision-resistant hash functions.rédwer, our construction of concealments is
extremely simple, optimal, and yet very general, giving t$ a multitude of efficient implementations.

We show that concealments have natural and important apiplics in the area cfuthenticated en-
cryption Specifically, letA€ be an authenticated encryption scheme (either public- mnsstric-key)
designed to work on short messages. We show that concealareakactlythe right abstraction allow-
ing one to useA& for encrypting long messages. Namely, to encrypt “long’one uses a concealment
scheme to gek andb, and outputs authenticated ciphertéxi€ (b), h). More surprisingly, the above
paradigm leads to a very simple and general solution to thbl@m ofremotely keyed (authenticated)
encryption(RKAE) [12, 13]. In this problem, one wishes to split the task offhlgandwidth authenti-
cated encryption between a secure, but low-bandwidth/edatipnally limited device, and an insecure,
but computationally powerful host. We give formal definitsofor RKAE, which we believe are simpler
and more natural than all the previous definitions. We themvghat our composition paradigm satisfies
our (very strong) definition. Namely, for authenticatedrgption, the host simply sends a short value
b to the device (which stores the actual secret key.Aé), gets backAE(b), and outputg AE(b), h)
(authenticated decryption is similar). Finally, we alseetve that the particular schemes of [13, 18] are
all special examples of our general paradigm.

1 Introduction

AUTHENTICATED ENCRYPTION. The notions of privacy and authenticity are well underdtothe crypto-
graphic community. Interestingly, until very recently yheave been viewed and analyzed as important but
distinctbuilding blocks of various cryptographic systems. Whermbe¢re needed, the folklore wisdom was
to “compose” the standard solutions for two. Recently, h@uethe area o&uthenticated encryptiohas
received considerable attention. This was caused by méatgdereasons. First, a “composition” paradigm
might not always work [7, 20, 2], at least if not used apprajly [2, 26]. Second, a tailored solution
providing both privacy and authenticity might be noticgatvore efficient (or have other advantages) than
a straightforward composition [17, 27, 32, 2, 6]. Third, iteper modeling of authenticated encryption is
not so obvious, especially in the public-key setting [2, Blnally, viewing authenticated encryption as a
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separaterimitive may conceptually simplify the design of complex protocolsich require both privacy
and authenticity.

OuUR MAIN QUESTION. Despite the recent attention to authenticated encrypttmnarea is so new that
many fundamental questions remain open. In this work, weaysaind completely resolve one such fun-
damental question, which has several important applicatidcSpecifically, assume we have a secure au-
thenticated encryption (either symmetric- or public-ked§ which works on “short” messages. How do
we build a secure authenticated encryptidé’ on “long” messages out oi€? (Throughout, we should
interpret “short” as having very small length, liR&6 bits; “long” stands for fixed, but considerably larger
length, possibly on the order of gigabytes.) While our doestvas not previously studied in the context of
authenticated encryption, it clearly has rich history ia tontext of many other cryptographic primitives.
We briefly review some of this work, since it will suggest thstfsolutions to our problem too.

First, in the context of regular chosen plaintext sec@BA-secure) encryption, we can simply split
the message into blocks and encrypt it “block-by-block”.c@firse, this solution multiplicatively increases
the size of the ciphertext, so a lot of work has been develaptddesigning more efficient solutions.
In the public-key setting, the classical “hybrid” encryptisolution reduces the problem into that in the
symmetric-key setting. Namely, one encrypts, using thdipliey, a short randomly chosen symmetric
key 7, and uses to symmetrically encrypt the actual message As for the symmetric-key setting, one
typically uses one of many secumeodes of operationen block ciphers (such &BC; see [23]), which
typically (and necessarily) add only one extra block of rethncy when encrypting a long messageFor
authentication, a different flavor of techniques is usuasigd. Specifically, a common method is to utilize a
collision-resistant hash functiofi4] H* which maps a long input. into a short output such that it is hard
to find a “collision” H (my) = H (m1) for my # m;. Then one applies the given authentication mechanism
for short strings tad (m) to authenticate much longer. This works, for example, for digital signatures
(this is called “hash-then-sign”), message authentinatiodes (MACs), and pseudorandom functions (for
the latter two, other methods are possible; see [5, 4, 1Ind }lze references therein).

FIRST SOLUTION ATTEMPT. One way to use this prior work is to examine generic consitns of au-
thenticated encryption using some of the above primitiaes, apply the above “compression” techniques
to each basic primitive used. For example, in the symmétricsetting we can take the “encrypt-then-mac”
solution [7] for authenticated encryption, tkBC mode for encryption, th€BC-MAC [5] for message
authentication, and build a specific authenticated enioypin long messages using only a fixed-length
block cipher. Even better, in this setting we could utilibeng special purpose, recently designed modes of
operation forauthenticatedencryption, such as IACBC [17] or OCB [27]. Similar techrégucould be ap-
plied in the public-key setting using the “hybrid” technégfor encryption, “hash-then-sign” for signatures,
and any of the three generic signature/encryption compasipresented by [2].

In other words, prior work already gives us some tools todotildng” authenticated encryption, without
first reducing it to “short” authenticated encryption.

WHY SOLVING OUR PROBLEM THEN?  The first reason is in its theoretical value. It is a veryrege

ing structural question to design an elegant amplificattomf“short” to “long” authenticated encryption,
without building the “long” primitive from scratch. For exyple, in the public-key setting especially, it is
curious to see what is the common generalization of suchrdifitly looking methods as “hybrid” encryp-
tion and “hash-then-sign” authentication. Indeed, welsesd that this generalization yields a very elegant
new primitive, certainly worth studying on its own. The sedaeason is that it gives one masgtion to
designing “long-message” authenticated encryption. Nrmstead of solving the problem by usingher
“long-message” primitives, and implementing these sdpbtave directly reduce it to theame but “short-
message” primitive, and implement it separately. And thayrbring other advantages (e.g. efficiency,
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ease of implementation, etc.), depending on its applioadiod implementation. Consider, for example,
the public-key setting, where authenticated encryptiamsigally calledsigncryption[32]. With any of the
generic signature-encryption compaositions [2], signtioypof a long messages will eventually reduce to a
regular signature plus a regular encryption on some shossages. With our paradigm, it will reduce to a
single signcryption on a short message, which can potgnbalfaster than doing a separate signature and
encryption. Indeed, this potential efficiency gain was tl@mmotivation of Zheng [32] to introduce sign-
cryption in the first place! Finally, our technique has intpat applications on its own. In particular, we
show that it naturally leads to a very general, yet simpleatgmh to the problem ofemotely keyed authen-
ticated encryptiof12, 21, 13] RKAE), discussed a bit later. None of the other techniques weiorsat
seem to yield the solution to this problem.

OUR MAIN CONSTRUCTION AND A NEW PRIMITIVE. In our solution method, we seek to amplify a
given “short” authenticated encryptiod& into a “long” A&’ as follows. First, we somehow split the long
messagern into two parts(h, b) < T'(m), where|b| < |m|, and then definelE’(m) = (AE(b), h). Which
transformationsr’ suffice in order to maked&’ a “secure” authenticated encryption M€ is such? We
completely characterize such transformati@swhich we callconcealments Specifically, we show that
AE' is secure if and only ifl" is a (relaxed) concealment scheme.

Our new notion of concealments is remarkably simple andraktand defines a new cryptographic
primitive of independent interest. Intuitively, a conaaahtT has to be invertible, and also satisfy the
following properties: (1) théider h reveals no information about; and (2) thebinderb “commits” one to
m in a sense that it is hard to find a valitf, b) whereh' # h. Property (2) has two formalizations leading to
the notions of regular and relaxed concealment schemeax&ktoncealments suffice for the composition
purposes above, but we will need (strong) regular concedbrier the problem dRKAE, briefly mentioned
earlier and discussed shortly. We remark that concealmeolksvery similar tocommitment schemes
first glance, but there are few crucial differences, makirggé notions quite distinct. This comparison will
be discussed in Section 2.

Finally, we are left with the question of constructing caalogent schemes. First, we show timain-
trivial (i.e., |b| < |m|) concealment schemes are equivalent to the existence li@olresistant hash
functions CRHFs). In particular, our construction fro@RHFs is very simple, efficient and general, giving
rise to many optimal implementations. Specifically, = |m|, while |b| is only proportional to the security
parameter. In fact, one special case of our constructidssleery similar to the famou®ptimal Asymmetric
Encryption PaddindOAEP) [8]. Our construction replaces two random oradlendH used in this variant
of OAEP by a pseudorandom generator and a collision-resibtsh function, respectively. Thus, having a
well established goal in mind, we essentially found an apgilbn of (slightly modified) OAEP, where we
can provably eliminate random oracles in the analysis. Miam a theoretical point of view, we also give
a useful, but slightly less efficient constructionrefaxedconcealments from a somewhat weaker notion of
universal one-way hash functio@dOWHF) [25]. In principle, this shows that relaxed concealmerts c
be constructed even from regular one-way functions [28is eparating them from regular concealments
by the result of Simon [31].

To summarize, we show that concealments are very natunatiogsaphic gadgets, and can be efficiently
built from standard assumptions. In particular, they givefiicient way to implement “long” authenticated
encryption from a “short” one. Finally, we describe a powesdpplication of concealments and our ampli-
fication technique to the problem BIKAE, which deserves a separate introduction.

REMOTELY KEYED AUTHENTICATED ENCRYPTION: HISTORY. The problem of “remotely keyed encryp-
tion” (RKE) was first introduced by Blaze [12] in the symmetric-keyigegtt Intuitively, RKE is concerned

with the problem of “high-bandwidth encryption with low mmidth smartcards”. Essentially, one would
like to store the secret key in a secure, but computatioriaiynded and low bandwidth Card, while to
have an insecure, but powerful Host perform most of the djp@sfor encryption/decryption. Of course,
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the communication between the Host and the Card should bienadias well. The original work of Blaze
lacked formal modeling of the problem, but inspired a lotulisequent research. The first formal modeling
of RKE was done by Lucks [21], who chose to interpret the questioasof implementing a remotely
key pseudorandom permutatiqr block cipher), which we will calRKPRP. Lucks’ paper was further
improved —both in terms of formal modeling and constructienby an influential work of Blaze, Feigen-
baum and Naor [13]. For one thing, they observed thaPtRe’s length-preserving property implies that it
cannotbe semantically secure when viewed as encryption. Thuslditian toRKPRP, which they called

a “length-preservindRKE”, they introduced the notion of a “length-increasiRIKE", which is essentially
meant to be the notion of remotely keyagthenticatedencryption, so we will call iRKAE. In other words,
the informal notion of RKE” was really formalized into two very distinct notions BKPRP andRKAE,
none of which is really a plain encryption. Blaze et al. [18)g formal definitions and constructions of
RKAE andRKPRP, and the latter’s construction was subsequently improye@).

While theRKAE definition of [13] was an important and the first step towanapprly formalizing this
new notion (as opposed to the notionRIKPRPS), their definition is convoluted and quite non-standatrd (i
involves an “arbiter” who can fool any adversary). For exémijh looks nothing like the formal, universally
accepted notion of regular (not remotely keyed) authetgtit@ncryption [19, 10, 7]. Of course, this has
a very objective reason in that the above formal definitiopeapedafter the work of [13]. Additionally,
at the time Blaze et al. perhaps tried to make their definiibfiength-increasingRKE” look as close as
possible to their definition of “length-preservilRKE” (i.e., RKPRP) also studied in that paper, since the
latter was the previously considered notion. Still, we dogdi that the definition dRKAE should be based
on the definition of regular authenticated encryption,eathan try mimicking the definition of a somewhat
related, but different concept. Thus, we will give what welfe a simpler and more natural such definition,
which looks very close to the definition of regular authemid encryption. Additionally, we naturally
extend the whole concept BKAE to thepublic-keysetting, since it is equally applicable in this case 1oo.
Notice, in this setting the notion ®KPRP makes no sense, which additionally justifies our choice sgba
our definition on that of regular authenticated encryption.

Another closely related work is that of Jakobsson et al.,[®8]o also effectively studied the problem
of RKAE (even though still calling iRKE despite considering authentication as part of the req@rg)n
We note that the definition of [18] looks much closer to our rfewnalization. However, there are still
significant differences that make our notion stronty&or example, [18] do not support chosen ciphertext
attack in its full generality (i.e., no Card access is givethe adversary after the challenge is received), and
also require the adversary to “know” the messages correlépgo forged ciphertexts. Finally, we mention
that their main scheme uses an “OAEP”-like transform, amil thecurity analyses critically use random
oracles. As we show, using another (in fact, simpler!) varad OAEP forRKAE, we can eliminate random
oracles from the analysis. Thus, a special case of our cmtitin gives an equally simple and efficient
scheme, which is provably secure in the standard model.

Finally, we mention the recent work Joux et al. [16]. Form perspective, it showed that naive
“remotely-keyed” implementation of many natural block legp modes of operations for (authenticated)
encryption, such as CBC or IACBC, are completely insecuwenfthe perspective ®KE/RKAE. In such
naive implementations, the Card stores the key to the blitiec while the Host does everything by itself
except when it needs to evaluate the block cipher (or itsg®)eit which case it calls the Card. We notice
that this means that to perform a single (authenticatedyption/decryption, the Host needs to adaptively
access the Card for a number of times proportional to thettesighe (long) message. Perhaps not surpris-

2In this abstract, though, we will restrict ourselves to thmmetric-key setting.

3Except both [18] and [13] insist on achieving some kind ofyskeandomness of the output. Even though our constructions
achieve it as well, we feel this requirement is not crucialgfoy application oRKAE, and was mainly put to make the definition
look similar toRKPRPs.



ingly, this gives too much power to the “blockwise-adaptigelversary, allowing him to easily break the
security of such naivRKE/RKAE implementations. In contrast, in oRKAE solutions the Host accesses
the Card once and on a very short input, irrespective of thgtleof the message it actually processes. In
fact, in one of our solutions (see “extensions” paragragbvije all the Card does is a single block cipher
call per invocation!

As a corollary, the work of [16] strongly supports our pridaim that direct “long” authenticated en-
cryption schemes, such as IACBC [17], do not seem to be rigtstated forRKAE.

OuR CONTRIBUTION TO RKAE. As we mentioned, we give a simple and natural definitiorREAE,
which we feel improves upon the previous definitions. In &ddj we show that our construction of
“long-message” authenticated encryption from that of ¥snoessage” authenticated encryption provides
a very natural, general, and provably secure solution tgtbblem of RKAE. Recall, we hadA&’(m) =
(AE(b), h), where(h, b) was output by some transformati@h and|b| < |m|. This immediately suggests
the following protocol forRKAE. The Host computegh, b) and sends shott to the Card, which stores
the secret key. The Card computes shott AE(b) and sends it to the Host, which outpyts ). Au-
thenticated decryption is similar. Again, we ask the questihich transformation%’ will suffice to make
this simple scheme secure. Not surprisingly, we get thateamiment schemes are necessary and sufficient,
even though in this case we do need regular (“non-relaxemigtealments. We believe that our result gives a
general and intuitively simple solution to the problem. &l generalizes the previous, so “differently look-
ing” solutions of [13, 18], both of which can be shown to usenegatrticular concealment and/or “short”
authenticated encryption.

EXTENSIONS. All our techniques naturally support authenticated epioyn with associated dat§26],
which we explain in the sequel. In fact, this distinction mslour composition paradigm even slightly more
efficient. Also, we remark again that all our results applipath the public- and the symmetric-key authenti-
cated encryption. The only exception is the following esten that makes sense only in the symmetric-key
setting. We study the question of whether we can replace short” authenticated encryptiod€ by a
(strong) pseudorandom permutation (i.e., a block ciplieecesA€ is applied on short inputs), which would
enhance the practical usability of our composition evenandfe show that while arbitrary concealments are
generally not enough to ensure the security of thus consttud€’, some mild extra restrictions —enjoyed
by our main concealment constructions— make them suffiégrihis purpose.

2 Definition of Concealment

Intuitively, a concealment scheme efficiently transfornmessagen into a pair(h, b) such that: (1)h, b)
together revealn; (2) thehider i reveals no information about; and (3) thebinderb “commits” one tom
in a sense that it is hard to find a valitf, b) whereh’ # h. Below is a formal description.

SYNTAX . A concealment scheme consists of three efficient algostiim= (Setup, Conceal, Open). The
setup algorithnBetup(1¥), wherek is the security parameter, outputs a public concealmentCkeypos-
sibly empty, but often consisting of public parameters@r Given a message: from the corresponding
message spack! (e.g.,{0, 1}*), the randomized concealment algoritifioncealck (m; ) (Wherer is the
randomness) outputs a concealment [phin), whereh is the hider of m andb is the binderto m. For
brevity, we will usually omitCK and/orr, writing (h,b) < Conceal(m). Sometimes we will writéx(m)
(resp. b(m)) to denote the hider (resp. binder) part of a randomly geeér@g,b). The deterministic
open algorithmOpenck(h, b) outputsm if (h,b) is a “valid” pair for m (i.e. could have been generated
by Conceal(m)), or L otherwise. Again, we will usually write <— Open(h,b), wherez € {m, L}. The
correctnesgroperty of concealment schemes says @wdny (Concealck (m)) = m, for anym andCK.



SECURITY OF CONCEALMENT. Just like commitment schemes, concealment schemes haveeturity
properties callechiding and binding However, unlike commitment schemes, these propertiely dpp
different parts of concealment, which makes a significaifié@dince.

e Hiding. Having the knowledge diK, it is computationally hard for the adversadyto come up with
two messages:;, ma € M such thatA can distinguishi(my) from h(mz). That is,h(m) reveals
no information aboutn. Formally, for any PPT (probabilistic polynomial time) aatsary.A, which
runs in two stagefind andguess, we require that the probability below is at mé% negl(k) (where
negl(k) denotes some negligible function):

Pr [ . ‘ CK < Setup(1¥), (mg,m1,a) + A(CK, find), o +, {0,1}, }
7= (h,b) < Concealck(my), 0 « A(h; «, guess)
whereq is some state information. We will also denote thisiiyng) ~ h(m;).

e Binding. Having the knowledge o€K, it is computationally hard for the adversa# to come
up with b, h, h', whereh # h' such that(b, h) and (b, k') are both valid concealment pairs (i.e.,
Openck(h,b) # L andOpency (h',b) # L). Thatis,.A cannot find a bindel which it can open with
two different hiders'.

We immediately remark that settifrg= m andh = () satisfies the definition above. Indeed, the
challenge is to construct concealment schemes Witk |m| (we call such schemeason-trivial). Since
|b| + |h| > |m/|, achieving a very good concealment scheme implies|that |m)|.

RELAXED CONCEALMENTS. We will also considerelaxedconcealment schemes, where the (strict) bind-
ing property above is replaced by tRelaxed Binding property, which states thad cannot find binder
collisions for arandomly generatedinderb(m), even if A can choosen. Formally, for any PPTA, which
runs in two stagefind andcollide, the following probability is at mostegl(k):

Pr [ h #h' A ‘ CK « Setup(1¥), (m,a) «+ A(CK, find), (h,b) + Concealck(m), ]
m # L h' « A(h,b; «,collide), m' < Openck(h',b)

To justify this distinction, we will see later that non-tiaV (strong) concealments will be equivalent to

collision-resistant hash function€ RHFs), while relaxed concealments can be built from universa-o

way hash functionsl{OWHFs). By the result of Simon [31]JOWHFs are strictly weaker primitives than

CRHFs (in particular, they can be built from regular one-way fiows [25]), which implies that relaxed

concealments form a weaker cryptographic assumption ggular concealments.

COMPARISON TOCOMMITMENT. At first glance, concealment schemes look extremely sirtolaommit-
ment schemes. Recall, commitments also transfarinto a pair(c, d), wherec is the “commitment”, and

d is the “decommitment”. However, in this setting the commatte is boththe hider and the binder, while
in our settingb is a binder andh is a hider. This seemingly minor distinction turns out to makvery big
difference. For example, irrespective of parameter ggttinommitment always implies one-way functions,
while there are trivial concealments whgh= |m|. On the other hand, wheh| < |m|, we will show that
concealments immediately requitd&kHFs, while quite non-trivial commitments can be built from emay
functions [24]. Not surprisingly, the two primitives havery different applications and constructions. In
particular, commitments are not useful for our applicagiom authenticated encryption (even though they
are useful for others; see [2]).

“We could have allowed! to findh # ' as long agh, b), (h', b) do not open to distinct messages# m’. However, we will
find the stronger notion more convenient.



3 Constructing Concealment Schemes

In this section, we give very simple and general construastiaf strong (resp. relaxed) concealment schemes
based on any family cdERHFs (resp.UOWHFs) and any symmetric one-time encryption scheme. Recall,
bothCRHFs andUOWHFs are defined by some family = { H } for which it is hard to find a colliding pair

x # «' such that (z) = H(«'), whereH is a (compressing) function randomly chosen frimHowever,
with CRHFs, we first select the functiofl, and forUOWHFs the adversary has to selecbefore H is
given to it. We first observe the following simple lemma, whehows the necessity of usi@RHFs (resp.
UOWHFs) in our constructions.

Lemmal LetC = (Setup, Conceal,Open) be a strong (resp. relaxed) concealment scheme where the
binder b is shorter than the message. Define a shrinking function familj{ by the following generation
procedure: pick a randomr, run CK < Setup(1*), and output(CK, ) as a description of a random
function H € H. To evaluate suctif on inputm, run (h,b) = Concealck(m; r), and setH (m) = b (so
that |H (m)| < |m|). Then# is a family of CRHFs (resp.UOWHFs).

Proof: If C is a strong concealment, findingy # m, such thatd (mg) = H(m;) = b implies finding

ho = h(mo; 7), hi = h(my; r) such thatOpenck(ho,b) = mo # L, Openck(h1,b) = m; # L and

ho # hi sincemgy # mq. This clearly contradicts the binding property of conceattn Similarly, if
one has to choosey, beforehand, choosing randobh € H involves choosing a random Thus, when
evaluatingH (my ), we effectively computed emndomconcealmenthy, b) < Concealck(mo) and gave it

to the adversary, as required by the definition of relaxedealment. The rest of the proof is the same as
for strong concealments. O

In the following, we show the converse of the above obsematEven though it is quite simple, we will
crystallize it even further by splitting it into several atesteps.

ACHIEVING HIDING. We first show how to achieve the hiding property so that< |m|. Later we
will utilize CRHFsJJOWHFs to add strong/relaxed binding property to any scheme wdiligady enjoys
hiding.

Recall that a symmetric encryption sche§& = (K, E, D) consists of the key generation algoritim
encryption algorithnk, and decryption algorithr®. Of course, ifr < K(1¥), we require thab, (E, (m)) =
m. For our purposes we will need the most trivial and minintizlisotion ofone-time securityNamely, for
anymg, m; We requireE, (mg) ~ E,(m1), wherer < K(1*) and= denotes computational indistinguisha-
bility. More formally, for anymg, m, and any PPTA, we require

Pro=6 |7+ KM, 060 (0,1}, et Exmy), 5+ Al) ] < % + negl (k)

Of course, regular one-time pad satisfies this notion. Heweer our purposes we will want the secret
key to be much shorter than the messapyg: < |m|. For the most trivial such scheme, we can utilize
any pseudorandom generat®RG) G : {0,1}* — {0,1}" wherek < n. The secret key is a random
7 € {0,1}*, and to encrypin € {0,1}" we computeE, (m) = G(7) ® m (to decrypt, comput®, (c) =
G(7) @ ¢). Of course, any stronger encryption (possibly probdiilisuch as any chosen plaintext secure
encryption) will suffice for our purposes too.

Now, letb = 7 andh < E.(m), so thatOpen(b, h) = Dy(h). Itis easy to see that this scheme satisfies
the hiding (but not yet the binding) property of concealmemd also thatb| < |m| if a good one-time
secure encryption is used, such asPRG-based scheme above.

ADDING STRONG BINDING. AssumeC = (Setup, Conceal, Open) already achieves hiding, and &t =
{H} be a family of CRHFs (the lengths of inputs and outputs needed will be clear)sdtfe turnC into
C' = (Setup’, Conceal’, Open’) which is a full fledged concealment scheme:
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e Setup’(1%): runCK « Setup(1¥), H + H and outputCK' = (CK, H).
e Conceal’(m): let (h,b) «+ Conceal(m), b’ = h, b’ = b||H(h), and outputh’, v').
e Open'(h/,b'): parsel = b||t, k' = h and outputL if H(h) # t; otherwise, outputn = Open(h,b).

We remark that{ should have input size equal to the hider sizg Recall that in our schemes we will
always haveh| = |m| (in fact, exactly equal in th®RG-based scheme). And the output size should be
small (sayO(k), wherek is the security parameter), as it directly contributes &limder length which we
aim to minimize.

Lemma 2 If C satisfies the hiding property arid is a CRHF, then(’ is a (strong) concealment scheme.

Proof: Sinceh' = h, we get hiding for free. As for binding, if somé outputst’ = b||¢, kg, h1 causing
“collision”, then H (hg) = H (h1) = t, which contradicts the collision resistance?of O

ADDING RELAXED BINDING. AssumeC = (Setup, Conceal, Open) already achieves hiding, and Ikt =
{H} be a family ofUOWHFs (the lengths of inputs and outputs needed will be clear)s&e turnC into
C" = (Setup”, Conceal”, Open”) which is a full fledgedelaxedconcealment scheme:

e Setup” = Setup.

e Conceal”(m): pick H < H, compute(h,b) < Conceal(m), seth” = h, b" = b||H(h)||H, and
output(h” b").

e Open”(h",b"): parset” = b||t|H, " = h and outputl if H(h) # t; otherwise, outpuin =
Open(h,b).

We see that the construction is similar to @BHF-based construction, except we pick a new hash function
per each call and append it to the bindéf. This ensures thall is always selected independently of the
input A it is applied to, as required by the definition IOWHFs. Unfortunately, it also means that the
construction is less attractive than the previous, more@tical CRHF-based construction. Thus, the
value of this construction is mainly theoretical, sincehibws that efficientelaxedconcealments, unlike
strong concealments, can be built from regular one-waytifoims. In practice, one should certainly use the
more economicaCRHF-based construction.

Lemma 3 If C satisfies the hiding property and is aUOWHF, thenC” is a relaxed concealment scheme.

Proof: Sinceh” = h, we get hiding for free. As for binding, if somé choosesn,, gets back” = b||t| H
andhy and then successfully outputs # hg such thatH (hy) = H(h;) = t, this A immediately breaks
the relaxed collision resistance ®f. O

As earlier,{ should have input size equal to the hider dizg which is roughly|m|. Also, the output
size should be small (saf(k), wherek is the security parameter), as it directly contributes ®shimder
length which we aim to minimize. Now, however, we also neea description of aJJOWHF H to be
small, as it is also part of the binder. Unfortunately, thetdeown constructions dJOWHFs for long
messages [9, 29] hayél | ~ O(k log |m|), wherek is the security parameter aha| ~ |h| is the length of
the input toH. While the logarithmic dependence on the message lengtit [sad in theory — in particular,
we still get|b”| <« |m| — this is a big drawback as compared to the previBiRHF-based construction,
which achievedd’| = O(k) in addition to its stronger binding property.

COLLECTING PIECES TOGETHER Unifying the previous discussion, and noticing that thestexce of
CRHFs orUOWHFs implies the existence of a one-time secure symmetric ptiory[25], we get:



Theorem 1 Non-trivial strong (resp. relaxed) concealment schemest & CRHFs (resp. UOWHFs)
exist.

In terms of a particular simple and efficient constructioe, geth < E,(m), b = 7||H(h), whereH is a
CRHF, andE is any one-time symmetric encryption. Specifically, if welsgm) = G(7) ®m, whereG is
aPRG, we get a construction which looks amazingly similar to ga@dusOptimal Asymmetric Encryption
Padding(OAEP) [8]? but we do not need to assurGeand H as random oracles in the analyses.

4 Applications to Authenticated Encryption

We now study applications of concealmengtghenticated encryptiorRecall, the latter provides means for
private, authenticated communication between the semdktha receiver. Namely, an eavesdropper cannot
understand anything from the transmission, while the vecé$ sure that any successful transmission indeed
originated from the sender, and has not been “tampered withé intuitive idea of using concealments for
authenticated encryption is simple. A€ is an authenticated encryption working on sHéftbit messages,
and (h,b) < Conceal(m), we can defined&’(m) = (AE(b), h). Intuitively, sending the hidek “in the
clear” preserves privacy due to the hiding property, whilthanticated encryption of the bindeprovides
authenticity due to the binding property.

We formalize this intuition by presenting two applicatiooisthe above paradigm. First, we argue that
it indeed yields a secure authenticated encryption on loagsages from that on short messages. And this
holds even if relaxed concealments are used (in fact, theyecessary and sufficient). Second, we show
that this paradigm also gives a very simple and generalisaltd remotely keyeduthenticated encryption.
Here, the full power of (strong) concealments is needed.

We remark that our applications hold for both the symmetiind the public-key notions of authenti-
cated encryption (the latter is historically callsigncryption[32]). In terms of usability, the long message
authenticated encryption is probably much more usefulémihblic-key setting, since signcryption is typi-
cally expensive. However, even in the symmetric-key sgtbimr approach is very fast, and should favorably
compare with alternative direct solutions such as “enetigph-mac” [7]. For remotely keyed setting, both
public- and symmetric-key models seem equally useful argbitant. In fact, symmetric-key is perhaps
more relevant, since smartcards are currently much beiiteidsfor symmetric-key operations. Indeed, prior
work on “remotely keyed encryption” focused on the symneetgtting only.

4.1 Definition of Authenticated Encryption

We remark that formal modeling of authenticated encryptiothe public-key setting is somewhat more
involved than that in the symmetric-key setting due to issieh as multi-user security and “identity fraud”
(see [2]). However, the proofs we present are really idahtlespite these extra complications of the public-
key setting. Intuitively, the point is that we are constigtthe sameprimitive on longer messages as the
primitive we are given on shorter messages. Thus, whatewveanglicated) security properties were present,
will remain to be present in our composition scheme. For isemess, we chose to concentrate on a simpler
symmetric setting for the remainder of this abstract. Wesstr however, that this is dofer simplicity
only, our proofs translate to the public-key setting compleseid trivially, except that the syntax is slightly
more complex and the following minor technicality is obsstv The definition of authenticated encryption
naturally has two components: privacy and authenticitythtnsymmetric setting only, it turns out that the
authenticity notion together with a rather weak privacyigmobdf “chosen plaintext” security imply a stronger

Except OAEP sets = 7 @ H(h). This lack of “redundancy” makes it fail to yield a conceatthscheme. Indeed, OAEP
decoding never outputs, since it is a permutation over andr; thus, does not achieve any binding.



(and desired) privacy notion of “chosen ciphertext” sagurihus, in this setting it is customary to define
privacy in terms of only “chosen plaintext” attack. Since @bove implication is false in the public-key
setting (see [2]), and we want to present a single proof tatedbr both settings, we will define privacy
using a seemingly redundant notion of “chosen ciphertextusty even in the symmetric-key setting.

SYNTAX. An authenticated encryption scheme consists of threaitiiges: A = (KG, AE,AD). The
randomized key generation algorittG (1*), wherek is the security parameter, outputs a shared secret key
K, and possibly a public parametesb. Of coursepub can always be part of the secret key, but this might
unnecessarily increase the secret storage. In the desorimlow, all the algorithms (including the adver-
sary’s) can have access ab, but we omit this dependence for brevity. The randomiaathencryption
(authenticate/encrypt) algorithi&E takes as input the keli{ and a message from the associated message
spaceM, and internally flips some coins and outputs a ciphetpwie writec <— AEx (m) or c < AE(m),
omitting the keyK for brevity. The deterministi@authdecryption(verify/decrypt) algorithmAD takes as
input the keyK, and outputsn € M U {L}, whereL indicates that the input ciphertexis "invalid”. We
write m < ADg(c) or m < AD(c) (again, omitting the key). We require thab(AE(m)) = m, for any

m € M.

SECURITY OF AUTHENTICATED ENCRYPTION. Fix the sendefS and the receiveR. Following the stan-
dard security notions [7], we define the attack models antbgifadhe adversary for both authenticity (i.e.
SUF-CMA)® and privacy (ND-CCAZ2)’ as follows. We first model our adversa#y. A has oracle access
to the functionalities of bott$ and R. Specifically, it can mount a chosen message attack by asking
S to produce a ciphertext’ of an arbitrary message:, i.e. .4 has access to theuthencryption oracle
AEgk(-). Similarly, it can mount a chosen ciphertext attack®my giving R any candidate ciphertext
and receiving back the message(wherem could be 1), i.e. A has access to theuthdecryption oracle
ADg ().

To break thesUF-CMA security of the authenticated encryption schepidhas to be able to produce
a “valid” ciphertextC (i.e., ADx(C) # L), which was not returned earlier by the authencryption lecc
Notice,.A is not required to “know’m = AD x (C) when producing”. The scheme isUF-CMA-secure if
for any PPTA, Pr[A succeeds< negl(k).

To break thelND-CCAZ2 security of the authenticated encryption schemdirst has to to come up
with two messages:, andm;. One of these will be authencrypted at random, the correpgrciphertext
C* < AEk(m,) (Whereo is a random bit) will be given ted, and.A has to guess the value To succeed
in the CCA2 attack, A is only disallowed to asi® to authdecrypt the challengg*.° The scheme itND-
CCA2-secure if for any PPT, Pr[A succeeds< 3 + negl(k). We also remark thadND-CPA-security is
the same, excepd is not given access to the authdecryption oracle.

4.2 Authenticated Encryption of Long Messages

AssumeAE = (KG, AE,AD) is a secure authenticated encryption|bjrbit messages. We would like to
build an authenticated encryptioh&’ = (KG', AE’, AD’) on |m|-bit messages, whetie:| > |b|. More
specifically, we seek to employ the followirngnonicalcomposition paradigm. The key for A&’ is the
same as that fod€. To authencryptn, first split it into two piecegh, b) (so that the transformation is
invertible), and outpuAE (m) = (AEk(b),h). The question we are asking is what are the necessary
and sufficient conditions on the transformation— (h,b) so that the resulting authenticated encryption

5Meaning “strong unforgeability against chosen messagelatt

"Meaning “indistinguishability against chosen ciphertattack.”

8A slightly weaker notion otJF-CMA requiresC' to correspond to “new” message not submitted teAE x (-).

°[2] define a slightly weaker but more syntactically sounderobf gCCA2 attack. Our results apply here as well.
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is secure? In this section we show that the necessary andisuffcondition is to have the transformation
above be aelaxed concealment

More formally, assumé€ = (Setup, Conceal, Open) satisfies the syntax, but not yet the security prop-
erties of a concealment scheme. We assumeGKat— Setup(1*) forms a public parameterub of AE’.
We define A’ as stated above. NamelkE'(m) outputs(AE(b), h), where(h,b) + Conceal(m), and
AD'(c, h) outputsOpen(h, AD(c)). The proof of the following theorem is in Appendix A.1.

Theorem 2 If A€ is secure, thetd€’ is secure if and only i€ is a relaxed concealment scheme.

4.3 Remotely Keyed Authenticated Encryption

SYNTAX . A one-round remotely-keyed authenticated encryptKAE) scheme consists of seven efficient
algorithms: RKXAE = (RKG, Start-AE, Card-AE, Finish-AE, Start-AD, Card-AD, Finish-AD) and involves
two parties called thelostand theCard. The Host is assumed to be powerful, but insecure (subjdrttk-

in by an adversary), while the Card is secure but has limitedputational power and low bandwidth. The
randomized key generation algorithitG(1%), wherek is the security parameter, outputs a secretKewnnd
possibly a public parameteb. In the description below, all the algorithms (including thdversary’s) can
have access toub, but we omit this dependence for brevity. This ki§yis stored at the Card. The process
of authenticated encryption is split into the following 8$. First, on inputn, the Host runs probabilistic
algorithmStart-AE(m), and getgb, «). The valueb should be short, as it will be sent to the Card, wiile
denotes the state information that the Host needs to renreMiestress thaftart-AE involves no secret
keys and can be run by anybody. Next, the Card recéivasd runs probabilistic algorithiard-AE  (b),
using its secret keyK. The resulting (short) valuewill be sent to the host. Finally, the host runs another
randomized algorithnirinish-AE(c, ) and outputs the resulting cipherteXtas the final authencryption of
m. Again, Finish-AE involves no secret keys. The sequential composition of bloe& 3 algorithms induces
an authencryption algorithm, which we will denote A’ .

Similarly, the process of authenticated decryption isspio 3 steps as well. First, on inpat, the Host
runs deterministic algorithritart-AD(C), and getgu, 3). The valueu should be short, as it will be sent to
the Card, whiles denotes the state information that the Host needs to renremlestress thatart-AD
involves no secret keys and can be run by anybody. Next, thd @a&eivesu, and runs deterministic
algorithm Card-AD g (u), using its secret keyK. The resulting (short) value will be sent to the host. We
note that on possible value forwill be 1, meaning that the Card found some inconsistency in the wdlue
u. Finally, the host runs another randomized algorithimish-AD(v, 3) and outputs the resulting plaintext
mif v £ L, or L, otherwise. AgainFinish-AD involves no secret keys. The sequential composition of the
above 3 algorithms induces an authdecryption algorithnichvive will denote byAD’,. We also call the
valueC valid if AD(C) # L.

The correctness property states for amyAD'(AE'(m)) = m.

SECURITY OF RKAE. As we pointed outRKAE in particular induces a regular authenticated encryption
scheme, if we combine the functionalities of the Host anddhed. Thus, at the very least we would like to
require that the induced schend&’ = (RKG, AE’, AD') satisfies thédND-CCA2 andsUF-CMA security
properties of regular authenticated encryption. Of cquitgs is not a sufficient guarantee in the setting of
RKAE. Indeed, such security only allows the adversary oraclesscto thecombinedfunctionality of the
Host and the Card. In the settingRKAE, the Host is anyway insecure, so the adversary shoulddraete
access to the functionality of the Carfipecifically, we allow our adversar{’ to have oracle access to the
Card algorithm<Card-AEk (-) andCard-ADk (+).

Just like regular authenticated encrypti®KAE has security notions for privacy and authenticity, which
we denote byRK-IND-CCA andRK-sUF-CMA, respectively.
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To break theRK-sUF-CMA security ofRKAE, A’ has to be able to produce a “one-more forgery” when
interacting with the Card. Namely’ tries to outputt + 1 valid ciphertextsC; ... Cy;, after making at
mostt calls toCard-AEk () (wheret is any polynomial ink). Again, we remark tha@’ is not required
to “know” the plaintext valuesn; = AD',(C;). The scheme i®RK-sUF-CMA-secure if for any PPTA’,
Pr[ A" succeeds< negl(k). We note that this is the only meaningful authenticity notio the setting of
RKAE. This is because the values— Card-AEk (b) returned by the Card have no “semantic” meaning of
their own. So it makes no sense to requiteto produce a new “valid” string. On the other hand, it is
trivial for A’ to computet valid ciphertext”, . .. C; with ¢ oracle calls tdCard-AE, by simply following to
honest authencryption protocol on arbitrary messagges. . m;. Thus, security against “one-more forgery”
is the most ambitious goal we can try to meet in the settinglOAE.

To break theRK-IND-CCA security ofRKAE, A’ first has to come up with two messages andm;.
One of these will be authencrypted at random, the correspgraiphertextC* < AEg(m,) (Whereo is
a random bit) will be given tod’, and. A" has to guess the value To succeed in th€CA2 attack, A’ is
only disallowed to call the Card authdecryption oraCked-ADg (-) on the well-defined value*, where
we defineStart-AD(C*) = (u*, 5*) (recall,Start-AD is a deterministic algorithm). The latter restriction is
to preventA’ from trivially authdecrypting the challenge. The schem®ksIND-CCA-secure if for any
PPTA’, Pr[A’ succeeds< % + negl(k). We briefly remark thaRK-IND-CPA-security is the same, except
we do not gived’ access to the Card authdecryption oracle.

CANONICAL RKAE. A natural implementation o0RKAE would have the Card perform regular authen-
ticated encryption/decryption on short messages, whieHbst should do the special (to be discussed)
preprocessing to produce the short message for the Cardtfimgiven long message. Specifically, in this
case we start from some auxiliary authenticated encryptién= (KG, AE, AD) which works on “short”
|b|]-bit messages, and require thiaird-AE = AE, Card-AD = AD. Moreover, we would like the Card
to authdecrypt the same valudhat it produced during authencryption. In our prior natativ = ¢ and

v = b, wherec < AEg (b). Finally, it is natural to assume that the Host outpués part of the final (long)
ciphertext. Putting these together, we come up with thefoilg notion ofcanonicalRKAE.

First, the Host runstart-AE(m), which we conveniently renam@onceal(m), and producegh, b),
whereh will be part of the final ciphertext andlis “short”. Then it send$ to the Card, and gets back
¢ < AEg (b). Finally, it outputsC = (c, h) as the resulting authencryption wf. Similarly, to authdecrypt
C = (c, h), it sendsc to the Card, gets = ADg/(c), and outputs-inish-AD(h, b), which we conveniently
renameOpen(h, b). Thus, the canonicdRKAE is fully specified by an auxiliary authenticated encryption
AE and a tripleC = (Setup, Conceal, Open) (WwhereSetup is run at key generation and outputs the key
which is part ofpub).

The fundamental question we address is this: what secudfyepties ofConceal andOpen are needed
in order to achieve a secure canoni@AE (provided the auxiliaryAE is secure)? As we show, the
necessary and sufficient condition is to employ a securen@jrconcealment scheme. We remark that the
final inducedschemeA&’ we construct isexactlythe composition scheme we discussed in Section 4.2.
However, in that application the entire authenticated ysttwn was performed honestly — in particuléar,
was chosen by properly runniti@nceal(m), — so relaxed concealments were sufficient. Here, an uptfust
Host can ask the Card to authencrypt any valuewishes, so we need the full binding power of strong
concealments.

The following theorem states this more formally and its piean Appendix A.2.

Theorem 3 If A€ is secure, and a canonic&® /CAE is constructed fromd€ andC, thenRKAE is secure
if and only ifC is a (strong) concealment scheme.

COMPARISON TOPREVIOUS RKAES. We briefly compare our scheme with those of [13, 18]. Firsthb
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schemes could be put into our framework by extracting appatgconcealment schemes. In fact, the con-
cealment we extract from [13] is essentially the same as onstouctionb = 7||H (h), h = E-(m) (they
model one-time encryption slightly differently, but thisminor)! On the other hand, instead of applying
arbitrary authenticated encryption to the valuebpthey build a very specific one based on block ciphers
and pseudorandom functions. In fact, their constructioplicitly achieves a specific authenticated encryp-
tion of 7 with “associated data” [26H (k) (see our extension in Section 5). Actually, this authetgita
encryption construction could be viewed as an example afgbent “ciphertext translation” method of [26]
applied to the “encrypt-then-mac” paradigm of [7]. To sumiae the construction of [13] is quite good
and efficient, but focuses on a specific ad-hoc implememtatior both concealment and authenticated en-
cryption. We believe that our generality provides many naptons, as well as gives better understanding
towards designinRKAE, since our general description is much simpler than theifpecheme of [13]. As
for the scheme of [18], one can also extract an “OAEP”-likacgalment out of it, making it a special case
of our framework too. However, the specific choices made byatlithors make it very hard to replace the
random oracles by some provable implementation. On the btred, our “OAEP”-like construction (based
on aPRG and aCRHF) is equally simple, but achieves provable security withitbetrandom oracles.

5 Extensions

USING A BLock CIPHER IN PLACE oF AE. First, we briefly touch upon amplification paradigm of
the form A&’ (m) = (Pk(b), h), whereP is a (strong)PRP. Namely, we replace the “inner” authenticated
encryption by a block cipher. Although this is applicabldydn the symmetric setting, it is likely to be quite
useful in practice, wherBRP is typically the main building block of most other primitseWe note that a
strongPRP is “almost” an authenticated encryption except it does motide semantic security (but gives
at least one-wayness). We ask the same question as befoaéavehthe conditions on the transformation
m — (h,b) for AE' to be secure? In the following, we just state our resultsjihgathe proofs to the full
version [15].

It turns out that four conditions are needed, the first two bicly are subsumed by any relaxed conceal-
ment. The last two conditions are stated as follows: (1) fyr/a Pr,[Open(h,b) # L] = negl(k). This is
needed to prevent a “lucky” forgery of the forfn, 1), wherew is arbitrary. This condition always holds for
our specific concealments, since the valué obérresponding to any includesH (k). Thus, the chance that
a randomb will include the same string af (h) is negligible, since the output of @RHF (i.e. H) must
be sufficiently long to avoid easy collisions. (2) havingabeaaccess t€onceal(-), it is hard to ever make
it output the same valuiz This is needed to ensure the authencryption oracle neaduates thd®RP on
the same input, since the adversary will notice it. Agaiis ihtrivially true for our concealments, since the
valueb always includes a random keyfor one-time encryption. By birthday bound, the chance difsion
afterq queries is at mos?/2/°!, which must be negligible. To summarizey (7||H(h)), h = E.(m)) is
a secure authenticated encryption. We also note thatihgrdoes not need to besdrong PRP; a regular
PRP sulffices.

Finally, we briefly argue when using a stroRgRP suffices for ourRKAE application. Here the ad-
versary has direct oracle access to hBth and P!, so we need at least a stroRfRP. It turns out that
the following two conditions should hold on the concealmseiieme in addition to its regular hiding and
binding properties (and properties (1)-(2) above). (Negia random string, it is hard to findh such that
Open(h,b) # L. This is needed to prevent the adversary from getting a fgrge /), where it previously
learnedP; ! (v) = b. In our casep includesH (h), so one needs to “invertd on a random string. It
is easy to see that alyRHF with |H(h)| < |h| — w(log k) must satisfy the needed property. As for the
second condition, it states: (2') for amy, if (h,b) < Conceal(m), then it is hard to recover the valhe
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when given onlym andh. This is needed so that the adversary cannot determine liledveorresponding

to the challenge, and then check its guess using an orat¢l®dal(-). In our case, givert, (m) andm,

it should be hard to find the correct value of keyThis property is false for general one-time encryptions
(i.e., for one-time pad), but holds for the ones we have indnhiere. In particular, i€, (m) = G(1) ® m,
whereG is aPRG, finding 7 involves invertingG(7) on a randomr. And it is well known that &PRG

is a one-way function providett7(7)| > |7| + w(logk). To summarize, the following scheme is safe
to use forRKAE, provided|G(7)| > |7| + w(logk), |H(h)| < |h| — w(logk) and P is a strongPRP:
AE'(m) = (Pk(7||H(h)), G(r) & m). This remarkably simple scheme means that we can let the Card
perform a single block cipher operation per call!

AssoCIATED DATA. Finally, we briefly discuss extensions to supporting aisged data [30, 26]. Intu-
itively, associated data allows one to “bind” a public latmethe message. Viewing the label as part of the
message is a possible solution, but the generalized viewriag non-trivial efficiency gains, as was shown
by [26]. This extension is presented in more detail in AppeiEd
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A Proofs

A.1 Proof of Theorem 2

For one direction, we show that@fdoes not satisfy the hiding property, thd&’ cannot even biND-CPA-
secure, let alonéND-CCA2-secure. Indeed, if some adversadycan findmyg, m; s.t. h(mg) % h(my),
then obviouslyAE'(mg) = (AE(b(myo)), h(mg)) % (AE(b(m1)), h(m1)) = AE'(m,), contradictingIND-
CPA-security.

Similarly, if C does not satisfy the relaxed binding property, théff cannot besUF-CMA-secure.
Indeed, assume some adversagrygan producen such that whergh, b) < Conceal(m) is generated and
given to A4, A can find (with non-negligible probability) a valueh' # h such thatOpen(h',b) # L. We
build a forgerA’ for AE' using.A. A’ getsm from A, and asks its authencryption oracle the vall& (m).
A’ gets backh, ¢), wherec is a valid authencryption df, and(h, b) is a random concealment pair for.
A’ gives (h,b) to A, and gets back (with probability) the valueh’ # h such thatOpen(h',b) # L. But
then(h/, c) is a valid authencryption (w.r.t4£") different from(h, c), contradicting thesUF-CMA-security
of AE.
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PROOF OFIND-CCA2-SECURITY. We start withIND-CCA2-security of A£’. Let Env, denote the usual
environment where we place any adversafyfor AE'. In particular, (1) it honestly answers all the oracle
queries of A’ throughout the run ofd’; and (2) when(my, m;) are selectedEnv; picks a randonv,
sets(h*,b*) < Conceal(m,), ¢* + AE(b*) and returnC* = AE'(m,) = (h*,c*). We letSucci(A)
denote the probabilityd’ succeeds in predicting in Env,. We next define the following slightly modified
environmentEnwv,. It is identical to Env; modulo one respect. [’ submits a ciphertexth, ¢*) to its
authdecryption oracle, wheré is part of the challeng€™ = (h*,¢*) andh # h*, then Env, responds
with | without even trying to verify if this is correct. We I8uccy(.A’) denote the probabilityd’ succeeds
in predictingo in Env,. Next, we modify Env, into a relatedEnwvs as follows. WhenEnwvs prepares
the challengeC™, it also picks some fixed message, calb,jtand outputsC* = (h*, AE(b(0))) instead
previously outpuC* = (h*, AE(b*)). We letSuccs(.A’) denote the probabilityd’ succeeds in predicting
in Envs.

We make three claims: (a) using the relaxed binding proper€; no PPT adversaryl’ can distinguish

Enw; from Enws, i.e. |Succi(A’) — Succy(A')| < negl(k);10 (b) usingIND-CCA2-security of A, no
PPT adversaryd’ can distinguishEnve from Enws, i.e. |Succa(A') — Succs(A')| < negl(k); (c) using
the hiding property of, Succs(A’) < 3 + negl(k), for any PPTA’. Combined, claims (a)-(c) imply the
IND-CCA2-security of AE".
PROOF OFCLAIM (A). Notice, the only way somél’ can see the difference betweé&mv, and Enwvs,
if in Enwv; it was able to produce a valid ciphertet, c*), whereh # h*, as otherwis&Znv; and Enwvs
are identical. But this means th@pen(h,b*) # L, andh # h*, where(h*,b*) < Conceal(m,). Itis
straightforward to see that this contradicts the relaxedlibg property ofC, since we can construcd;
which prepareds by itself, submitsn,, after thefind phase, and simply rund’ until the collision withb*
happens.

PROOF OFCLAIM (B). If for someA’, |Succa(A") — Succs(A’)| > ¢ for non-negligibles, we createds
which will breakIND-CCA2-security of AE. It simulates the run ofd’ by generating a concealment key
CK by itself, and using its own authencryption/authdecryptioacle to answer the oracle queries4sf For
example, A, can simulate the authdecryption query = (b, ') of A’ by asking its own authdecryption
oracle to decrypt! = AD(¢’), and returningOpen(h/,b’). Simulating authencryption queries is done
similarly. When A’ outputsm, andm,, A, chooses a random € {0,1}, sets(h,,b,) < Conceal(m,),

b = b(0) and claims to distinguish, andb. When given challenge* which is eitherAE(b,) or AE(b), A;
gives A’ the challenge”™* = (h,, c¢*). Next, A, uses its own authdecryption oracle to answer all decryption
queriesC’ = (h', ') as before (authencryption queries stay the same too). &ldkiere is no need to worry
about the case whet = ¢*, since bothEnv, and Envs are supposed to respond with Finally, whenA’
output its guess’, A, guesses the message wagi.e., it ranA’ in Enw,) if o' = o, andb (i.e., it ran.A’

in Enwvs) otherwise. It is easy to see that the advantagé.of exactlye.

PROOF OFCLAIM (C). If for someA’, Succs(A') > 3 + ¢ for non-negligiblee, we create4s; that will
break the hiding property af. A3 simply picks the keyK < KG(1*) by itself and runsA’ until it outputs
(mo,m1). It claims to distinguish the hiders ety andm; and well, and gets a challengé = h(m,) for
unknowno. It gives. A the challengeC™ = (AE(b(0)), h*), and keeps runningl till the end outputting the
same guess’. It is obvious it wins if and only if4’ wins in Enwvs, a contradiction.

PROOF OFSUF-CMA-secURITY. Finally, we showsUF-CMA-security of AE’. Assume some forged’
breaks thesUF-CMA-security of A£’ with non-negligible probabilite. AssumeA’ made (wlog exactly)
t = t(k) oracle queries t&\E’ for some polynomiat(k). Forl < i < ¢, we letm,; be thei-th message!’
asked to authencrypt, aridl;, c;) be its authencryption (whei@;, b;) < Conceal(m;) andc; < AE(b;)).
We also letmn, h, b, ¢ have similar meaning for the ciphertext thétforged. Finally, letForged denote the

10As mentioned, this part is unnecessary to show in the synicvedy setting, but is needed in the public-key setting.
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event that ¢ {ci,...,c}. Notice,
e < Pr(A’ succeeds= Pr(A’ succeeds\ Forged) + Pr(.A’ succeedsA Forged)

Thus, at least one of the probabilities above-is/2. We show that the first case contradicts sh#=-CMA-
security of A€, while the second case contradicts the relaxed bindingeptppfC.

CASE 1: Pr(A’' sucCEEDS A Forged) > /2. We construct a forged, for AE. It simulates the run oft’
by generating a concealment k€K by itself, and using its own authencryption/authdecryptavacle to
answer the oracle queries df. For example,A; can simulate the authencryption queiy of A’ by setting
(hi,b;) < Conceal(m;), gettinge; < AE(b;) from the oracle, and returnin@;, h;). When A’ forges a
ciphertext(c, h) w.r.t. AE', A, forges ciphertext (of b) w.r.t. AE. Notice,c is a “new forgery” inAE iff
Forged happens. Hence4; succeeds with probability at least2, a contradiction tsUF-CMA-security of
S.

CASE 2: Pr(A’ SUCCEEDS A Forged) > ¢/2. We construct an adversay, contradicting the relaxed
binding property ofC. A, will generate its own keyk «+ KG(1*), and will also pick a random index
1 <4 < t. It simulates the run ofd’ in a standard manner (same way.4&sabove) up to the point where
A’ asks itsi-th querym;. At this staged, outputsm; as its output to théind stage. When receiving back
random(h;, b;) < Conceal(m;), it uses them to authencrypt; as before (i.e., returng; = AE(b;), h;)
to A’), and keeps simulating the run gf in the usual manner. Whed outputs the forgeryc, h) of a
messagen, A, checks ifc; = candh; # h. If this fails, it fails as well. Otherwise, it outputsas its final
output to thecollide stage. We note that wheirged does not happen, i.e.€ {c; ...c}, we havec = ¢;
with probability at least /¢. Thus, with overall non-negligible probability/(2¢) we have that: (1}; = ¢
(Forged did not happen andl, correctly guessetlsuch that; = c), so thaty; = b; (2) h # h; (sinceA’ has
to output a “new” forgery); (30pen(h,b) # L. But this exactly means that, broke the relaxed binding
property ofC, a contradiction.

A.2 Proof of Theorem 3

The necessity of hiding is obvious, sinkés given in the clear. Similarly, i€ does not satisfy the binding
property, then somel can findb, h # h' such thatOpen(h,b) andOpen(b.h’) are both valid. But then it
can call the Card’s authencryption oraélE (-) once on inpub, get the value: back, and output two valid
ciphertexts(h, c), (', ¢), thus successfully producing a “one-more forgery"RiC.AE.

PROOF OFIND-CCA2-SECURITY. The RK-IND-CCA-security of RICAE is very similar to the proof of
IND-CCAZ2 security of A’ given in Theorem 2. In fact, the proof is even simpler sineeativersaryd’

has oracle access to the actual oradl&sand AD. Moreover, we do not even have to use the (relaxed)
binding property here, since the adversary is already dddn to askAD oracle on the challenge value
c¢* = AE(my).

For completeness, brief details follow. L&, denote the usual environment where we place any
adversaryd’ for RKAE. In particular, (1) it honestly answers all the oracle getbAE, AD throughout
the run ofA’; and (2) when(my, m,) are selectediznv, picks a randonw, sets(h*, b*) < Conceal(m,),

c* + AE(b*) and returngs* = AE'(m,) = (h*, ¢*). We letSuccy (A’) denote the probabilityd’ succeeds
in predictingo in Enwv,. Notice, A’ is not allowed to submit* to AD after it getsC*. We next define the
following slightly modified environmentnv,. When Enwvs prepares the challengeg®, it also picks some
fixed message, call it, and outputs®* = (h*, AE(b(0))) instead previously outpu®™* = (h*, AE(b*)).
We letSuccy(A’) denote the probabilityd’ succeeds in predicting in Enov,.

We make three claims: (a) usinlD-CCA2-security of AE, no PPT adversaryl’ can distinguish
Enw; from Enwvy, i.e.|Succy (A") — Succa(A')| < negl(k); (c) using the hiding property @f, Succy(A’) <
% + negl(k), for any PPTA’. Combined, claims (a)-(b) imply tHeK-IND-CCA-security ofRIAE.
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PROOF OFCLAIM (A). If for someA’, |Succ;(A’) — Succy(A”)| > ¢ for non-negligibles, we createA,;
which will breakIND-CCA2-security of A£. It simulates the run ofd’ by generating a concealment key
CK by itself, and using its own authencryption/authdecryptaracle to answer the oracle queriesAsf
throughout the run of4’. In fact, these oracle aiidentical to what.A’ expects from the Card. Whed’
outputsmy andm,, A; chooses a random € {0, 1}, sets(h, b,) + Conceal(mn,), b = b(0) and claims
to distinguishb, andb. When given challenge* which is eitherAE (b, ) or AE(b), A, givesA’ the challenge
C* = (hy,c*). Notice, A" is not allowed to submit* to AE;, soA; never has to do it either. Finally, when
A’ output its guess’, A, guesses the message viagi.e., it ranA’ in Env,) if o/ = o, andb (i.e., it ran
A" in Enwv,) otherwise. It is easy to see that the advantagé,of exactlye.

PROOF OFCLAIM (B). If for someA’, Succy(A’) > 3 + £ for non-negligiblee, we created, that will
break the hiding property af. A, simply picks the key < KG(1*) by itself and runsA’ until it outputs
(mo,m1). It claims to distinguish the hiders ety andm; and well, and gets a challengé = h(m,) for
unknowno. It gives. A the challengeC™ = (AE(b(0)), h*), and keeps runningl till the end outputting the
same guess’. It is obvious it wins if and only if4’ wins in Enwvs, a contradiction.

PrROOF OFsUF-CMA-SeCURITY. The proof ofRK-sUF-CMA-security is quite simple too. Assume some
forger A’ askst queries tAEx and gets responses. . . ¢;. assume also that it outputs- 1 distinct valid
ciphertextsC; = (¢}, h;) for 1 < i < ¢+ 1. There are two cases. Either gllare distinct, or at least two
of them are the same. In the former case, by the pigeon-hiieijple at least one] ¢ {c; ... ¢}, but this
meansA’ output a “new” valid ciphertext fod€, contradicting itssUF-CMA-security. Otherwise, some
c; =c; = c. Letb = ADk(c). But thenOpen(h;,b) # L, Open(h;,b) # L, andh; must be different from
h; sinceC; # C; andc; = c¢;. And this clearly contradicts the strong binding properfty’ o

B Supporting Associated Data

In this section, we show how to extend our methods to suppsddaated data [30, 26]. Following the prior
terminology of [30], we will refer to associated data dalzel 2. Intuitively, labels do not have to be hidden,
but should be “bound” to the corresponding message.

CONCEALMENT WITH ASSOCIATED DATA. Now, both algorithmsConceal and Open will take both the
messagen and the label. For future convenience, concealment can now also outpoe pablic partp, in
addition to the hider and the binder. Formallynceal%, () outputs a triple(h, b, p), andOpent (h, b, p)
recoversm. As for security, the hiding property says that for any, m1, ¢, if (h;, b;, p;) < Conceal®(m;)
(wherei € {0,1}), then it is hard to distinguiskhg, po) from (h1,p;). On the other hand, binding now
says that it is hard to fin¢, b, p, ho, h1) such thathy # hy and both(hg, b, p), (h1, b, p) open successfully
with /. Relaxed binding is similar. Notice, public partparticipates in both the hiding and the binding
properties. Of course, our previous definition correspands = p = (), while our new goal is to have
|b| + |p| < |m|+ |¢|, where minimizingb| is more important.

CONSTRUCTION WITHASSOCIATED DATA. We show that the constructions in Section 3 nicely extend to
support labels. Hiding only is done as beforekia E,(m), b = 7. To add binding usin@RHFs, we could
seth! = h, b’ = b||H(h||¢). However, we can mové& (h||¢) into the public parp’. Thus, we seb’ = h,

b = bandp’ = H(h||¢). In particular, we get a scheme witth = E,(m), v/ = 7 andp’ = H(K'||{).
Similar discussion holds for getting relaxed concealmasiag UOWHFs. In the final scheme, we get
B =E;(m), " =7 andp” = H(h"||¢)||H. Notice, we moved a slightly expensive descriptionbfrom

the binder into the public part.

AUTHENTICATED ENCRYPTION WITH ASSOCIATED DATA (AEAD). Following [26], we briefly describe
the syntax and security of authenticated encryption wisoeated data. Essentially, the only thing that
changes is that botAE and AD are augmented to takiin addition tom: ¢ < AE% (m), m = AD%(c).
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Also, the adversaryl can now submit a paifm, ¢) or (¢, ¢) to its oracles. FOIND-CCAZ2 security,.A has

to come up withmg, mq, £, gets a challenge® « AE%(ma) (for randomo) and has to predict, as before,
provided it did not callAD(¢*) (but using other label is allowed)sUF-CMA-security does not change
as well except the entire pafr, /) has to be “new”. Rogaway [26] demonstrated several auttept
encryption schemes, where the distinction between theagesand the label (or “header”) indeed leaves to
significantly improved efficiency.

SUPPORTING ASSOCIATED DATA. We show that the composition paradigm above naturally @ugp
AEAD. Namely, assumed€ = (KG,AE, AD) supports messages of some “short” lengthand asso-
ciated labels of “short” lengthp|. Assume also that the concealmehtsupports messages of “long”
length |m| and labels of “long” length¢|. We define the composed authenticated encryption scheme
AE' = (KG',AE’, AD') as follows.KG' = KG except we also publish public informati@iK « Setup(1¥).
AE"“ (m) first runs(h, b, p) < Conceal’(m) and outputs/AE (b), h, p). It is a simple extension of our
prior discussion that the resulting scheé’ is a secure AEAD if and only i is a relaxed concealment
with associated data. Finally, notice that our construstiof such concealments based@RHFs achieved
Ip|, |b| = O(k), irrespective of the length of, and /. Also, in our case outputting is redundant since

p = H(h||¢) and can be computed from the ciphertext and the label. Thusparticular AEAD scheme

outputs<AE§(h”£) (1),h = ET(m)>.
We remark that similar construction appliesSREKAE with associated data, where the Host sanggso

the Card, and gets badke” (b). For authencryption, it sendsp and gets backD”. (c). As earlier, relaxed
concealments (with associated data) no longer suffice, smilveeed strong concealments.
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