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Abstract. This survey paper studies recent advances in the fieldeakage-
Resilient CryptographyThis booming area is concerned with the design of cryp-
tographic primitives resistant to arbitrary side-channel attacks, vwareattacker
can repeatedly and adaptively learn information about the secretikggctonly

to the constraint that theverall amounbf such information is bounded by some
parameter. We start by surveying recent resultw in the so calRedative Leak-
age Model where all the parameters of the system are allowed to depeidd on
and the goal is to mak&large relative to the length of the secret key. We conclude
by showing how to extend the relative leakage results tBiended Retrieval
Model (aka “Absolute Leakage Model”), where only the secret key length is al-
lowed to be slightly larger tha# but all other system parameters (e.g., public-
key, communication, etc.) are independent of the absolute val@ierdfoughout
the presentation we will emphasize the information-theoretic techniqudsruse
leakage-resilient cryptography.

1 Introduction

Traditionally, cryptographic systems rely on completerqey of cryptographic keys.
Unfortunately, in real systems, this idealized assumpisomard to meet perfectly. In
many situations, the attacker might get some partial infdiom about the secret keys
through means which were not anticipated by the designeneokystem and, corre-
spondingly, not taken into account when arguing its seguBtich attacks, typically
referred to aside-channel attackgome in a large variety (radiation, power, tempera-
ture, running time, fault detection, etc.), and often lead tomplete break of an other-
wise “secure” system (e.g. [Koc96,BDL97,BS97,KJJ99,QG0A001]). The situation
becomes even worse if one also takes into account variouputemviruses, internet
worms and other malware, which might persist in a systemngpizuously for some
time and leak private information to a remote attacker,litis eventually detected.
Given that one cannot hope to eliminate the problem of sidatoel and malware
attacks altogether, it is natural to design cryptographfesmes which remain (prov-
ably) secure, even in the face of such attacks. To do so, we finstsdecide on an
appropriate model of what information the adversary camlearing a side-channel
attack. In this work, we assume that the attacker can regiigad@d adaptively learn
arbitrary functionsof the secret kegk, as long as the total number of bits leaked is
bounded by some parameteDue to its generality, this model seems to include essen-
tially all known side-channel attacks, and has recentlpetéd a lot of attention from



the research community. In particular, this model sim@tarsly covers the following
two typical scenarios, which seem to be treated differantiyre existing literature.

RELATIVE LEAKAGE. Here, for a secret key of some particular lengthlive assume
that the leakagé is bounded by some shrinking function gfe.g., the attacker’s leak-
age is less than half of the key-size. This assumption seeims hatural for modeling
attacks where, no matter what the key-size is, the attackisr gpme imperfect read-
ing of the key. For example, this naturally models “memortgéaeks [HSH 08] (where
the attacker might get part of the key stored in RAM), “miceme” attacks (where the
attacker manages to extract a corrupted copy of the key fremaxt-card), or vari-
ous power attacks (which repeatedly leak almost the saroemaftion about the secret,
such as its hamming weight), among others.

ABSOLUTELEAKAGE. Here we assume that there is a natural bofiod the overall
amount of information the attacker can learn throughoutitegéme of the system, par-
ticularly concentrating on the setting whéan be extremely large. A prime example
of this comes from most malware attacks, where a persistarg may transmit a large
amount of private data to a remote attacker. Neverthelessany situations it is either
impossible, too time-consuming, or simply not cost-effexfor the virus to download
“too much data” (e.g. many gigabytes). In such situation might resist side-channel
attacks, but only by making the secret ketentionally large to dominate the retrieval
bound/. This by itselfmight not be a big problem for usability, given the extremely
cheap price of storage nowadays. Therefore, the main gahl$etting, usually ref-
ereed to as thBounded Retrieval Mod¢éBRM) [CLW06,Dzi06], is to ensure that the
necessarynefficiency in storage is essentially tbaly inefficiency that the users of the
system incur. In particular, honest users should only havead a small portion of the
secret (this is calletbcality), and their computation and communication should not be
much larger than in conventional cryptosystems.

To summarize, both leakage models — relative and absolutedy sssentially the
same technical question. However, the BRM setting additiprdemands thatusers
can increase their secret key size flexibly, so as to allovafioarbitrary large absolute
leakage/, but without degrading other efficiency parameters, suclt@sputation,
communication and localityThis is the perspective we will take in this paper, treat-
ing both settings together, while striving to allow for theose flexibility. Indeed, we
will see that a natural paradigm for designing efficient BRdeme often starts with
designing a relative leakage scheme first, and then extgridenbasic scheme to the
BRM model.

Another interesting feature of leakage-resilient crypapdy is that information-
theoretic techniques are often used even in the design gietationally secure schemes,
such as password authentication, public-key encryptiodigital signature schemes.
We will try to emphasize these techniques throughout thegoation.

1.1 Related Work

WEAK SECRETS SIDE-CHANNEL ATTACKS AND BRM. The model of side-channel
attacks, as studied in this work, is very related to the stfdyyptography withweak



secrets A weak secret is one which comes from some arbitrary digioh that has a
sufficient level of (min-)entropy, and one can think of a s¢d&ey that has been par-
tially compromised by side-channel attacks as coming fraohs distribution. Most
of the prior work concerning weak secrets is specific toyimmetric key settingnd
much of this work isnformation-theoretic in naturg=or example, the study of privacy-
amplification [BBR88,Mau92b,BBCM95] shows how two usersovgharea weak se-
cret can agree on a uniformly random key in the presence obsiy@aattacker. The
works of [MW97,RW03,DKRS06,KR09,DWQ09] extend this to actiteaeks, and the
works of [Mau92a,AR99,ADR02,Lu02,Vad04] extended thighe case ohugese-
crets (motivated by the Bounded Storage Model, but alsdadpe to the BRM). Such
information-theoretically secure schemes can only be ogedto convert a shared se-
cret, which may have been partially compromised by sidexwsbbattacks, into aingle
uniform session-key.

In the computational setting, users can agrearbitrarily manysession-keys using
Password Authenticated Key Agreement (PAKE) [BM93,BPBROIR00,KOY01,GL06],
where they use their shared weak (or partially compromisediet key as the password.
However, these solutions do not scale to the BRM, as they tdpnegerve low local-
ity when the secret is large. The Bounded Retrieval ModelNBRvhere users have
a huge secret key which is subject to large amounts of advalrsakage, was intro-
duced by [CLW06,Dzi06]. In particular, Dziembowski [Dzi0&)nstructed aymmetric
keyauthenticated key agreement protocol for this settingénrRilndom Oracle model.
This was later extended to the standard model by [€DT). Other symmetric-key ap-
plications, such as password authentication and secnétghaere studied in the BRM
setting by [CLWO06] and [DP07], respectively. We also note tien-interactivesym-
metric key encryption schemes using partially compromisss were constructed im-
plicitly in [Pie09] (based on weak pseudorandom functicarg) explicitly in [DKLO09]
(based on “learning parity with noise”).

The study of side-channel attacks in theblic-keysetting was initiated by Akavia et
al. [AGV09], who showed that Regev’s public-key encryptaamiheme [Reg05] (based
on lattices) is secure against the side-channel attacke iretative leakage model. Sub-
sequently, Naor and Segev [NS09] presented several newvirgotiens of public-key
encryption schemes for this setting, based on other (nitinda assumptions, tolerat-
ing more leakage and achieving CCA2 security. Very receAtiyen et al. [ADNT09]
showed how to build the first public-key encryption in the BRidsed on a variety
of assumptions (lattices, quadratic residuosity, bilinemps). Along the way, they
also build identity-based encryption (IBE) schemes in #lative leakage model. The
main drawback of these works is that (non-interactive) ygotoon scheme#herently
only allow the adversary to perform side-channel attguksr to seeing a ciphertext.
This concern was addressed by Alwen et al. [ADWO09] who showsd o construct
public-key (interactive) key-exchange protocols bothhia telative leakage-model and
in the BRM, where the leakage was allowed to occur both bedio after running
the protocol. Along the way, the work of [ADWO09] built leakagesilient identifica-
tion schemes (again, both in the relative leakage model lrm@BRM), used them to
construct leakage-resilient signature schemes (in theéoraroracle model), and also
developed general tools for converting schemes in theiveligakage models into the



more general BRM setting. Finally, Katz and Vaikuntanatft&09] recently devel-
oped leakage-resilient signature scheme in the standadélmo

This survey article could be viewed as the digest of the n@d@as and construc-
tions from [ADWO09,NS09,ADN 09,KV09], with the emphasis of trying to unify the
different-looking techniques used in these works.

OTHER MODELS OF ADVERSARIAL KEY COMPROMISE Itis worth describing several
related models for key compromise. One possibility is tdrietsthe type of informa-
tion that the adversary can learn about the secret key. Feonjgbe a line of work called
exposure resilient cryptograpH€DH™00,DSS01] studies a restricted class of adver-
sarial leakage functions, where the adversary gstshaet of the bitef the secret key.
In this setting, one can secure keys against leakage galgrity encoding them using
an all-or-nothing transform (AONT)We note that some natural side-channel attacks
(e.g. learning the hamming weight of the key) and malwaichktt are not captured by
this model.

Another line of work, initiated by Micali and Reyzin [MR04hd studied further
by [DP08,Pie09,FKPR09], designs various symmetric-kemipives and digital sig-
natures under the axiom that “only computation leaks infdiom”. These models are
incomparable to our setting, as they restrict thyge of information the attacker can
obtain, but can allow a greater overathountof such information to be leaked. While
quite reasonable in some application scenarios, such asrfradiation attacks, the
above axiom does not seem to apply to many other naturakaftaach as the mem-
ory/microwave attacks or virtually all malware/virus afta. A related model, where
the adversary can learn/influence the values on some suhsies during the evalua-
tion of a circuit, was studied by Ishai et al. [I[SW03,IPSWO0&id aecently generalized
by [FRTO9].

Lastly, the recent works [DKL09,DGKO09] studyauxiliary input where the adver-
sary can learn functiong(sk) of the secret kegk subject only to the constraint that
such a function idard to invert Technically, this is a strictly stronger model than the
one considered in this work as such functighsan have output length larger than the
size of the secret key.

2 Preliminaries

ENTROPY. Themin-entropyof a random variabl&/ is H,, (W) = — log(max,, Pr[IW =
w]). This is a standard notion of entropy used in cryptograpimgesit measures the
worst-case predictability df/. We also review a generalization from [DORSO08], called
average conditional min-entropiefined by

ﬁm(W|Z) £ _log (EM_Z [ max Pr[W = w|Z = 7] }) = —log (Ez<—Z |:2_HOC(W|Z:Z):|> .

w

This measures the worst-case predictabilityiofoy an adversary that may observe a
correlated variableZ. We will use the following lemmas to reason about entropy.

Lemma 1 ([DORSO08]).LetW, X, Z be random variables whet# takes on values in
asetof size at mogt. ThenH . (W|(X, Z)) > Hoo (W, X)|Z) £ > Hoo (W|X) —£
and, in particularHo (W1Z) > Hoo (W) — £.



_In [ADWO09], the authors define a more general notion of condal min-entropy
H, (W | £), where€ can denote any arbitrary experiment (and not just some “one-
time” random variableZ). Intuitively, this measures the (log of the) best prediati
probability forT¥ after running the experimegét We refer to [ADWO09] for the details.

REVIEW OF X-PROTOCOLS LetR be a relation consisting afistance, witnespairs
(z,w) € RandletLr = {z| 3w, (z,w) € R} be thdanguageof R. A X¥-protocol for
R is a protocol between a PPT ITM provBfz, w) and a PPT ITM verifie’(z), which
proceeds in three rounds where: (1) the pravér, w) sends an initial message (2)
the verifierV(z) sends a uniformly random challenge(3) the proverP(z, w) sends
a response. The verifierV(x) eitheracceptsor rejectsthe conversation by computing
some predicate of the instaneeand the conversatiofu, ¢, z). We require that”-
protocols satisfy the following three properties:

1. Perfect Completenes&or any(z,w) € R, the executiolP(z,w) = V(z)} is
always accepting.

2. Special Soundnesghere is an efficient algorithm such that, given an instance
and two accepting conversations far(a, ¢, 2), (a,c, z’) wherec # ¢, the algo-
rithm outputsw such thafz, w) € R.

3. Perfect Honest Verifier Zero Knowleddd\(ZK): There is a PPT simulat& such
that, for any(z, w) € R, the simulatoS(x) produces conversatioiis, c, z) which
are identically distributedto the conversations produced by an honest execution
{P(z,w) = V(x)}.

As was shown in [CDS94], thelVZK property implieswitness indistinguishability
Here, we rephrase essentially the same property in a glidifférent manner. We show
that, oracle access to a prove(z, w) does not decrease the entropyoih any exper-
imentin which z is given to the predictor.

Lemma 2. Let(P, V) be anHVZK protocol for the relatioriR, and let(X, W) be ran-
dom variables oveR. Let&; be an arbitrary experiment in whicH is givenX at the
start of the experiment, and |€¢ be the same a&;, except thatA is also given oracle
access tP (X, W) throughout the experiment. Th&h,, (W |E2) = Hoo (WE1).

ONE-WAY FUNCTIONS (OWF) AND SECOND-PREIMAGE RESISTANCE(SPR). We
review these two standard notions. In the full generalfig, index: for the OW/SPR
function f; is sampled by a special index generation procedisig1*) (where\ is
the security parameter), which also defines the donigirand the rangek; for the
function.

Definition 1 (One Way Functions (OWF)).A family of functions = {f; : D; —
R;} is one-wayif:

— Easy to generate, sample and compute: There exist effidgritams for key gen-
erationi < Gen(1*), samplingw < D; and for computingf;(w) in timepoly(\).

— Hard to invert: For any PPT algorithrd, we havePr(f; (A(, fi(w))) = fi(w)] <
negl(\), where the probability is over random« Gen(1*), w « D; and the
random coins ofA.



Definition 2 (Second Pre-Image Resistant Functions (SPR)A family of functions
F ={f:; : D; — R;} is second-preimage resistaf8PR) if F is easy to generate,
sample and compute (defined the same way as for OWF) and yfétRif algorithmA,

Priw’ # w A fi(w') = fi(w) | w' = A(1, fi(w),w)] < negl(\), where the probability

is over random « Gen(1*), w < D; and the random coins ofl. We define théoss
def

of f; to be£(f:) = (log(|Di]) — lo(|Ri)))-

In theory, it is known [Rom90] that for any polynomig()), the existence of OWFs
implies the existence of SPR functions with = {0, 1}?M), R; = {0, 1}*. In practice,
it is easy to construct SPR functions from most natural nurttesoretic assumptions.
For example, if the discrete log problem is hard in some giGuyd prime orderg, the
following is a simple SPR function frofij; — G: (wy ... w,) — H;;l g;”j, where
g1 - - - gn, @re random generators 6f (forming part of the function indexy).

As we shall see, SPR functions will play a critical role in thesign of leakage-
resilient schemes, but first we need to model leakage-easi.

LEAKAGE ORACLE. We model adversarial side-channel attacks on a secrekkéy
giving the adversary access taide-channel oraclewhich the adversary can (periodi-
cally) query to gain information abosk. Intuitively, we would like to capture the fact
that the adversary can compute arbitrary efficient funstimithe secret key as long as
thetotal number of bits learned isoundedoy some parametér In general, theskeak-
age functiongan be chosen adaptively, based on the results of priordeskzacks and
any other events that may take place during the attack garhe.fdllowing definition
formalizes the above concept.

Definition 3. A leakage oracl@?k’%) is parameterized by a secret ksl a leakage
parametef and a security paramete. A query to the oracle consists of (a description
of) aleakage functiorh : {0,1}* — {0,1}. The oracle computes the functibfsk)
for at mostpoly(\) steps and, if the computation completes, responds withutpig
and otherwise, outputd. A leakage oracle@_jk’z(-) responds to at mogtqueries, and
ignores all queries afterwards.

3 Relative Leakage Model

We start with the relative leakage model, where the goal @e&ign a cryptographic
scheme allowing one to tolerate relative leakdges close to the length of the secret
key of the system as possible.

3.1 Password Authentication and OWF

Pasword authentication is, perhaps, the most basic criggbge problem. A client Al-

ice has a secret kesk and wishes to authenticate herself to a server Bob, whosstore
some functiorpk of Alice’s key. It is assumed the the communication chaneéhMeen
Alice and Bob is secure, but server Bob’s storagges not. Thus, it must be the case
that no validsk can be computed fromk. Therefore, it is clear that a necessary and
sufficient primitive for the problem of password-autheation is a OWF. Namely, the



key generation algorithiKeyGen setssk = w andpk = (4, f;(w)), wherei is the in-

dex of a OWF fromD, to R;. In the setting of leakage, the adversatyis also given

oracle access t@jk’e(-). Notice, in this setting adaptive access to the leakagdeorsic
equivalent to choosing a single leakage functigsk) whose output i€ bits. We calll

the resulting OWF familyF ¢-leakage-resilien{/-LR).

The first hope of building LR-OWFs is to hope that all OWF's are. MRe good
news is that it is true fo¢(A) = O(log \), since one can always guess the proper
leakage with probability; > m. The bad news is that it is unlikely we can
say more about it. As an example, considés, z2) = f’(z1) where|z;| = \*0,
|za] = (A — A%01) and f’ is some auxiliary OWF. Clearlyf is not even(\°-%1)-LR.
The next hope is to try some natural OWF’s and hope that thepdrafo be leakage-
resilient. Unfortunately, this is also problematic. Foample, consider the modular
exponentiation functiorf (w) = ¢g* over some groug- of ordergq. It turns out that we
do not have any attacks on thfs and, yet, we cannot prove the leakage-resilience of
this function based on the discrete log assumption eithwes. difficulty is in simulat-
ing the leakage oracle: given onf{w) = ¢, there does not appear to be any way
to compute (with any decent probability)w) for an adversarially chosen function
h:Z, — {0,1}*, whent = w(log \).

This is where the SPR functions come to the rescue. In the 8B&an a function
f, the SPR attacked is given a valid pre-image of x = f(w). Thus, it is easy to
simulate the correct value= h(w) for the leakage attackés. However, if bothz and
x are much shorter tham, the leakage attacke? still has a lot of uncertainty about
the original valuew used by.A. Hence, there is a good chance tBawvill compute a
different pre-imagev’ # w of x, therefore violating the SPR security 6f This easy
observation is formalized below, but will form the basis foiilding more complicated
leakage-resilient primitives.

Theorem 1. If F is an SPR family with losé = ¢()\) (see Definition 2), thetF is
(£ — w(log \))-LR-OWF.

Proof. Assume thaff; is not a¢’-LR-OWF, wherel’ = (¢ — w(log \)). So there exists
an inverter3 which invertsf;(w) (given f;(w) and leakagé:(w)) with probability ¢
which is non-negligible. We construct an algoritbdnwhich breaks the SPR security
with non-negligible advantage (analyzed below).

On input (i, w,xz = f;(w)), A invokesB(i,z). WhenB makes a leakage query
h, A responds withi(w) € {0,1}. If B then returns a valid pre-image’ such that
fi(w") = x, Areturnsw’ iff w’ # w. Itis clear that4 simulated perfectly. Hence,

Pr(A succeeds> Pr(B succeeds\ w # w') > ¢ — Pr(w = w')

Let W be the random variable corresponding to samplinffom D;, and denote by
X = fi(W), Z = h(W). Itis clear that even i is infinitely powerful, its best chance
to predictiV from X andZ is 2~ H=(WIX.2) However, using Lemma 1, we know that
H. (W | X,Z) > Hoo(W) — (log|Rs| + ¢) = log(|D;|/|Ri|) — ¢ = £ — ¢', which
givesPr(w = w') < 2¢~¢. Setting!’ = (¢ — w(log \)), we get that4 succeeds with
non-negligible probabilitfe — negl(A)). U



As an example, recall the SPR functigtw, ..., w,) = H;L:1 g?” defined over
some group= of prime orderq. We conclude that if the discrete logarithmsGhare
hard, thenf is (-LR-OWF for¢ = (nlog ¢ —log |G| —w(log A)). For largen, this value
of ¢ approaches the length log ¢) of the secret key = (wy ... wy).

3.2 ldentification Schemes

Recall, (public-key) identification (ID) schemes are saniio password authentication
schemes, except the communication between the client Alidethe server Bob is no
longer assumed secure. As a result, ID schemes must becinteraVe informally re-
call two main notions of security for ID schemegmssivesecurity andactivesecurity.
Both notions proceed in two stages. In tharning stagethe attackerd(pk) gets access
to the communication channel between Alice and the verlfighe passive attack, this
is modeled by giving4 oracle access to the transcript oraglewhich returns an hon-
estly generated communication transcript between AlickBwb. In the active attack,
A is actually allowed to play the role of the verifier with Ali¢and possibly deviate
from the honest verifier behavior). Formally, is given oracle access to polynomially
many “copies of Alice”. After the end of the learning stageenters thémpersonation
stageand loses its “learning oracle” (eith@r or Alice herself). In this stagel tries to
impersonate Alice to the honest verifier Bob, and wins theegiiih succeeds.

LEAKAGE-RESILIENT ID SCHEMES. In the setting of leakage, the adversatys also
given oracle access to the leakage or@jpé(). Not very surprisingly, it is easier to
handle leakage calls made during the learning stage thdadkage calls made during
the impersonation stage (which might depend on the actwdlectyes received). For
this reason, we will call the ID schemé,, ¢;)-leakage-resilien{LR) if the attacker
can learn up td/; bits in the learning stage, and up £ bits in the impersonation
stage. For simplicity of exposition, from now now we assuha the attacker calls the
leakage oracle precisely once in each stage, leatiagd/, bits respectively.

CONSTRUCTIONS Recall, in the leak-free setting Ja-protocol for proving the knowl-
edge of a pre-image of any OWF immediately gives a passivalyreelD scheme.
Namely, settingk = w, pk = (i, = fi(w)), letR = {(z = f(w),w)} andII be

a X-protocol forR with challenge sizéc| = k¥ = w(logA). ThenII is a passively
secure ID scheme. Intuitively, the HVZK property bf enables us to perfectly simu-
late the transcript queries in the learning stage. On therdtand, if an attacked can
respond to a random challenge&vith probabilitys in the impersonation stage, then by
rewinding the attacker with a new (random) challerfjeone can obtain two accept-
ing conversationsa, c, z), (a, ¢/, 2’) with ¢ # ¢ with probabilitys(e — 3¢ ), which is
non-negligible ife is non-negligible and = w(log \). Then, the special soundness of
1T implies that we can extract a valid witnegs$ from the attacker, contradicting the
one-wayness of;.

It is easy to see that this analysis easily extends to theafgakesilient setting,
provided that: (a) one usesl@akage-resilienOWF instead of any OWF; and (b) the
leakage threshold of this OWF is greater tha#y + 2/5, since we need to rewind the
attacker in the impersonation stage, and hence doubledkade t@2/; bits.

1 We omit this standard derivation.



Theorem 2. AssumelT is a X-protocol for (¢; + 2¢5)-LR-OWF with challenge size
w(log A). ThenII is (¢1, ¢3)-LR passively secure ID scheme.

Using Theorem 1, this means we can use an SPR function wili leg(¢; 4 2¢5 +
w(log(N)). It turns out, however, that this will immediately give artieely secure ID
scheme! The reason is that, in the SPR reduction, the SPRsadlyeactually knows
the pre-imagev, so it can easily simulate the leakage oracle, as well astptayole of
the prover in the active learning stage. Moreover, sifieprotocols are witness indis-
tinguishable, Lemma 2 implies that, information-thearaty, the oracle access to the
prover does not reduce the min-entropyuwotonditioned on the leakage. Namely, all
the information the ID attacker learns abautomes from the leakage queries. Overall,
we get the following result:

Theorem 3. AssumdT is a X-protocol with challenge size(log A) for an SPR func-
tion with losst(\) = (41 + 243 + w(log A)). ThenIl is (¢4, ¢2)-LR actively secure ID
scheme.

We notice that, in principle, any SPR function ha&#rotocol with challenge size
w(log A) if OWFs exist [FS89,GMW91]. However, concrete SPR functiofterohave
very efficient protocols. For example, such an effici&aprotocol for the SPR function
flwy,...,w,) = H?Zl g;)j is given by Okamoto [Oka92]. This gives a very efficient
(41, £2)-LR active ID scheme wherg + 2¢5 approaches the length of the secret key
asn grows.

3.3 Signatures

Recall, a signature scheme consists of a key-generaticeguoe(pk, sk) «— KeyGen(1?*),
a signing procedure «— Sign(m, pk) which produces a signaturefor the message
m, and a verification procedunéer(m, o, sk), which uses the secret kay to assess
the (in)validity of the signaturer of m. The standard existential unforgeability (UF)
against the chosen message attack (CMA) of the signatumrechktates that no effi-
cient attacker4(pk), given oracle access to the signing procediips (-, sk), should
be unable to forge a valid signatuseof some message: not queried to the signing
oracle. In the setting of leakage, the usual UF-CMA secusigugmented and the at-
tacker.A is also given oracle access(ﬂg\k’f(-). The resulting signature scheme is called
(-leakage-resilient (LR)

t-TIME LEAKAGE-RESILIENT SIGNATURES. In general, the forged is allowed to
make an arbitrary polynomial number of oracle calls to thgnisig oracle. For the
special case where this number is a-priori bounded by a aotist> 1, we call the
resulting signature schemetdime signature scheme. In the leak-free setting, such
t-time schemes are easier to construct [Lam79] and can be efificent then gen-
eral schemes. Further, Naor and Yung [NY89] show how to coosigeneral UF-
CMA secure signatures from any suttime scheme. Although this transformation
does not work in the setting of leakage, [FKPR09] show a sintiansformation turns
any 3-time (-LR signature into and-LR signature in the “only computation leaks in-
formation” model of [MRO4]. Thus, it is still interesting touild leakage-resilient-
time signatures for a small constantTwo such constructions are given by Katz and



Vaikuntanathan [KV09]. One general construction is a varad Lamport’st-time sig-
natures [Lam79] withl ~ |sk|/4, and the other is a much more efficient construction
from any sufficiently shrinking “homomorphic collisiongistant hash function” (which
can be built from a variety of specific assumptions) with |sk|/2. We refer to [KV09]

for the details.

LEAKAGE-RESILIENT SIGNATURES VIA FIAT-SHAMIR. Recall, the standard Fiat-
Shamir transformation [FS86,AABNO02] builds a secure sigreascheme from any
passively-secure, public-coiB;round ID scheme, such as the ID schemes originat-
ing from X-protocols. To sign the message the signer generates the first flaysets
the challenge = H(a, m), whereH is modeled as a random oracle, and finally com-
putes the third flowz. The signature consists of the tugle z). Not surprisingly, the
construction generalizes to the setting of leakage [ADW®®%], modulo the follow-
ing two caveats: (a) the ID scheme must(bef)-LR (i.e., leakage should be allowed
in the impersonation stage); and (b) the leakage oracleotatepend on the random
oracle. Luckily, using the construction of passively (ictfaeven actively) secure LR
ID schemes from SPR functions given in Theorem 3, we satigfyequirement (a) and
can easily eliminate the restriction (b) by direct analysigaining the following result:

Theorem 4. AssumdT is a X-protocol with challenge size(log A) for an SPR func-
tion with losst(A) = (2¢ + w(log A)). Then, applying the Fiat-Shamir heuristicsfi
we obtain ar/-LR signature scheme in the random oracle model.

STANDARD MODEL LEAKAGE-RESILIENT SIGNATURE. On an abstract level, the
construction in Theorem 4 can be viewed as choosing a seeyetkk= w, pk =
(i, = f;(w)), and letting the signature of. be a ‘m-dependent, non-interactive,
zero-knowledge proof of knowledge (NIZK-POK) @f in the Random Oracle Model”.
Katz and Vaikuntanathan [KV09] observed that one can istese NIZK-POKSs in
the common-reference string (CRS) model, as opposed todhddn Oracle model.
Formalizing this idea, they showed how to obtain a leak&gdient signature scheme
in the standard model. Unfortunately, this is mainly a fediy result, since existing
(so called simulation-sound) NIZK-POKs are extremely ficefnt in the CRS model.
Constructing practical LR signatures in the standard moatehins an important open
question.

3.4 Encryption and KEM

We will concentrate on leakage-resiligniblic-keyencryption (PKE) schemes, noticing
only that leakage-resilient symmetric-key schemes wemsttacted implicitly in [Pie09]
(based on weak pseudorandom functions) and explicitly KL@9] (based on “learn-
ing parity with noise”). In fact, for our use it will be more weenient to use the notion
of a key-encapsulation mechanigtdEM) [CS04], which implies PKE (see below).
Recall, a KEM consists of a key-generation procedie sk) « KeyGen(1*), an
encapsulation proceduse, k) — Encap(pk) which produces ciphertext/randomness
pairs (¢, k), and a decapsulation procedure= Decap(c, sk), which uses the secret
key sk to recover the randomnessfrom a ciphertext. A KEM allows a sender that



knowspk, to securely agree on randomnéssith a receiver that possesssby send-
ing an encapsulation-ciphertextOnce this is done, one can use the randomhéss
symmetrically encrypt the messagg giving a trivial way to get PKE from KEM.

The standarathosen plaintext attackCPA) security of a KEM requires that the
distribution(pk, ¢, k), where(c, k) < Encap(pk), is computationally indistinguishable
from (pk, k*, ¢), wherek* is truly random and independent of One can naturally
definel-leakage-resilient (LR) KEMsvhere the attacked (pk) gets access to the leak-
age oracla@ﬁf(-)(sk) beforethe challenge encapsulations produced. Notice, in this
setting adaptive access to the leakage oracle is equivalehbosing a single leakage
functionh(sk) whose output ig bits.

HASH PROOFSYSTEMS AND LEAKAGE-RESILIENT KEMS. As with the other primi-
tives we studied, not every KEM is leakage-resilient. HogreMaor and Segev [NS09]
showed that a special class of KEMs, calfesh proof systen{siPS) [CS02,KPSY09],
can be used to easily construct leakage-resilient KEM$ormally, am HPS is a KEM
with the following two properties:

— There exists ainvalid-encapsulation proceduie«— Encap*(pk), so that cipher-
texts generated bincap*(pk) are computationally indistinguishable from those
generated b¥ncap(pk), even given the secret kely.

— For a fixedpk andinvalid ciphertextc generated byEncap*(pk), the output of
Decap(c, sk) is statisticallyuniform, over the randomness <¥. This property can
only hold if a fixedpk leaves statistical entropy k.

Notice the difference between valid and invalid ciphegefor a fixedok, avalid c,
produced by(c, k) «+ Encap(pk), always decapsulated to the same valuao matter
which secret kegk is used to decapsulate it. On other hand, an invajidoduced by
¢ «— Encap™(pk), decapsulated to a statistically random value based otttmmness
of sk.

The above two properties are sufficient to prove leak-fredkdecurity, showing
that for(c, k) < Encap(pk), an attacker givencannot distinguist from uniform. The
proof by contradiction proceeds as follows. As the first ste@ replace the honestly
generatedc, k) < Encap(pk) with ¢’ < Encap™(pk) andk’ < Decap(c/,sk). Since
valid ciphertexts are indistinguishable from invalid optexts even given the secret
key sk, the attacker must still distinguisipk, ¢/, k) from (pk, ¢, k*). As the second
step, this is argued impossible, since= Decap(c’, sk) is statistically uniformover
the choice ok, which is unknown to the adversary.

As Naor and Segev noticed in [NS09], this proof also work&angresence of leak-
age, since the first argument of replacifagk) by (¢’, k') holds even if the adversary
sawall of sk, and the second argumentiigormation-theoreticso we can argue thét
bits of leakage abouwk will only reduce the statistical entropy &f by at most bits.
Thus, as long as decapsulatibhof the invalid ciphertext has: > ¢ bits of entropy
without leakage, it will still have at leastn — ¢) bits of entropy after the leakage (see
Lemma 1). To agree on a uniform valken the presence of leakage, we just compose

2 Our informal description and definition of HPS here is a simplified versidhesstandard one.
Although the two areottechnically equivalent, the standard definition implies ours, which is
in-turn sufficient for leakage-resilience and captures the main essétPS.



the HPS KEM with a randomness extractor [NZ96], such as aeusél hash function.
The main benefit of this proof strategy is that, after switghralid/invalid ciphertexts in
the first step, we can argue about leakage using a purelymiafitwn-theoretic analysis.

Since HPS KEMs can be constructed from a variety of assumptigee [NS09]),
we can construct leakage-resilient KEMs and PKEs from masymaptions as well.
We also mention that Alwen et al. [ADND9] recently generalized the notion of HPS to
the identity-based setting, which allowed them to constiemkage-resilient identity-
based encryption (IBE) schemes in a similar manner (exteratid improving the prior
LR-IBE construction from [AGV09]).

4 Bounded Retrieval Model

Now that we saw how to build many leakage-resilient prineitivn therelative-leakage
mode] we would like to extend the constructions to the boundederstl model as
well. In the BRM, we want to have the flexibility to allow forkitrarily large leakage-
bounds/, just by increasing the size of the secret, but without amgiotinnecessary
affect on efficiency. The main question that we address iBRM is one ofleakage-
resilience amplificationassuming we start with sonteleakage-resilient primitive in
the relative-leakage model, how can we construcLdrakage-resilient primitive for
arbitrary values ofL > ¢. Ideally, we would like to achieve leakage-resilience ampl
fication with minimal efficiency degradation: even though teecrets” of the scheme
will need to be made potentially huge so thabits of leakage does not reveal the entire
value, we want to make sure that the computational effortm@riic-key sizeslo not
need to grow proportionallyFollowing similar discussion in [ADN09], we consider
several approaches, and hone in on the right one. We put rhosir @iscussion into
the “toy example” of password authentication. Howevess thill be the simplest way
to showcase the methodology, and the ideas used to congtemtification schemes,
signatures and public-key encryption in the BRM will be agalus.

4.1 Password Authentication in the BRM

Let us start with the question of building a leakage-resilipassword authentication
scheme” (as described in Section 3.1) in the BRM. We now wabtitid such a scheme
where, for any leakage bourdd we have &eyGen() procedure that outputs(gk, sk)
pair where the client’s passwostt is made potentiallhugedepending on the leak-
age boundL. As a security guarantee, we would like to ensure that, gpemand
L bits of leakage aboutk, it is infeasible to come up with any valug’ for which
Verify(pk, sk’) = 1. In addition, the efficiency requirements of the BRM dictttat
the size ok and the computation time &ferify(pk, sk) areindependent of.. We start
with the question of leakage-amplification and then addeéfgsency.

BAD APPROACH ARTIFICIALLY INFLATING THE SECURITY PARAMETER. As we
saw, many of the leakage-resilient primitives in takative-leakage modélave leakage-
boundsé()\) being a large portion of the key-sizé)) which, in turn, depends on a
security parameteX. Therefore, one solution to leakage-amplification is topdjynar-
tificially inflate the security parameter sufficiently, until s(\) and, correspondingly,



£(\) reach the desired level of leakagiewe would like to tolerate. Unfortunately, it
is clear that this approach gets extremely inefficient vast £ e.g. to allow for Giga-
bytes worth of leakage, we may need to perform exponentisitamn group elements
with Gigabyte-long description sizes.

NEW APPROACH PARALLEL REPETITION. As an improvement over the previous
suggestion, we propose an alternative which we patbllel-repetition Assume we
have a leakage-resilient scheme in the relative-leakagkeimlerating?-bits of leak-
age, for some small We can create a new “parallel-repetition scheme”, by @kiim-
dependent copies of the original scheme so that the newt$@yrek = (sky, ..., sk,)
and the public keyk = (pky,...,pk,) consists ofn independently sampled key-
pairs of the original scheme. To run verify in the new schetine,server simply runs
Verify(pk;, sk;) for each of the component keys individually and acceptd ifuals are
accepting. One may hope to show that, if the original scharfiéeiakage-resilient than
the new construction is-leakage resilient fof. = n/. Intuitively, if an adversary gets
< L = n/ bits of leakage in the new scheme, than there should be maungsg; for
which the adversary learned less tHapits and hence will be unable to come up with
any “good value’sk; that verifies for theth position.

Unfortunately, it is far from clear how to prove the abovauition, if we only as-
sume that the underlying scheme/iteakage resilient. In particular, we would need a
reduction showing how to use an adversary that expebits of leakage osk to break
the underlying scheme givehbits of leakage on somsk;. Unfortunately, this seems
impossible in general: if the adversary expects to learmthput of some complicated
leakage function (for example a hash functidhjsk) with L bit output, it is unlikely
that we can evaluate this function correctly by learningysdmeh(sk;) with ¢ bit
output (even if we know all ofk; for j # 7).

PARALLEL REPETITION OF SPR RUNCTIONS. To make leakage amplification via
parallel repetition work, let us look more specifically atreo concrete examples of
leakage-resilient password authentication schemes. Qcte example (Theorem 2)
consisted of using-leakage-resilient OWF where eapk;, = f(sk;) for a uniformly
randomsk;. In addition, we showed (Theorem 1) that SPR functipmsth lossL(f) >
¢+ w(log(N)) arel-leakage-resilient OWFs. It is fairly easy to see thatise parallel
repetition of such a scheme based on an SPR fungtionD — R yields a new SPR
function f’ : D™ — R™ with lossL(f’) = n(L(f)). Therefore, we can show directly
that parallel-repetition amplifies leakage in this speciade, producing ahh = n/-
leakage-resilient “passwords authentication scheme”.

EFFICIENCY IMPROVEMENT. RANDOM SUBSET SELECTION. To decrease the com-
putational effort of the verification procedure, we haveify* (pk,sk) selects some
random subsefrq,...,r} C {1...n} of t indices, and only run the original verifi-
cation procedur&erify(pk,. , sk, ) for thet selected key-pairs at indicgs:, ..., 7;}.
Heret will be only proportional to the security parameterand can be much smaller
than the keys size (which dependsmn

EFFICIENCY IMPROVEMENT. PuBLIC-KEY SIZE REDUCTION. Using parallel-repetition
and random-subset selection, we get a “password authgoticaheme” which can be
madeL-leakage-resilient for arbitrarily large, with the computational effort of verifi-



cation only proportional to the security paramekeaind not proportional td.. Unfor-
tunately, the public-key sizgk is still large and proportional to the leakage-bound
We can reduce the public-key in the following way:

— The newKeyGen™ procedure of the BRM scheme generatemirs(pk,,sky),. ..,
(pk,,, sk, ) of the underlying scheme in the relative-leakage modelstt generates
a signing/verification keysigk, verk) for a (standard, non-leakage-resilient) signa-
ture scheme and computes signatures= Sign,, (pk;) for eachi = 1,... ,n. It
outputspk = verk andsk = (skq,...,skn,01,...,04).

— The new verification proceduiéerify*(pk, sk) of the BRM scheme selectsan-
dom indicesr; and, for each one verifies th&ferify(pk,.,,sk,,) = 1 and also
Veryer(pk,.,, o) = 1.

The security of this scheme follows from that of the previpasagraph, given the
unforgeability of the signature scheme (note that the sigkeysigk is never stored by
the client or server).

4.2 |dentification Schemes and Signatures in the BRM

Recall that our main construction of leakage-resilient thesnes was based d-
protocols for SPR functions. We can essentially use bottimigaes from the previous
section to build leakage-resilient ID schemes in the BRMsTdads to the main con-
struction given in [ADWO09]. Essentially, the only differembetween the identification
scheme and the “password authentication” scheme from #équs section is that,
instead of having the client simply “hand over” the secregskek,.,, the client runs
XY -protocols for the relatiod (pk,sk) : pk = f(sk)}. We leverage the fact that the
X-protocol is Witness Indistinguishable, to argue that olieg executions of the’-
protocol does not reduce the entropysbkfirom the point of view of the attacker.

Once we have ID schemes in the BRM, we can just use the Fiatislransform
to get signature schemes in the BRM, as we showed in SecBol\@. notice that Fiat-
Shamir preserves the efficiency properties (public-keg,sipmputational effort, com-
munication complexity) of the ID scheme. However, to mam&hort signatures and
allow for large leakage, one must relax the standard noti@xistential unforgeability
to a slightly weaker notion oéntropic unforgeabilityAs illustrated by [ADWO09], this
(necessarily) weaker notion is still sufficient for many kgations, such as bulding a
signature-based key exchange protocol in the BRM.

In [ADWO09], it was shown that for some specific schemes, onegedradditional
efficiency improvements in the communication complexigs(rsignature size) of BRM
ID schemes (resp. signatures) by “compacting”ttiparallel runs of the-protocol.

4.3 Public-Key Encryption in the BRM

The recent work of [ADN 09] constructs public-key encryption and IBE schemes in
the BRM. Again, one of the main components is to show that (@ng of parallel-
repetition can be used to amplify leakage-resilience foEBshemes constructed out of
Hash Proof Systems. Also, a variant of “random-subset 8etécan be used to reduce



encryption/decryption times and ciphertext sizes to begrethdent of the leakage bound
L. It turns out that the main difficulty, however, is in redugithe public-key size.
It is clear that our previous idea of signing the public-keyith a signature scheme
and storing the signed values as part of the secret-keynatillvork with PKE, where
the encryptor needs to encrypt non-interactively, withalking to the decryptor. The
difficulty is resolved using the idea of Identity Based Emtign (IBE), where there
is a single master-public-key and many secret-keys foouaridentities. However, we
still need the IBE to have the structure of an HPS scheme teepgemkage-resilience
of the scheme and leakage-amplification via parallel répetilnterestingly (variants
of) several IBE schemes in the literature have an HPS-likeestre. Such schemes can
therefore be used to construct Public-Key Encryption sasem the BRM. We refer
to [ADN+09] for the details.
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