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Abstract. This survey paper studies recent advances in the field ofLeakage-
Resilient Cryptography. This booming area is concerned with the design of cryp-
tographic primitives resistant to arbitrary side-channel attacks, wherean attacker
can repeatedly and adaptively learn information about the secret key,subjectonly
to the constraint that theoverall amountof such information is bounded by some
parameterℓ. We start by surveying recent resultw in the so calledRelative Leak-
age Model, where all the parameters of the system are allowed to depend onℓ,
and the goal is to makeℓ large relative to the length of the secret key. We conclude
by showing how to extend the relative leakage results to theBounded Retrieval
Model (aka “Absolute Leakage Model”), where only the secret key length is al-
lowed to be slightly larger thanℓ, but all other system parameters (e.g., public-
key, communication, etc.) are independent of the absolute value ofℓ. Throughout
the presentation we will emphasize the information-theoretic techniques used in
leakage-resilient cryptography.

1 Introduction

Traditionally, cryptographic systems rely on complete privacy of cryptographic keys.
Unfortunately, in real systems, this idealized assumptionis hard to meet perfectly. In
many situations, the attacker might get some partial information about the secret keys
through means which were not anticipated by the designer of the system and, corre-
spondingly, not taken into account when arguing its security. Such attacks, typically
referred to asside-channel attacks, come in a large variety (radiation, power, tempera-
ture, running time, fault detection, etc.), and often lead to a complete break of an other-
wise “secure” system (e.g. [Koc96,BDL97,BS97,KJJ99,QS01,GMO01]). The situation
becomes even worse if one also takes into account various computer viruses, internet
worms and other malware, which might persist in a system inconspicuously for some
time and leak private information to a remote attacker, until it is eventually detected.

Given that one cannot hope to eliminate the problem of side-channel and malware
attacks altogether, it is natural to design cryptographic schemes which remain (prov-
ably) secure, even in the face of such attacks. To do so, we must first decide on an
appropriate model of what information the adversary can learn during a side-channel
attack. In this work, we assume that the attacker can repeatedly and adaptively learn
arbitrary functionsof the secret keysk, as long as the total number of bits leaked is
bounded by some parameterℓ. Due to its generality, this model seems to include essen-
tially all known side-channel attacks, and has recently attracted a lot of attention from



the research community. In particular, this model simultaneously covers the following
two typical scenarios, which seem to be treated differentlyin the existing literature.

RELATIVE LEAKAGE. Here, for a secret key of some particular lengths, we assume
that the leakageℓ is bounded by some shrinking function ofs; e.g., the attacker’s leak-
age is less than half of the key-size. This assumption seems to be natural for modeling
attacks where, no matter what the key-size is, the attacker gets some imperfect read-
ing of the key. For example, this naturally models “memory” attacks [HSH+08] (where
the attacker might get part of the key stored in RAM), “microwave” attacks (where the
attacker manages to extract a corrupted copy of the key from asmart-card), or vari-
ous power attacks (which repeatedly leak almost the same information about the secret,
such as its hamming weight), among others.

ABSOLUTE LEAKAGE. Here we assume that there is a natural boundℓ on the overall
amount of information the attacker can learn throughout thelifetime of the system, par-
ticularly concentrating on the setting whenℓ can be extremely large. A prime example
of this comes from most malware attacks, where a persistent virus may transmit a large
amount of private data to a remote attacker. Nevertheless, in many situations it is either
impossible, too time-consuming, or simply not cost-effective for the virus to download
“too much data” (e.g. many gigabytes). In such situation onemight resist side-channel
attacks, but only by making the secret keyintentionally large, to dominate the retrieval
boundℓ. This by itselfmight not be a big problem for usability, given the extremely
cheap price of storage nowadays. Therefore, the main goal ofthis setting, usually ref-
ereed to as theBounded Retrieval Model(BRM) [CLW06,Dzi06], is to ensure that the
necessaryinefficiency in storage is essentially theonly inefficiency that the users of the
system incur. In particular, honest users should only have to read a small portion of the
secret (this is calledlocality), and their computation and communication should not be
much larger than in conventional cryptosystems.

To summarize, both leakage models – relative and absolute – study essentially the
same technical question. However, the BRM setting additionally demands that:users
can increase their secret key size flexibly, so as to allow foran arbitrary large absolute
leakageℓ, but without degrading other efficiency parameters, such ascomputation,
communication and locality.This is the perspective we will take in this paper, treat-
ing both settings together, while striving to allow for the above flexibility. Indeed, we
will see that a natural paradigm for designing efficient BRM scheme often starts with
designing a relative leakage scheme first, and then extending the basic scheme to the
BRM model.

Another interesting feature of leakage-resilient cryptography is that information-
theoretic techniques are often used even in the design of computationally secure schemes,
such as password authentication, public-key encryption ordigital signature schemes.
We will try to emphasize these techniques throughout the presentation.

1.1 Related Work

WEAK SECRETS, SIDE-CHANNEL ATTACKS AND BRM. The model of side-channel
attacks, as studied in this work, is very related to the studyof cryptography withweak



secrets. A weak secret is one which comes from some arbitrary distribution that has a
sufficient level of (min-)entropy, and one can think of a secret key that has been par-
tially compromised by side-channel attacks as coming from such a distribution. Most
of the prior work concerning weak secrets is specific to thesymmetric key settingand
much of this work isinformation-theoretic in nature. For example, the study of privacy-
amplification [BBR88,Mau92b,BBCM95] shows how two users who sharea weak se-
cret can agree on a uniformly random key in the presence of a passive attacker. The
works of [MW97,RW03,DKRS06,KR09,DW09] extend this to active attacks, and the
works of [Mau92a,AR99,ADR02,Lu02,Vad04] extended this tothe case ofhugese-
crets (motivated by the Bounded Storage Model, but also applicable to the BRM). Such
information-theoretically secure schemes can only be usedonceto convert a shared se-
cret, which may have been partially compromised by side-channel attacks, into asingle
uniform session-key.

In the computational setting, users can agree onarbitrarily manysession-keys using
Password Authenticated Key Agreement (PAKE) [BM93,BPR00,BMP00,KOY01,GL06],
where they use their shared weak (or partially compromised)secret key as the password.
However, these solutions do not scale to the BRM, as they do not preserve low local-
ity when the secret is large. The Bounded Retrieval Model (BRM), where users have
a huge secret key which is subject to large amounts of adversarial leakage, was intro-
duced by [CLW06,Dzi06]. In particular, Dziembowski [Dzi06]constructed asymmetric
keyauthenticated key agreement protocol for this setting in the Random Oracle model.
This was later extended to the standard model by [CDD+07]. Other symmetric-key ap-
plications, such as password authentication and secret sharing, were studied in the BRM
setting by [CLW06] and [DP07], respectively. We also note that non-interactivesym-
metric key encryption schemes using partially compromisedkeys were constructed im-
plicitly in [Pie09] (based on weak pseudorandom functions)and explicitly in [DKL09]
(based on “learning parity with noise”).

The study of side-channel attacks in thepublic-keysetting was initiated by Akavia et
al. [AGV09], who showed that Regev’s public-key encryptionscheme [Reg05] (based
on lattices) is secure against the side-channel attacks in the relative leakage model. Sub-
sequently, Naor and Segev [NS09] presented several new constructions of public-key
encryption schemes for this setting, based on other (non-lattice) assumptions, tolerat-
ing more leakage and achieving CCA2 security. Very recently, Alwen et al. [ADN+09]
showed how to build the first public-key encryption in the BRMbased on a variety
of assumptions (lattices, quadratic residuosity, bilinear maps). Along the way, they
also build identity-based encryption (IBE) schemes in the relative leakage model. The
main drawback of these works is that (non-interactive) encryption schemesinherently
only allow the adversary to perform side-channel attacksprior to seeing a ciphertext.
This concern was addressed by Alwen et al. [ADW09] who showed how to construct
public-key (interactive) key-exchange protocols both in the relative leakage-model and
in the BRM, where the leakage was allowed to occur both beforeand after running
the protocol. Along the way, the work of [ADW09] built leakage-resilient identifica-
tion schemes (again, both in the relative leakage model and the BRM), used them to
construct leakage-resilient signature schemes (in the random oracle model), and also
developed general tools for converting schemes in the relative-leakage models into the



more general BRM setting. Finally, Katz and Vaikuntanathan[KV09] recently devel-
oped leakage-resilient signature scheme in the standard model.

This survey article could be viewed as the digest of the main ideas and construc-
tions from [ADW09,NS09,ADN+09,KV09], with the emphasis of trying to unify the
different-looking techniques used in these works.

OTHER MODELS OF ADVERSARIAL KEY COMPROMISE. It is worth describing several
related models for key compromise. One possibility is to restrict the typeof informa-
tion that the adversary can learn about the secret key. For example a line of work called
exposure resilient cryptography[CDH+00,DSS01] studies a restricted class of adver-
sarial leakage functions, where the adversary gets asubset of the bitsof the secret key.
In this setting, one can secure keys against leakage generically, by encoding them using
an all-or-nothing transform (AONT). We note that some natural side-channel attacks
(e.g. learning the hamming weight of the key) and malware attacks are not captured by
this model.

Another line of work, initiated by Micali and Reyzin [MR04] and studied further
by [DP08,Pie09,FKPR09], designs various symmetric-key primitives and digital sig-
natures under the axiom that “only computation leaks information”. These models are
incomparable to our setting, as they restrict thetype of information the attacker can
obtain, but can allow a greater overallamountof such information to be leaked. While
quite reasonable in some application scenarios, such as power/radiation attacks, the
above axiom does not seem to apply to many other natural attacks, such as the mem-
ory/microwave attacks or virtually all malware/virus attacks. A related model, where
the adversary can learn/influence the values on some subset of wires during the evalua-
tion of a circuit, was studied by Ishai et al. [ISW03,IPSW06], and recently generalized
by [FRT09].

Lastly, the recent works [DKL09,DGK+09] studyauxiliary input, where the adver-
sary can learn functionsf(sk) of the secret keysk subject only to the constraint that
such a function ishard to invert. Technically, this is a strictly stronger model than the
one considered in this work as such functionsf can have output length larger than the
size of the secret key.

2 Preliminaries

ENTROPY. Themin-entropyof a random variableW isH∞(W )
def
= − log(maxw Pr[W =

w]). This is a standard notion of entropy used in cryptography, since it measures the
worst-case predictability ofW . We also review a generalization from [DORS08], called
average conditional min-entropydefined by

H̃∞(W |Z)
def
= − log

(
Ez←Z

[
max

w
Pr[W = w|Z = z]

])
= − log

(
Ez←Z

[
2−H∞(W |Z=z)

])
.

This measures the worst-case predictability ofW by an adversary that may observe a
correlated variableZ. We will use the following lemmas to reason about entropy.

Lemma 1 ([DORS08]).LetW,X,Z be random variables whereZ takes on values in
a set of size at most2ℓ. ThenH̃∞(W |(X,Z)) ≥ H̃∞((W,X)|Z)−ℓ ≥ H̃∞(W |X)−ℓ

and, in particular,H̃∞(W |Z) ≥ H∞(W )− ℓ.



In [ADW09], the authors define a more general notion of conditional min-entropy
H̃∞(W | E), whereE can denote any arbitrary experiment (and not just some “one-
time” random variableZ). Intuitively, this measures the (log of the) best prediction
probability forW after running the experimentE . We refer to [ADW09] for the details.

REVIEW OF Σ-PROTOCOLS. LetR be a relation consisting ofinstance, witnesspairs
(x,w) ∈ R and letLR = {x | ∃w, (x,w) ∈ R} be thelanguageofR. A Σ-protocol for
R is a protocol between a PPT ITM proverP(x,w) and a PPT ITM verifierV(x), which
proceeds in three rounds where: (1) the proverP(x,w) sends an initial messagea, (2)
the verifierV(x) sends a uniformly random challengec, (3) the proverP(x,w) sends
a responsez. The verifierV(x) eitheracceptsor rejectsthe conversation by computing
some predicate of the instancex and the conversation(a, c, z). We require thatΣ-
protocols satisfy the following three properties:

1. Perfect Completeness:For any(x,w) ∈ R, the execution{P(x,w) ⇋ V(x)} is
always accepting.

2. Special Soundness:There is an efficient algorithm such that, given an instancex
and two accepting conversations forx: (a, c, z), (a, c′, z′) wherec 6= c′, the algo-
rithm outputsw such that(x,w) ∈ R.

3. Perfect Honest Verifier Zero Knowledge (HVZK): There is a PPT simulatorS such
that, for any(x,w) ∈ R, the simulatorS(x) produces conversations(a, c, z) which
are identically distributedto the conversations produced by an honest execution
{P(x,w) ⇋ V(x)}.

As was shown in [CDS94], theHVZK property implieswitness indistinguishability.
Here, we rephrase essentially the same property in a slightly different manner. We show
that, oracle access to a proverP(x,w) does not decrease the entropy ofw in any exper-
imentin whichx is given to the predictor.

Lemma 2. Let(P,V) be anHVZK protocol for the relationR, and let(X,W ) be ran-
dom variables overR. LetE1 be an arbitrary experiment in whichA is givenX at the
start of the experiment, and letE2 be the same asE1, except thatA is also given oracle
access toP(X,W ) throughout the experiment. TheñH∞(W |E2) = H̃∞(W |E1).

ONE-WAY FUNCTIONS (OWF) AND SECOND-PREIMAGE RESISTANCE(SPR). We
review these two standard notions. In the full generality, the indexi for the OW/SPR
function fi is sampled by a special index generation procedureGen(1λ) (whereλ is
the security parameter), which also defines the domainDi and the rangeRi for the
function.

Definition 1 (One Way Functions (OWF)).A family of functionsF = {fi : Di →
Ri} is one-wayif:

– Easy to generate, sample and compute: There exist efficient algorithms for key gen-
erationi← Gen(1λ), samplingw ← Di and for computingfi(w) in timepoly(λ).

– Hard to invert: For any PPT algorithmA, we havePr[fi(A(i, fi(w))) = fi(w)] ≤
negl(λ), where the probability is over randomi ← Gen(1λ), w ← Di and the
random coins ofA.



Definition 2 (Second Pre-Image Resistant Functions (SPR)).A family of functions
F = {fi : Di → Ri} is second-preimage resistant(SPR) ifF is easy to generate,
sample and compute (defined the same way as for OWF) and, for any PPT algorithmA,
Pr[w′ 6= w ∧ fi(w

′) = fi(w) | w′ = A(i, fi(w), w)] ≤ negl(λ), where the probability
is over randomi ← Gen(1λ), w ← Di and the random coins ofA. We define theloss
of fi to beL(fi)

def
= (log(|Di|)− log(|Ri|)).

In theory, it is known [Rom90] that for any polynomialp(λ), the existence of OWFs
implies the existence of SPR functions withDi = {0, 1}p(λ), Ri = {0, 1}λ. In practice,
it is easy to construct SPR functions from most natural number-theoretic assumptions.
For example, if the discrete log problem is hard in some groupG of prime orderq, the
following is a simple SPR function fromZn

q → G: (w1 . . . wn) 7→
∏n

j=1 g
wj

j , where
g1 . . . gn are random generators ofG (forming part of the function indexi).

As we shall see, SPR functions will play a critical role in thedesign of leakage-
resilient schemes, but first we need to model leakage-resilience.

LEAKAGE ORACLE. We model adversarial side-channel attacks on a secret keysk, by
giving the adversary access to aside-channel oracle, which the adversary can (periodi-
cally) query to gain information aboutsk. Intuitively, we would like to capture the fact
that the adversary can compute arbitrary efficient functions of the secret key as long as
thetotal number of bits learned isboundedby some parameterℓ. In general, theseleak-
age functionscan be chosen adaptively, based on the results of prior leakage attacks and
any other events that may take place during the attack game. The following definition
formalizes the above concept.

Definition 3. A leakage oracleOλ,ℓ
sk (·) is parameterized by a secret keysk, a leakage

parameterℓ and a security parameterλ. A query to the oracle consists of (a description
of) a leakage functionh : {0, 1}∗ → {0, 1}. The oracle computes the functionh(sk)
for at mostpoly(λ) steps and, if the computation completes, responds with the output,
and otherwise, outputs0. A leakage oracleOλ,ℓ

sk (·) responds to at mostℓ queries, and
ignores all queries afterwards.

3 Relative Leakage Model

We start with the relative leakage model, where the goal is todesign a cryptographic
scheme allowing one to tolerate relative leakageℓ as close to the length of the secret
key of the system as possible.

3.1 Password Authentication and OWF

Pasword authentication is, perhaps, the most basic cryptographic problem. A client Al-
ice has a secret keysk and wishes to authenticate herself to a server Bob, who stores
some functionpk of Alice’s key. It is assumed the the communication channel between
Alice and Bob is secure, but server Bob’s storagepk is not. Thus, it must be the case
that no validsk can be computed frompk. Therefore, it is clear that a necessary and
sufficient primitive for the problem of password-authentication is a OWF. Namely, the



key generation algorithmKeyGen setssk = w andpk = (i, fi(w)), wherei is the in-
dex of a OWF fromDi to Ri. In the setting of leakage, the adversaryA is also given
oracle access toOλ,ℓ

sk (·). Notice, in this setting adaptive access to the leakage oracle is
equivalent to choosing a single leakage functionh(sk) whose output isℓ bits. We call
the resulting OWF familyF ℓ-leakage-resilient(ℓ-LR).

The first hope of building LR-OWFs is to hope that all OWF’s are LR. The good
news is that it is true forℓ(λ) = O(log λ), since one can always guess the proper
leakage with probability1

2ℓ ≥
1

poly(λ) . The bad news is that it is unlikely we can

say more about it. As an example, considerf(x1, x2) = f ′(x1) where|x1| = λ0.01,
|x2| = (λ − λ0.01) andf ′ is some auxiliary OWF. Clearly,f is not even(λ0.01)-LR.
The next hope is to try some natural OWF’s and hope that they happen to be leakage-
resilient. Unfortunately, this is also problematic. For example, consider the modular
exponentiation functionf(w) = gw over some groupG of orderq. It turns out that we
do not have any attacks on thisf , and, yet, we cannot prove the leakage-resilience of
this function based on the discrete log assumption either. The difficulty is in simulat-
ing the leakage oracle: given onlyf(w) = gw, there does not appear to be any way
to compute (with any decent probability)h(w) for an adversarially chosen function
h : Zq → {0, 1}ℓ, whenℓ = ω(log λ).

This is where the SPR functions come to the rescue. In the SPR attack on a function
f , the SPR attackerA is given a valid pre-imagew of x = f(w). Thus, it is easy to
simulate the correct valuez = h(w) for the leakage attackerB. However, if bothz and
x are much shorter thanw, the leakage attackerB still has a lot of uncertainty about
the original valuew used byA. Hence, there is a good chance thatB will compute a
different pre-imagew′ 6= w of x, therefore violating the SPR security off . This easy
observation is formalized below, but will form the basis forbuilding more complicated
leakage-resilient primitives.

Theorem 1. If F is an SPR family with lossℓ = ℓ(λ) (see Definition 2), thenF is
(ℓ− ω(log λ))-LR-OWF.

Proof. Assume thatfi is not aℓ′-LR-OWF, whereℓ′ = (ℓ− ω(log λ)). So there exists
an inverterB which invertsfi(w) (given fi(w) and leakageh(w)) with probability ε
which is non-negligible. We construct an algorithmA which breaks the SPR security
with non-negligible advantage (analyzed below).

On input (i, w, x = fi(w)), A invokesB(i, x). WhenB makes a leakage query
h, A responds withh(w) ∈ {0, 1}ℓ

′

. If B then returns a valid pre-imagew′ such that
fi(w

′) = x,A returnsw′ iff w′ 6= w. It is clear thatA simulatedB perfectly. Hence,

Pr(A succeeds) ≥ Pr(B succeeds∧ w 6= w′) ≥ ε− Pr(w = w′)

Let W be the random variable corresponding to samplingw from Di, and denote by
X = fi(W ), Z = h(W ). It is clear that even ifB is infinitely powerful, its best chance

to predictW from X andZ is 2−
eH∞(W |X,Z). However, using Lemma 1, we know that

H̃∞(W | X,Z) ≥ H̃∞(W ) − (log |Ri| + ℓ′) = log(|Di|/|Ri|) − ℓ′ = ℓ − ℓ′, which
givesPr(w = w′) ≤ 2ℓ′−ℓ. Settingℓ′ = (ℓ − ω(log λ)), we get thatA succeeds with
non-negligible probability(ε− negl(λ)).



As an example, recall the SPR functionf(w1, . . . , wn) =
∏n

j=1 g
wj

j defined over
some groupG of prime orderq. We conclude that if the discrete logarithms inG are
hard, thenf is ℓ-LR-OWF forℓ = (n log q− log |G|−ω(log λ)). For largen, this value
of ℓ approaches the length(n log q) of the secret keyw = (w1 . . . wn).

3.2 Identification Schemes

Recall, (public-key) identification (ID) schemes are similar to password authentication
schemes, except the communication between the client Aliceand the server Bob is no
longer assumed secure. As a result, ID schemes must be interactive. We informally re-
call two main notions of security for ID schemes:passivesecurity andactivesecurity.
Both notions proceed in two stages. In thelearning stage, the attackerA(pk) gets access
to the communication channel between Alice and the verifier.In the passive attack, this
is modeled by givingA oracle access to the transcript oracleT , which returns an hon-
estly generated communication transcript between Alice and Bob. In the active attack,
A is actually allowed to play the role of the verifier with Alice(and possibly deviate
from the honest verifier behavior). Formally,A is given oracle access to polynomially
many “copies of Alice”. After the end of the learning stage,A enters theimpersonation
stageand loses its “learning oracle” (eitherT or Alice herself). In this stageA tries to
impersonate Alice to the honest verifier Bob, and wins the game if it succeeds.

LEAKAGE-RESILIENT ID SCHEMES. In the setting of leakage, the adversaryA is also
given oracle access to the leakage oracleOλ,ℓ

sk (·). Not very surprisingly, it is easier to
handle leakage calls made during the learning stage than theleakage calls made during
the impersonation stage (which might depend on the actual challenges received). For
this reason, we will call the ID scheme(ℓ1, ℓ2)-leakage-resilient(LR) if the attacker
can learn up toℓ1 bits in the learning stage, and up toℓ2 bits in the impersonation
stage. For simplicity of exposition, from now now we assume that the attacker calls the
leakage oracle precisely once in each stage, learningℓ1 andℓ2 bits respectively.

CONSTRUCTIONS. Recall, in the leak-free setting, aΣ-protocol for proving the knowl-
edge of a pre-image of any OWF immediately gives a passively secure ID scheme.
Namely, settingsk = w, pk = (i, x = fi(w)), letR = {(x = f(w), w)} andΠ be
a Σ-protocol forR with challenge size|c| = k = ω(log λ). ThenΠ is a passively
secure ID scheme. Intuitively, the HVZK property ofΠ enables us to perfectly simu-
late the transcript queries in the learning stage. On the other hand, if an attackerA can
respond to a random challengec with probabilityε in the impersonation stage, then by
rewinding the attacker with a new (random) challengec′, one can obtain two accept-
ing conversations(a, c, z), (a, c′, z′) with c 6= c′ with probabilityε(ε − 1

2k ),1 which is
non-negligible ifε is non-negligible andk = ω(log λ). Then, the special soundness of
Π implies that we can extract a valid witnessw′ from the attacker, contradicting the
one-wayness offi.

It is easy to see that this analysis easily extends to the leakage-resilient setting,
provided that: (a) one uses aleakage-resilientOWF instead of any OWF; and (b) the
leakage thresholdℓ of this OWF is greater thanℓ1 + 2ℓ2, since we need to rewind the
attacker in the impersonation stage, and hence double the leakage to2ℓ2 bits.

1 We omit this standard derivation.



Theorem 2. AssumeΠ is a Σ-protocol for (ℓ1 + 2ℓ2)-LR-OWF with challenge size
ω(log λ). ThenΠ is (ℓ1, ℓ2)-LR passively secure ID scheme.

Using Theorem 1, this means we can use an SPR function with lossℓ = (ℓ1 +2ℓ2 +
ω(log(λ)). It turns out, however, that this will immediately give an actively secure ID
scheme! The reason is that, in the SPR reduction, the SPR adversary actually knows
the pre-imagew, so it can easily simulate the leakage oracle, as well as playthe role of
the prover in the active learning stage. Moreover, sinceΣ-protocols are witness indis-
tinguishable, Lemma 2 implies that, information-theoretically, the oracle access to the
prover does not reduce the min-entropy ofw conditioned on the leakage. Namely, all
the information the ID attacker learns aboutw comes from the leakage queries. Overall,
we get the following result:

Theorem 3. AssumeΠ is a Σ-protocol with challenge sizeω(log λ) for an SPR func-
tion with lossℓ(λ) = (ℓ1 + 2ℓ2 + ω(log λ)). ThenΠ is (ℓ1, ℓ2)-LR actively secure ID
scheme.

We notice that, in principle, any SPR function has aΣ-protocol with challenge size
ω(log λ) if OWFs exist [FS89,GMW91]. However, concrete SPR functions often have
very efficient protocols. For example, such an efficientΣ-protocol for the SPR function
f(w1, . . . , wn) =

∏n

j=1 g
wj

j is given by Okamoto [Oka92]. This gives a very efficient
(ℓ1, ℓ2)-LR active ID scheme whereℓ1 + 2ℓ2 approaches the length of the secret keyw
asn grows.

3.3 Signatures

Recall, a signature scheme consists of a key-generation procedure(pk, sk)← KeyGen(1λ),
a signing procedureσ ← Sign(m, pk) which produces a signatureσ for the message
m, and a verification procedureVer(m,σ, sk), which uses the secret keysk to assess
the (in)validity of the signatureσ of m. The standard existential unforgeability (UF)
against the chosen message attack (CMA) of the signature scheme states that no effi-
cient attackerA(pk), given oracle access to the signing procedureSign(·, sk), should
be unable to forge a valid signatureσ of some messagem not queried to the signing
oracle. In the setting of leakage, the usual UF-CMA securityis augmented and the at-
tackerA is also given oracle access toOλ,ℓ

sk (·). The resulting signature scheme is called
ℓ-leakage-resilient (LR).

t-TIME LEAKAGE-RESILIENT SIGNATURES. In general, the forgerA is allowed to
make an arbitrary polynomial number of oracle calls to the signing oracle. For the
special case where this number is a-priori bounded by a constant t ≥ 1, we call the
resulting signature scheme at-time signature scheme. In the leak-free setting, such
t-time schemes are easier to construct [Lam79] and can be moreefficient then gen-
eral schemes. Further, Naor and Yung [NY89] show how to construct general UF-
CMA secure signatures from any such1-time scheme. Although this transformation
does not work in the setting of leakage, [FKPR09] show a similar transformation turns
any3-time ℓ-LR signature into andℓ-LR signature in the “only computation leaks in-
formation” model of [MR04]. Thus, it is still interesting tobuild leakage-resilientt-
time signatures for a small constantt. Two such constructions are given by Katz and



Vaikuntanathan [KV09]. One general construction is a variant of Lamport’st-time sig-
natures [Lam79] withℓ ≈ |sk|/4, and the other is a much more efficient construction
from any sufficiently shrinking “homomorphic collision-resistant hash function” (which
can be built from a variety of specific assumptions) withℓ ≈ |sk|/2. We refer to [KV09]
for the details.

LEAKAGE-RESILIENT SIGNATURES VIA FIAT-SHAMIR . Recall, the standard Fiat-
Shamir transformation [FS86,AABN02] builds a secure signature scheme from any
passively-secure, public-coin,3-round ID scheme, such as the ID schemes originat-
ing fromΣ-protocols. To sign the messagem, the signer generates the first flowa, sets
the challengec = H(a,m), whereH is modeled as a random oracle, and finally com-
putes the third flowz. The signature consists of the tuple(a, z). Not surprisingly, the
construction generalizes to the setting of leakage [ADW09,KV09], modulo the follow-
ing two caveats: (a) the ID scheme must be(0, ℓ)-LR (i.e., leakage should be allowed
in the impersonation stage); and (b) the leakage oracle cannot depend on the random
oracle. Luckily, using the construction of passively (in fact, even actively) secure LR
ID schemes from SPR functions given in Theorem 3, we satisfy the requirement (a) and
can easily eliminate the restriction (b) by direct analysis, obtaining the following result:

Theorem 4. AssumeΠ is a Σ-protocol with challenge sizeω(log λ) for an SPR func-
tion with lossℓ(λ) = (2ℓ + ω(log λ)). Then, applying the Fiat-Shamir heuristics toΠ,
we obtain anℓ-LR signature scheme in the random oracle model.

STANDARD MODEL LEAKAGE-RESILIENT SIGNATURE. On an abstract level, the
construction in Theorem 4 can be viewed as choosing a secret key sk = w, pk =
(i, x = fi(w)), and letting the signature ofm be a “m-dependent, non-interactive,
zero-knowledge proof of knowledge (NIZK-POK) ofw, in the Random Oracle Model”.
Katz and Vaikuntanathan [KV09] observed that one can instead use NIZK-POKs in
the common-reference string (CRS) model, as opposed to the Random Oracle model.
Formalizing this idea, they showed how to obtain a leakage-resilient signature scheme
in the standard model. Unfortunately, this is mainly a feasibility result, since existing
(so called simulation-sound) NIZK-POKs are extremely inefficient in the CRS model.
Constructing practical LR signatures in the standard modelremains an important open
question.

3.4 Encryption and KEM

We will concentrate on leakage-resilientpublic-keyencryption (PKE) schemes, noticing
only that leakage-resilient symmetric-key schemes were constructed implicitly in [Pie09]
(based on weak pseudorandom functions) and explicitly in [DKL09] (based on “learn-
ing parity with noise”). In fact, for our use it will be more convenient to use the notion
of a key-encapsulation mechanism(KEM) [CS04], which implies PKE (see below).
Recall, a KEM consists of a key-generation procedure(pk, sk) ← KeyGen(1λ), an
encapsulation procedure(c, k) ← Encap(pk) which produces ciphertext/randomness
pairs (c, k), and a decapsulation procedurek = Decap(c, sk), which uses the secret
key sk to recover the randomnessk from a ciphertextc. A KEM allows a sender that



knowspk, to securely agree on randomnessk with a receiver that possessessk, by send-
ing an encapsulation-ciphertextc. Once this is done, one can use the randomnessk to
symmetrically encrypt the messagem, giving a trivial way to get PKE from KEM.

The standardchosen plaintext attack(CPA) security of a KEM requires that the
distribution(pk, c, k), where(c, k)← Encap(pk), is computationally indistinguishable
from (pk, k∗, c), wherek∗ is truly random and independent ofc. One can naturally
defineℓ-leakage-resilient (LR) KEMs, where the attackerA(pk) gets access to the leak-
age oracleOλ,ℓ

sk (·)(sk) beforethe challenge encapsulationc is produced. Notice, in this
setting adaptive access to the leakage oracle is equivalentto choosing a single leakage
functionh(sk) whose output isℓ bits.

HASH PROOFSYSTEMS AND LEAKAGE-RESILIENT KEMS. As with the other primi-
tives we studied, not every KEM is leakage-resilient. However, Naor and Segev [NS09]
showed that a special class of KEMs, calledhash proof systems(HPS) [CS02,KPSY09],
can be used to easily construct leakage-resilient KEMs.2 Informally, am HPS is a KEM
with the following two properties:

– There exists aninvalid-encapsulation procedurec ← Encap∗(pk), so that cipher-
texts generated byEncap∗(pk) are computationally indistinguishable from those
generated byEncap(pk), even given the secret keysk.

– For a fixedpk and invalid ciphertextc generated byEncap∗(pk), the output of
Decap(c, sk) is statisticallyuniform, over the randomness ofsk. This property can
only hold if a fixedpk leaves statistical entropy insk.

Notice the difference between valid and invalid ciphertexts. For a fixedpk, a valid c,
produced by(c, k) ← Encap(pk), always decapsulated to the same valuek, no matter
which secret keysk is used to decapsulate it. On other hand, an invalidc produced by
c← Encap∗(pk), decapsulated to a statistically random value based on the randomness
of sk.

The above two properties are sufficient to prove leak-free KEM security, showing
that for(c, k)← Encap(pk), an attacker givenc cannot distinguishk from uniform. The
proof by contradiction proceeds as follows. As the first step, we replace the honestly
generated(c, k) ← Encap(pk) with c′ ← Encap∗(pk) andk′ ← Decap(c′, sk). Since
valid ciphertexts are indistinguishable from invalid ciphertexts even given the secret
key sk, the attacker must still distinguish(pk, c′, k′) from (pk, c′, k∗). As the second
step, this is argued impossible, sincek′ = Decap(c′, sk) is statistically uniformover
the choice ofsk, which is unknown to the adversary.

As Naor and Segev noticed in [NS09], this proof also works in the presence of leak-
age, since the first argument of replacing(c, k) by (c′, k′) holds even if the adversary
sawall of sk, and the second argument isinformation-theoretic, so we can argue thatℓ
bits of leakage aboutsk will only reduce the statistical entropy ofk′ by at mostℓ bits.
Thus, as long as decapsulationk′ of the invalid ciphertext hasm > ℓ bits of entropy
without leakage, it will still have at least(m − ℓ) bits of entropy after the leakage (see
Lemma 1). To agree on a uniform valuek in the presence of leakage, we just compose

2 Our informal description and definition of HPS here is a simplified version of the standard one.
Although the two arenot technically equivalent, the standard definition implies ours, which is
in-turn sufficient for leakage-resilience and captures the main essence of HPS.



the HPS KEM with a randomness extractor [NZ96], such as a universal hash function.
The main benefit of this proof strategy is that, after switching valid/invalid ciphertexts in
the first step, we can argue about leakage using a purely information-theoretic analysis.

Since HPS KEMs can be constructed from a variety of assumptions (see [NS09]),
we can construct leakage-resilient KEMs and PKEs from many assumptions as well.
We also mention that Alwen et al. [ADN+09] recently generalized the notion of HPS to
the identity-based setting, which allowed them to construct leakage-resilient identity-
based encryption (IBE) schemes in a similar manner (extending and improving the prior
LR-IBE construction from [AGV09]).

4 Bounded Retrieval Model

Now that we saw how to build many leakage-resilient primitives in therelative-leakage
model, we would like to extend the constructions to the bounded retrieval model as
well. In the BRM, we want to have the flexibility to allow for arbitrarily large leakage-
boundsℓ, just by increasing the size of the secret, but without any other unnecessary
affect on efficiency. The main question that we address in theBRM is one ofleakage-
resilience amplification: assuming we start with someℓ-leakage-resilient primitive in
the relative-leakage model, how can we construct anL-leakage-resilient primitive for
arbitrary values ofL ≫ ℓ. Ideally, we would like to achieve leakage-resilience ampli-
fication with minimal efficiency degradation: even though the “secrets” of the scheme
will need to be made potentially huge so thatL bits of leakage does not reveal the entire
value, we want to make sure that the computational effort andpublic-key sizesdo not
need to grow proportionally. Following similar discussion in [ADN+09], we consider
several approaches, and hone in on the right one. We put most of our discussion into
the “toy example” of password authentication. However, this will be the simplest way
to showcase the methodology, and the ideas used to constructidentification schemes,
signatures and public-key encryption in the BRM will be analogous.

4.1 Password Authentication in the BRM

Let us start with the question of building a leakage-resilient “password authentication
scheme” (as described in Section 3.1) in the BRM. We now want to build such a scheme
where, for any leakage boundL, we have aKeyGen() procedure that outputs a(pk, sk)
pair where the client’s passwordsk is made potentiallyhugedepending on the leak-
age boundL. As a security guarantee, we would like to ensure that, givenpk and
L bits of leakage aboutsk, it is infeasible to come up with any valuesk′ for which
Verify(pk, sk′) = 1. In addition, the efficiency requirements of the BRM dictatethat
the size ofpk and the computation time ofVerify(pk, sk) areindependent ofL. We start
with the question of leakage-amplification and then addressefficiency.

BAD APPROACH: ARTIFICIALLY INFLATING THE SECURITY PARAMETER. As we
saw, many of the leakage-resilient primitives in therelative-leakage modelhave leakage-
boundsℓ(λ) being a large portion of the key-sizes(λ) which, in turn, depends on a
security parameterλ. Therefore, one solution to leakage-amplification is to simply ar-
tificially inflate the security parameterλ sufficiently, untils(λ) and, correspondingly,



ℓ(λ) reach the desired level of leakageL we would like to tolerate. Unfortunately, it
is clear that this approach gets extremely inefficient very fast – e.g. to allow for Giga-
bytes worth of leakage, we may need to perform exponentiations on group elements
with Gigabyte-long description sizes.

NEW APPROACH: PARALLEL REPETITION. As an improvement over the previous
suggestion, we propose an alternative which we callparallel-repetition. Assume we
have a leakage-resilient scheme in the relative-leakage model, toleratingℓ-bits of leak-
age, for some smallℓ. We can create a new “parallel-repetition scheme”, by taking n in-
dependent copies of the original scheme so that the new secret key sk = (sk1, . . . , skn)
and the public keypk = (pk1, . . . , pkn) consists ofn independently sampled key-
pairs of the original scheme. To run verify in the new scheme,the server simply runs
Verify(pki, ski) for each of the component keys individually and accepts if all runs are
accepting. One may hope to show that, if the original scheme isℓ-leakage-resilient than
the new construction isL-leakage resilient forL = nℓ. Intuitively, if an adversary gets
≤ L = nℓ bits of leakage in the new scheme, than there should be many valuesski for
which the adversary learned less thanℓ bits and hence will be unable to come up with
any “good value”sk′i that verifies for theith position.

Unfortunately, it is far from clear how to prove the above intuition, if we only as-
sume that the underlying scheme isℓ-leakage resilient. In particular, we would need a
reduction showing how to use an adversary that expectsL bits of leakage onsk to break
the underlying scheme givenℓ bits of leakage on someski. Unfortunately, this seems
impossible in general: if the adversary expects to learn theoutput of some complicated
leakage function (for example a hash function)H(sk) with L bit output, it is unlikely
that we can evaluate this function correctly by learning only someh(ski) with ℓ bit
output (even if we know all ofskj for j 6= i).

PARALLEL REPETITION OF SPR FUNCTIONS. To make leakage amplification via
parallel repetition work, let us look more specifically at some concrete examples of
leakage-resilient password authentication schemes. One such example (Theorem 2)
consisted of usingℓ-leakage-resilient OWF where eachpki = f(ski) for a uniformly
randomski. In addition, we showed (Theorem 1) that SPR functionsf with lossL(f) ≥
ℓ + ω(log(λ)) areℓ-leakage-resilient OWFs. It is fairly easy to see thatn-wise parallel
repetition of such a scheme based on an SPR functionf : D → R yields a new SPR
functionf ′ : Dn → Rn with lossL(f ′) = n(L(f)). Therefore, we can show directly
that parallel-repetition amplifies leakage in this specialcase, producing anL = nℓ-
leakage-resilient “passwords authentication scheme”.

EFFICIENCY IMPROVEMENT: RANDOM SUBSET SELECTION. To decrease the com-
putational effort of the verification procedure, we haveVerify∗(pk, sk) selects some
random subset{r1, . . . , rt} ⊆ {1 . . . n} of t indices, and only run the original verifi-
cation procedureVerify(pkri

, skri
) for the t selected key-pairs at indices{r1, . . . , rt}.

Heret will be only proportional to the security parameterλ, and can be much smaller
than the keys size (which depends onn).

EFFICIENCY IMPROVEMENT: PUBLIC-KEY SIZE REDUCTION. Using parallel-repetition
and random-subset selection, we get a “password authentication scheme” which can be
madeL-leakage-resilient for arbitrarily largeL, with the computational effort of verifi-



cation only proportional to the security parameterλ and not proportional toL. Unfor-
tunately, the public-key sizepk is still large and proportional to the leakage-boundL.
We can reduce the public-key in the following way:

– The newKeyGen∗ procedure of the BRM scheme generatesn pairs(pk1, sk1), . . . ,
(pkn, skn) of the underlying scheme in the relative-leakage model. It also generates
a signing/verification key(sigk, verk) for a (standard, non-leakage-resilient) signa-
ture scheme and computes signaturesσi = Signsigk(pki) for eachi = 1, . . . , n. It
outputspk = verk andsk = (sk1, . . . , skn, σ1, . . . , σn).

– The new verification procedureVerify∗(pk, sk) of the BRM scheme selectst ran-
dom indicesri and, for each one verifies thatVerify(pkri

, skri
) = 1 and also

Ververk(pkri
, σi) = 1.

The security of this scheme follows from that of the previousparagraph, given the
unforgeability of the signature scheme (note that the signing keysigk is never stored by
the client or server).

4.2 Identification Schemes and Signatures in the BRM

Recall that our main construction of leakage-resilient ID schemes was based onΣ-
protocols for SPR functions. We can essentially use both techniques from the previous
section to build leakage-resilient ID schemes in the BRM. This leads to the main con-
struction given in [ADW09]. Essentially, the only difference between the identification
scheme and the “password authentication” scheme from the previous section is that,
instead of having the client simply “hand over” the secret keys skri

, the client runs
Σ-protocols for the relation{(pk, sk) : pk = f(sk)}. We leverage the fact that the
Σ-protocol is Witness Indistinguishable, to argue that observing executions of theΣ-
protocol does not reduce the entropy ofsk from the point of view of the attacker.

Once we have ID schemes in the BRM, we can just use the Fiat-Shamir transform
to get signature schemes in the BRM, as we showed in Section 3.3. We notice that Fiat-
Shamir preserves the efficiency properties (public-key size, computational effort, com-
munication complexity) of the ID scheme. However, to maintain short signatures and
allow for large leakage, one must relax the standard notion of existential unforgeability
to a slightly weaker notion ofentropic unforgeability. As illustrated by [ADW09], this
(necessarily) weaker notion is still sufficient for many applications, such as bulding a
signature-based key exchange protocol in the BRM.

In [ADW09], it was shown that for some specific schemes, one canget additional
efficiency improvements in the communication complexity (res. signature size) of BRM
ID schemes (resp. signatures) by “compacting” thet parallel runs of theΣ-protocol.

4.3 Public-Key Encryption in the BRM

The recent work of [ADN+09] constructs public-key encryption and IBE schemes in
the BRM. Again, one of the main components is to show that (a variant) of parallel-
repetition can be used to amplify leakage-resilience for PKE schemes constructed out of
Hash Proof Systems. Also, a variant of “random-subset selection” can be used to reduce



encryption/decryption times and ciphertext sizes to be independent of the leakage bound
L. It turns out that the main difficulty, however, is in reducing the public-key size.
It is clear that our previous idea of signing the public-keyswith a signature scheme
and storing the signed values as part of the secret-key, willnot work with PKE, where
the encryptor needs to encrypt non-interactively, withouttalking to the decryptor. The
difficulty is resolved using the idea of Identity Based Encryption (IBE), where there
is a single master-public-key and many secret-keys for various identities. However, we
still need the IBE to have the structure of an HPS scheme to prove leakage-resilience
of the scheme and leakage-amplification via parallel repetition. Interestingly (variants
of) several IBE schemes in the literature have an HPS-like structure. Such schemes can
therefore be used to construct Public-Key Encryption schemes in the BRM. We refer
to [ADN+09] for the details.
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