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## Abstract

Despite the excitement around them, Blockchains today still suffer from major limitations. Popular blockchains have high transaction fees, limited privacy, and substantial ecological impact. These issues are largely due to the fact that in decentralized blockchain systems, each action performed by one party gets seen and verified by all parties in the network. In this dissertation, we develop solutions to these limitations. They rely on a common proof paradigm, in which a prover can generate a certificate that the actions it performed were in accordance with a set of rules. Importantly, the certificates can be highly efficient and privacy-preserving, even if the actions are not. We develop four such proof systems, each tailored to resolve one of the limitations of blockchains. Bulletproofs, a zero-knowledge proof system that is designed for private blockchain transactions. HyperPlonk, an efficient SNARK that enables outsourcing the processing of entire blocks of transactions. Verifiable Delay Functions, a key component for ecologically friendly blockchains, and ProtoStar, an incrementally verifiable proof system designed for building efficient Verifiable Delay Functions and succinct blockchains. These tools are not merely theoretical but have already found practical applications and are securing systems worth billions of dollars.
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## Chapter 1

## Introduction

Since their inception in 2008[Nak08], blockchains have received an enormous amount of hype and speculation. But beyond all of the noise, real transformational utility of blockchains is building. For example, blockchains are being used to avoid currency controls by oppressive governments ${ }^{1}$, and a whole new decentralized finance space removes barriers to accessing financial tools such as loans or currency exchanges. In 2022, over 800 billion usd of trades happened on such decentralized exchanges. Further, stablecoin (digital copies of the dollar and euro that live on a blockchain) transfers exceeded 7.4 trillion dollars, more than Mastercard's and American Express' volume ${ }^{2}$. A blockchain is a public shared ledger that is accessible to everyone in the blockchain network. This gives blockchains a high level of transparency, including the ability for all users in the network to check the correctness of the state. Additionally, blockchains are controlled by a decentralized consensus instead of a centralized network operator. Together these features enable transparent, powerful networks without the need for a monopolistic centralized coordinator, that can become a single point of failure. Despite their hype, adoption, and promise, blockchains today still face several significant issues that hinder their utility:

High fees Blockchains such as Bitcoin and Ethereum have fees that can reach tens of dollars ${ }^{3}$, especially in times of congestion. A key driver for digitalization is the reduction of costs. However, with at least the largest blockchains today, we see that despite their digital nature, they have significant costs per transaction.

Bad privacy Bitcoin was originally hailed for its privacy features. Satoshi proposed a privacy model where the public keys or addresses are decoupled from real-world identities. However, since then, several papers $[\mathrm{Mei}+13$; And +13$]$ as well as multiple companies ${ }^{4}$, have shown the significant limitations of this model. In currencies like Bitcoin or Ethereum every transaction amount, as well as the senders' and receivers' addresses, are visible to everyone. This allows tracing the flow of funds
through the system. As soon as some endpoints are de-anonymized, it is often possible to backtrace the identities of many parties transacting in the system. This concern is a particular hindrance to companies that want to use blockchains for important economic activities. For instance, using Ethereum to pay all their employees would yield in the salaries of these employees being publicly leaked. Running a supply chain using such a blockchain could leak vital information to competitors.

Ecological Impact Perhaps the most prominent criticism of blockchains, and in particular Bitcoin is its environmental impact. Bitcoin relies on so-called Proof-of-work consensus. This consensus requires burning energy in order to gain voting power in the protocol. This has led to significant and wasteful energy consumption. Bitcoin is estimated to currently have energy consumption on the level of nation-states such as the Netherlands or the Philipines. In times of climate change and energy crisis, such wasteful consumption is unacceptable. It is, therefore, paramount to develop alternatives that preserve the attractive properties of proof-of-work consensuses, such as its decentralized, permissionless nature, while not relying on wasteful energy consumption.

Data broadcasting as the core issue There is a common theme to the issues of blockchains today. It is related to the data that is posted on the blockchain. In blockchains, generally, one user creates some data, e.g. a transaction or a transaction block, and then broadcasts it to every user in the network. Every user then verifies the integrity of the data, e.g. checking the correctness of the transaction. This stands in contrast to traditional centralized client-server architectures. In a centralized architecture, only one server (or one cluster) needs to process data. This redundant processing enables the high level of transparency in blockchains, as each user can independently verify the integrity of the blockchains state. However, it also is a key cause for the issues blockchains face today. If many transactions are issued and processed, then this can lead to congestion. In order to ensure that every node has sufficient capacity to receive and process all transactions, we need to limit the total throughput a blockchain network can process. This is especially true when we want a diverse, heterogeneous set of nodes in a wide variety of locations. However, this congestion naturally increases competition between transactions and drives up fees. This is not just theoretical but the relationship between congestion and high fees has often been observed in practice.

An additional issue with the broadcasting of transactions is related to privacy. If transactions contain sensitive information, then an attacker listening to the network can trivially gather this information. In traditional blockchains such as Bitcoin and Ethereum, information such as the sender, the receiver, the amount transferred, and smart contract programs and states are publicly visible. On the contrary, the privacy model of traditional centralized financial systems relies on trusted parties. No information is revealed publicly, and as long as users trust their bank, they have sufficient financial privacy for their bank transactions.

Finally, the broadcasting of data requires consensus or agreement between all nodes on what data has been sent. Bitcoin pioneered using a so-called proof-of-work based consensus[Nak08].

In that system, the voting power within the consensus is roughly proportional to the amount of computation a node has performed. This leads to a competition between nodes who can perform the most computation, which indirectly leads to a competition of who can burn the most energy. The computation itself, finding partial per-images of hashes, has no inherent utility. This is incredibly wasteful and leads to massive energy consumption on the level of nation-states.

### 1.1 The proof paradigm

In this dissertation, we apply a powerful proof paradigm to tackle these issues. The core idea of the proof paradigm is to use certificates or proofs that attest that data has certain properties. In the blockchain setting, instead of broadcasting the data directly, a user broadcasts a proof of data validity, and nodes process the proofs instead of the data directly. The proofs are cryptographic in nature and give strong guarantees ${ }^{5}$ about the integrity of the underlying data. Importantly, while the data, itself, may be large and reveal private information, we aim to design proofs that are succinct, efficient to verify, and do not reveal information beyond the integrity of the underlying data. The issues of blockchains are caused by an asymmetry, where one user's action requires verification by all other users. Proof systems can have an inverse asymmetry where one prover produces a proof that is easy to check for everyone else.

In this dissertation, we develop four different types of proof systems specifically tailored to address the issues that blockchains face today: In Chapter 2, we introduce Bulletproofs, a zero-knowledge proof system, designed for private transactions that hide the contents of the transaction, while still ensuring their validity. Bulletproofs has been deployed in private cryptocurrencies such as Monero or ZCash[Hop+22], which provide strong privacy guarantees. In Chapter 3, we design HyperPlonk, a highly efficient proof system that is tailored for large statements, such as proving that an entire Ethereum block was correctly processed. This is a vital component of so-called rollups. The idea of a rollup is to bundle transactions and post only a small summary of the transactions on the blockchain. It provides a proof that all the transactions were valid and the state was correctly updated. The proof is much shorter and more efficient to verify than the original transactions. HyperPlonk has precisely these properties and in addition, is designed to be very efficient to compute, even for large and complex statements. It is currently being implemented by the Ethereum Foundation[KMT22] as part of their efforts to facilitate rollups.

In Chapter 4, we define and introduce Verifiable Delay Functions (VDFs). VDFs are a proofbased cryptographic primitive that enables many mutually distrusting parties to generate shared, unbiased and unpredictable randomness. Such randomness is a vital component of modern proof-ofspace and proof-of-stake consensus systems. These consensus systems serve as ecologically friendly replacements for the wasteful proof-of-work. VDFs are part of the roadmap for Ethereum's proof of stake consensus, ensuring an unbiased, efficient, and fair leader election ${ }^{6}$. In Chapter 5, we introduce

ProtoStar. ProtoStar enables incrementally verifiable computation. It's a proof system for showing that $t$ steps of computation were executed correctly, such that verifying the proof is independent of $t$. This directly yields a VDF construction, if the underlying $t$-step computation is sequential, e.g. a chain of hashes. Furthermore, ProtoStar can be used to prove that all transaction blocks, in a blockchain, are valid, such that checking the proof is efficient, and that it can be efficiently updated, once a block is added to the chain.

We now give a more detailed introduction to each of the proof systems developed in this dissertation:

### 1.2 Bulletproofs: Privacy through zero-knowledge.

Bulletproofs is a zero-knowledge proof system. A zero-knowledge proof enables a prover to convince a verifier that some statement is valid without revealing any information other than the fact that the statement is true. Bulletproofs can be applied to two different types of statements: firstly, it applies to general computations, expressed as arithmetic circuits, i.e. a computation consisting of additions and multiplications. Secondly, we design a specifically efficient variant of Bulletproofs for so-called range proofs. A range proof shows that some value inside a commitment is within some small range of numbers. Bulletproofs is characterized by two important features: The proofs do not rely on a trusted setup and are built on the well-studied discrete logarithm assumption, as well as the Fiat-Shamir transform, to achieve non-interactive proofs. This stands in contrast to the highly efficient pairing-based SNARK systems[Gro16; KZG10]. Unlike Bulletproofs, they rely on trusted setups, where a private-coin setup algorithm produces proving and verification keys. The soundness of the proof system is reliant on these private coins being deleted post-setup. While it is possible to distribute the trust of these setups using multi-party computation[BGG19; Gro+18], they have led to significant, exploitable vulnerabilities in cryptocurrencies such as ZCash[Ben+14a]. Other alternatives to pairing-based SNARKs are hash-based proof systems such as STARKs[Ben+19a]. However, these proof systems have proofs of about 100s of kilobytes for even medium-sized statements (e.g. 10k constraints).

The other key feature of Bulletproofs is that they are highly succinct. The statements are logarithmic in the size of the statement with small concrete constants. A Bulletproof for a circuit of a million gates is less than 1.7 KB , and 32 range proofs of 64 -bit length in less than 1 kb . Bulletproofs ${ }^{1}$ remain, to this day, the shortest proofs without trusted setup.

Bulletproofs are built on an inner-product argument (IPA) which was pioneered by Bootle et al.[Boo+16]. This is a special proof system for showing that given two committed vectors a and $\mathbf{b}$ and a scalar $c, c=\langle\mathbf{a}, \mathbf{b}\rangle$. We improve the inner-product argument and reduce the proof size by a factor of 3 to just $2 \log _{2}(n)$ group elements for vectors of size $n$. At the core of this IPA there

[^0]is a randomized reduction from a statement about vectors of length $n$ to vectors of length $n / 2$. Repeating this reduction $\log _{2}(n)$ time yields the final protocol. We then use this improved IPA to build an argument for general arithmetic circuits. The constraints imposed by the arithmetic circuits are decomposed into multiplication constraints (corresponding to multiplication gates) and linear combination constraints (corresponding to additions and multiplications by constants). These constraints are then compiled down to claims about inner products, which can be proven using the IPA. We also design a specialized range-proof protocol. The range proof shows that a value inside a homomorphic Pedersen commitment[Ped92] is within some small positive range. While, in theory, this statement could be proven using our arithmetic circuit protocol and implementing the commitment function as such a circuit, our protocol is far more direct and efficient. It takes advantage of the homomorphic nature of the commitment and of Bulletproofs proof system. The value inside the commitment can be directly fed into the proof statement. Concretely, to show that a value $v$ is in a range $B=\left[0,2^{k}\right)$, we show that $v$ can be decomposed into $k$ bits $\mathbf{b}=b_{1}, \ldots, b_{k}$ and that $\left\langle\mathbf{b},\left(1,2,4, \ldots, 2^{k-1}\right)\right\rangle=v$.

### 1.2.1 Application to confidential transactions

Bulletproofs is designed to improve the privacy of blockchain payments. In traditional blockchain transactions, such as Bitcoin transactions, the transferred amount is publicly visible. Any Bitcoin transaction destroys one or more specific records (called a UTXOs) and creates one or more new records such that the total value of the created UTXOs equals the total value of the destroyed UTXOs. Transaction validation checks the authenticity of a transaction by verifying a signature and possibly some additional transaction rules. It also checks the balance of the transaction by comparing the value of the created and destroyed UTXOs. However, this directly leaks the transacted amount. Confidential transactions [Max16] resolve this privacy issue by leveraging cryptographic commitments (See Definition 3.4). A cryptographic commitment is the digital analog of an envelope. The commitment of some value $v$ is hiding, in that it reveals no information about $v$. It is also binding in that it can only be opened to $v$ and no other value $v^{\prime}$. Confidential transactions commit to the transferred amounts. However, this seems to hinder the ability that the transaction remains balanced. Furthermore, we need to guarantee that all created records have positive value, as otherwise, an adversary could use a transaction to print money. All of these statements can be proven using a range proof. This proof is then attached to the transaction. The specific system design leads to a few important design constraints for the range proofs:

Small proofs Because in blockchain systems, we need to broadcast transactions to the entire network, it is vital that the proof itself is small. Additionally, we need that the proof reveals no information about the newly created records other than that the transaction is balanced. Finally, in confidential transactions, there is a particular need for strong security. While, strong security,
is important in all cryptography applications, the potential damage of an attack on confidential transactions is particularly high.

Strong security without trusted setup If an attacker could break the so-called soundness property of a confidential transaction's range proof, then they can create a transaction that creates records with more value than the input records. In a blockchain-based cryptocurrency, this would be equivalent to printing money out of thin air. Even more detrimental, because of the private nature of confidential transactions, such an attack would be undetectable. This would enable an attacker to cause maximal damage to the blockchain system. Because of this, confidential transactions need range proofs that are very secure, i.e. rely on minimal cryptographic assumptions and no or minimal trusted setups. Bulletproofs satisfies both of these properties and additionally has more features tailored to the confidential-transactions application.

Aggregate range proofs Bulletproofs enables proving that multiple values are within the same range using a single proof. The proof scales logarithmically. Thus proving that $k$ values are within a range only has an additive additional cost of $\left\lceil\log _{2}(k)\right\rceil 64$ bytes. This is particularly useful if a transaction has many outputs.

Batch verification A node within a blockchain network needs to verify entire blocks of transactions. If these are confidential transaction then each will have a range proof associated with them. We propose a batch-verification algorithm for Bulletproofs that enables verifying $k$ Bulletproofs faster then $k$ times the cost of verifying a single Bulletproofs. The marginal cost of verifying a 64 -bit range proof is only about $5 x$, the cost of verifying an ECDSA signature. This is a relevant comparison as non-confidential transaction validation requires digital signature verification (which cannot be batched).

Collaborative proof generation Due to the aggregated range proofs feature, Bulletproofs are particularly efficient for transactions with many outputs. We design a protocol that enables multiple users to generate a single proof for all of their transactions. This protocol does not require the users to share any secret values and has minimal overhead over a single-user proof generation.

Generic Circuit proofs for more complex statements Bulletproofs do not just provide the ability proof that a committed value is within a range. It can also be used to prove that some circuit was evaluated correctly. We combine the technique and enable proving a circuit where some of the inputs are committed. This makes Bulletproofs more composable with more complex protocols. For example, one could prove that a confidential transaction satisfies the balance property and additionally that some other transaction rules are satisfied.

## Impact

Bulletproofs has been deployed in several blockchain systems. Within a year of publishing the first pre-print Monero [Mon], the largest (both by market capitalization and by number of transactions) blockchain with private transactions, adopted Bulletproofs. Replacing the previously used range proofs, which were significantly larger and slower to verify, led to a significant reduction in transaction size. This, in turn, led to a $97 \%$ decrease in transaction fees ${ }^{7}$. Bulletproofs was further adopted by other blockchains and systems, such as Grin, Beam, Signal's MobileCoin and Chase Bank's Quorum ${ }^{8}$. In addition ZCash recently transitioned to a poof system that is based on Bulletproofs' improved inner-product-argument ${ }^{9}$. This massive deployment has been made possible by a large variety of high-quality industry implementations of Bulletproofs. A recent paper[Dao+23] lists 15 such implementations. Bulletproofs has also received attention from academia. The protocol has been extended to bilinear groups[Bün+21b; Lee21], groups of unknown-order[BFS20; BCS21], and lattices[Boo+20; ACK21; BF22]. Even though Bulletproofs itself does not have succinct verification, later work showed how to build IVC from using its inner product argument[BGH19; Bün+20].

Several papers have performed security analyses of several aspects of Bulletproofs. Showing that it is non-malleable[Gan+21; DG23], secure in the random-oracle[Wik21; AFK22], and given a tighter security analysis[JT20; GT21]. Other works have given alternative security proofs of Bulletproofs through elegant reductions to $\Sigma$-protocols[AC20] and sumcheck arguments[BCS21].

### 1.3 HyperPlonk: A proof system for the zkEVM

Zero-knowledge proofs, such as Bulletproofs, enable a prover to convince a verifier that some statement is true without revealing why it's true. Some zero-knowledge proofs (but not Bulletproofs) have an equally powerful but orthogonal property called verifiable computation. These proofs enable showing that a statement is true, and checking the proof is (exponentially) faster than checking the statement itself. This enables outsourcing computation. A powerful server can run some computation and attach a proof that this computation was performed correctly. The verifier only checks the proof and is convinced that the computation has been done correctly. Proof systems that satisfy this verifiable-computation property are also referred to as SNARKs ${ }^{2}$. Modern SNARKs are usually built from two separate components. A polynomial interactive-oracle proof (PIOP)[BFS20; Chi +20 ] and a polynomial-commitment[KZG10]. The PIOP is an information-theoretic interactive proof system where the prover's messages are oracles to (possibly multi-variate) polynomials. The verifier is public-coin, i.e. all its messages are random challenges. The verifier the checks the proof by evaluating the polynomial oracles. The polynomials itself may be large in size so to make this efficient we replace the oracles with so-called polynomial commitments. This is a succinct commitment

[^1]to a polynomial. There exists a specialized SNARK for these commitments that enables the prover to convince a verifier that the polynomial was correctly evaluated. The Bulletproofs IPA can be used to build a polynomial commitment. Given any such PIOP for some statement and any secure polynomial commitment, as well as a secure cryptographic hash function, we can build a SNARK for that statement[BFS20; Chi +20]. The security and efficiency properties of that statement are the sum of the properties of the PIOP and the polynomial commitment.

This recipe is attractive because it enables separately designing each component. Additionally, it has been used to build SNARKs that are highly efficient and only require a minimal, universal and updatable trusted setup[Mal+19; Chi +20 ; GWC19; Set20]. Most previous PIOPs were built using univariate polynomials and required the prover to multiply large polynomials. This can be done most efficiently using a Fast-Fourrier-Transform in time $O(d \log (d))$ for degree $d$ polynomials. The degree of these polynomials is usually proportional to the size of the circuit $n$. Unfortunately, FFTs introduce several limitations when applied to large polynomials (E.g. $d>1 M$ ):

- They become a bottleneck of the computation. For smaller sizes, the computation is usually bottlenecked by the polynomial commitment. However since this operation scales linearly in $n$ and FFTs scale super-linearly in $n$, they eventually become a bottleneck.
- They necessitate the use of FFT-friendly fields. These are fields such that there exists an n-th root of the identity element 1 . This requires using particular elliptic curves and limits the composability with other protocols.
- The FFTs have complex memory accesses. They require loading the entire polynomial into memory which becomes a bottleneck if the FFT becomes too large. Other components of the proof system are data-parallel, i.e. there is no minimum memory size required.
- Plonk, the most widely used PIOP, has achieved part of its popularity due to the use of highdegree gates. These are gates that do not just perform addition or multiplication but higher degree operations, such as $\left(x^{3}+y\right) \cdot z$ for three inputs $x, y, z$. In Plonk and similar systems, the prover needs to compute and send so-called quotient polynomials. These polynomials are of degree $D \cdot n$ where $D$ is the highest degree of any gate and $n$ is the number of gates in the circuit. These quotient polynomials limit the utility of high-degree gates if $D$ gets too large (in practice, $D \leq 5$ ).

With these limitations in mind we designed HyperPlonk. HyperPlonk is a multi-variate PIOP that mirrors the features and arithmetization of Plonk[GWC19] but does not require the use of FFTs. Instead, it is built on the famous sumcheck protocol[Lun+92]. Instead of interpolating the witness as a univariate polynomial over roots of unity, HyperPlonk uses multi-linear polynomials and encodes the witness over the boolean hypercube. We carefully replace each sub-component of Plonk to get rid of the requirement of FFTs. This yields a PIOP where the prover is fully linear in the witness instead of quasi-linear. Accompanying this HyperPlonk has a few additional attractive features:

High degree gates Using multi-linear polynomials we now are able to use much higher degree custom gates. The reason is that within the sum-check protocol, the prover needs to compute and send polynomials of size $D$ instead of size $n \cdot D$.

Efficient Lookup We design an efficient lookup protocol that enables proving that some value is within a table of values. This can be useful for range proofs if the table contains all values within a range. Unlike previous online lookups ${ }^{3}$, the prover is fully linear in the size of the table.

Soundness in small fields HyperPlonk can be instantiated such that it is sound even in small, polynomial-size fields. Concretely, the soundness error is only $O\left(\frac{\operatorname{polylog} n}{|\mathbb{F}|}\right)$ instead of $O\left(\frac{n}{|\mathbb{F}|}\right)$ for univariate PIOPs.

Batch evaluation of polynomial commitments Using the same sumcheck protocol, we build an efficient batch evaluation protocol, that enables reducing $k$ multi-linear polynomial evaluations to a single polynomial evaluation. The protocol applies to any homomorphic polynomial commitment.

Orion+ We also propose Orion+, an improvement on Orion[XZS22b]. Orion+ has significantly smaller proofs ( 7 kb vs 3 MB ) while retaining the same asymptotic, linear prover complexity.

### 1.3.1 Application to Rollups and ZK-EVMs

We designed HyperPlonk specifically for large complex statements. One set of applications where this is useful are so-called rollups and the ZK-EVM. In these rollups, a sequencer collects a list of transactions and then proves that these transactions lead to a specific state transition. Using verifiable computing, it is possible to create proofs that are significantly more efficient to verify than replaying all the rolled-up transactions. Current efforts aim to roll-up entire blocks with thousands of transactions. On Ethereum, these transactions can be more than just simple transfers of funds but complex programs, called smart contracts. Efforts to build rollups for the Ethereum VM (EVM) are referred to as ZK-EVMs ${ }^{4}$. Current implementation efforts of the ZK-EVM ${ }^{10}$, heavily rely on highdegree gates and lookups. There are also multiple companies ${ }^{11}$ trying to build hardware solutions to facilitate efficient rollups. HyperPlonk is designed with these features and to be particularly hardware friendly. For these reasons, the Ethereum foundation has started to build its own HyperPlonk implementation (based on the implementation reported in this paper) and include it in their ZKEVM efforts ${ }^{12}$.

[^2]
### 1.4 Verifiable Delay Functions

Early blockchains, such as Bitcoin[Nak08] and Ethereum, were built using proof-of-work consensus. This means that participants' voting power is proportional to the amount of computation or work they perform. Concretely, in Bitcoin, nodes continuously attempt to solve a computational puzzle, and the person solving it first gets elected as leader, i.e proposes the next block of transactions. The process is random, such that a node controlling $x$ percent of the network's computational power, measured in hashes per second, has an $x$ percent chance of solving the puzzle first. Randomness is vital for the consensus, ensuring that an adversary will not be able to produce all transaction blocks, even if it controls a plurality of the computational power. Nodes get rewarded for producing such a block with newly minted Bitcoin and transaction fees.

Unfortunately, this process is incredibly wasteful. The block production and thus the rewards are proportional to the entire systems computational power. Thus, nodes are incentivized to try to solve the puzzle as fast as possible, acquire more computational power, and burn more energy. Unfortunately, the puzzle itself has no inherent use ${ }^{13}$. Bitcoin is estimated to use about 100 TWh per year. That is on the level of nation states such as the Netherlands or the Philippines ${ }^{14}$. From another perspective, the energy consumption of a single Bitcoin transaction is equivalent to the power 20 US Households consume in a day. This underscores the imperative for exploring alternative solutions. Fortunately, such solutions exist with proof-of-space and proof-of-stake consensus systems. Informally, in proof-of-space, the voting power is proportional to the storage a user allocates, and in proof-of-stake, it is proportional to the amount tokens a user owns and allocates. Both methods do not require heavy computation and are thus much more environmentally friendly than proof of work. They are now being widely deployed in modern blockchains. Ethereum recently upgraded to a proof-of-stake consensus ${ }^{15}$, which is estimated to have reduced Ethereum's energy consumption by $99.95 \%$. Proof-of-stake and proof-of-space are not without technical difficulties and limitations. One important one is related to leader election. Proof-of-work directly provides a mechanism for randomly electing a leader proportional to the work. For neither of the other protocols, this is the case. Focussing on proof-of-stake, we have a list of public keys and associated weights (the staked values) to these keys. A consensus protocol, in every round, needs to select a key proportional to the weights. The owner of that key then gets to publish the next block. It is important that this selection is unbiased, even in the face of an adversary that controls some $f$ fraction of stake. Additionally, we need the selection to be unpredictable up to some point $t$ as otherwise, an adversary could register keys that have higher chances of winning the leader selection.

These properties can be achieved though a so-called random beacon[Rab83]. A random beacon is a protocol for periodically emitting uniform, unbiased, and unpredictable values. It can be thought of as a multi-party protocol between $n$ parties, such that if a beacon value appears at time $t$, then for any time $t^{\prime}<t-k$, no adversary can predict the beacon value with more than negligible probability, and no adversary can bias the output of the beacon by more than a negligible amount. There are
several ways to produce a random beacon: One could rely on a trusted party, but this is undesirable in many applications. Alternatively, one could use a commit-and-reveal protocol where parties commit to some random value and then, after some time, reveal it. This is the kind of protocol that is currently used in Ethereum[Ran]. Unfortunately, it is possible to bias it as a node can simply choose not to reveal the value. Ethereum deals with this by economically incentivizing nodes to open, but these incentives do not provide strong guarantees. Thirdly, one can rely on threshold cryptography $[\mathrm{Syt}+17]$ to generate a shared secret. The protocols require that $f<1 / 3 \mathrm{rd}$. They also have a minimum communication complexity of $n^{2}$ broadcasts, i.e. each party needs to send $n$ values to every other party.

### 1.4.1 An unbiasable, ecological and communication-efficient beacon from VDFs

With these limitations in mind, we introduce Verifiable Delay Functions in Chapter 4. Verifiable Delay Functions are a novel cryptographic primitive that, among many other applications, enables building a secure random beacon, which is secure against $n-1$ corruptions and only has an $O(n)$ communication complexity. VDFs are characterized by the three properties that make up its name. A VDF is a function that maps each input from some domain to a unique output in its image. Evaluating the VDF incurs a delay. That is, it $T$ sequential steps to evaluate, and no parallel polynomial-time adversary can evaluate it faster than $\epsilon T$. Finally, it is verifiable, in that it is possible to verify that the VDF was evaluated correctly in time polylogT. This verification may take in an optional proof. The beacon construction from VDFs is simple and elegant. We assume a common ledger or some other verifiable broadcast channel. Each party posts some random value $r$ to the ledger in some time window $\left[t_{0}, t_{0}+t\right]$. $t$ has to be large enough such that all honest parties are able to post a message within that time-frame. Then all posted values, are hashed using a secure hash function. We then apply a VDF to the output with parameters such that $\epsilon T>t$. After time $T$ some party (could be any honest party), posts the verifiable VDF output. This output is hashed and becomes the random beacon. To get an intuition for why this is a secure beacon, consider and adversary that controls $n-1$ parties and one honest party. Let's also assume that the hash function is modeled as a random oracle. The honest party sends its value at the beginning of the time window. This gives the adversary time $t$ to decide what values to post. However, it cannot evaluate the VDF in time $t$, as $\epsilon T>t$. Thus, unless it has precomputed the input to the VDF, it cannot learn the output before $t_{0}+\epsilon T$, and thus the beacon value. Precomputing the input is improbable for an exponential input domain, as the single honest party chooses its value randomly. Finally, since the VDF is a deterministic function, an adversary that can bias the output significantly must also be able to guess the output with non-negligible probability. This contradicts the delay property of the VDF.

In this dissertation, we formally define VDFs, including the security definitions that enable
this beacon construction. We also give several constructions of VDFs. From incremental verifiable computation as well as from plain verifiable computation, and give several optimizations and concrete underlying primitives that improve the practicality of these constructions.

### 1.4.2 Impact

VDFs had a significant theoretical and practical impact. Multiple blockchains such as Chia ${ }^{16}$, Filecoin ${ }^{17}$, and Solana ${ }^{18}$ use variants of VDFs in their ecological consensus systems. Furthermore, Ethereum is planning to use a VDF based on incrementally verifiable computation and a delay function that is nearly identical to the construction in our paper[KMT22]. There has also been significant academic interest in VDFs. Pietrzak[Pie19a] and Wesolowski [Wes19] gave elegant direct VDF constructions in groups of unknown order. De Feo, Masson, Petit, and Sanso[De +19 ] gave a VDF construction that does not require a proof using isogenies. VDFs have also been used to show complexity theoretic connections between unique games (PPAD hardness) and repeated squaring[Cho+19; Eph+20b; LV20]. Further, they have been used to achieve dynamic availability for proof-of-stake and proof-of-space protocols[DKT21]. Dynamic availability is the ability for honest nodes to sync with the current state after being offline without additional trust assumptions.

### 1.5 ProtoStar: Proofs for VDFs and Succinct Blockchains

Verifiable Delay Functions can be built by taking a sequential computation, e.g. chaining of hashes, and using a SNARK to prove that the computation was executed correctly. This construction has several disadvantages. Firstly, the SNARK can only be constructed after the computation is done. Also computing the SNARK, tends to be many orders of magnitude more expensive than performing the underlying computation. This means that an adversary can learn the output of the VDF, long before an honest party is able to construct a convincing proof of the VDFs correctness. Secondly, this construction is incompatible with continuous VDFs[Eph+20a]. In continuous VDFs, the delay function can always be evaluated for one more step, and at every point, the output can be efficiently verified. Using a SNARK to achieve the verifiability property of a continuous VDF would imply that the entire SNARK needs to be recomputed at every step. Fortunately, we describe another VDF construction in Chapter 4 that does not suffer from these drawbacks. It is built on Incrementally Verifiable Computation(IVC)[Val08]. IVC enables proving that a $t$-step computation was performed correctly, with two important properties: Checking the proof takes at most polylog(t) time and given the state of the computation and a proof for the first $t$ steps, any prover can continue the computation and efficiently update the proof. Beyond it's application to VDFs, IVC has many more applications to Blockchains and beyond:

Succinct Blockchains IVC can be used to build blockchain protocols such that new nodes, or nodes that were offline, only need to download and check a constant amount of data. The idea is
that along with every transaction block, block producers construct an IVC proof that the entire blockchain, including the consensus and all transactions, up to that point was valid. Nodes then download the state or a succinct commitment to the state along with the IVC proof and are convinced that the blockchain contains only valid transactions and that the consensus is correct. This is particularly useful in the sleepy model of consensus[PS17] that allows honest nodes to go offline for long periods of time. This vision of succinct blockchains has been realized in the Mina Blockchain system[Bon+20b], that utilizes a precursor of ProtoStar[BGH19; Bün+20].

Rollups IVC can be used to compress the verification of multiple blocks in a Blockchain. However, it can also be used to compress the verification of many transactions within a block. This can be used to build rollups as described in Section 1.3 or simply to speed up the verifications of blocks. One interesting property of IVC and its generalization, Proof Carrying Data[Bit+13a], is that they enable multiple distributed provers to construct a single proof together. This would allow multiple rollup servers to construct rollup proofs for a distinct set of transactions and then generate a single proof for the entire rollup block. Each prover's proving work is only proportional to the number of transactions in their set.

Proofs of VMs More generally, IVC can be used to prove the correct execution of a $t$-step virtual machine. This machine could be the Ethereum Virtual Machine (EVM) or a more classic architecture such as web assembly. Such proofs, again, have the ability to outsource verification. Such VMs consist of a control unit, that indicates what instruction to execute, an logical unit that executes the specific instructions, and a memory unit that stores the VMs state. ProtoStar is designed to efficiently support these units with minimal overhead. In systems such as ProtoStar, the verification is naively as expensive as a single step of the VM. However, ProtoStar could be combined with SNARKs, such as HyperPlonk, in order to compress even that final verification step.

### 1.5.1 Efficient and Flexible IVC from accumulation

IVC is clearly a very powerful primitive with a myriad of applications. However, until recently, constructing IVC was very expensive, as it relied on so-called recursive SNARKs. The idea is to take a SNARK and prove that a step of computation was executed correctly. Then construct a second SNARK that proves the next step of the computation and proofs that the previous SNARK was correct. This continues for perpetuity. Implementing this recursive step introduced a significant overhead that limited the practicality of these systems[Ben+14b]. Recently, starting with the breakthrough of Halo[BGH19], which is built on the batch-verification of Bulletproofs (see Section 3.3.8), a series of papers[Bün+20; Bün+21a; KST22; KS22; KS23] have started to remove these practical limitations. The key insight is that it is unnecessary to prove that the entire SNARK was correct. Instead, we can batch or accumulate the verification checks and only prove that this accumulation
was performed correctly. This has led to IVC constructions with significantly improved practical efficiency and additional greatly reduced the cryptographic requirements for constructing IVC. It is now possible to construct IVC without a trusted setup, simply from the discrete logarithm assumption, without the need for FFTs[Bün+21a]. In Chapter 5 we introduce ProtoStar, a new accumulation-based IVC scheme that advances the state of the art in several significant dimensions.

General Recipe ProtoStar is built on a general recipe for constructing such accumulation schemes that unifies the previous, seemingly ad-hoc constructions. We show that it is possible to build secure and efficient accumulation schemes from very simple building blocks, namely any special-sound protocol with an algebraic verifier.

High degree circuits Unlike prior work, which was only able to handle addition and multiplication gates, ProtoStar is able to handle computations that are of high degree. Both the recursive circuit and the provers work have only a minimal dependence on the degree of the gate. This makes ProtoStar significantly more expressive and suitable for complex statements, such as virtual machine computations.

Lookup Gates ProtoStar is able to handle lookup gates, i.e. checking that some value is in some pre-computed table, such that the provers work is linear in the number of lookups and independent of the table size. This is the most efficient lookup argument of any proof system (IVC or SNARK) to date.

Non-uniform IVC ProtoStar natively and efficiently supports non-uniform circuits. That is, each computation step can execute one of a fixed number of circuits. This efficiently implements the control unit of a virtual machine. The prover's cost is only linear in the executed circuit, not all circuits.
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## Chapter 2

## Bulletproofs: Privacy through Zero-Knowledge

### 2.1 Introduction

Blockchain-based cryptocurrencies enable peer-to-peer electronic transfer of value by maintaining a global distributed but synchronized ledger, the blockchain. Any independent observer can verify both the current state of the blockchain as well as the validity of all transactions on the ledger. In Bitcoin, this innovation requires that all details of a transaction are public: the sender, the receiver, and the amount transferred. In general, we separate privacy for payments into two properties: (1) anonymity, hiding the identities of sender and receiver in a transaction and (2) confidentiality, hiding the amount transferred. While Bitcoin provides some weak anonymity through the unlinkability of Bitcoin addresses to real world identities, it lacks any confidentiality. This is a serious limitation for Bitcoin and could be prohibitive for many use cases. Would employees want to receive their salaries in bitcoin if it meant that their salaries were published on the public blockchain?

To address the confidentiality of transaction amounts, Maxwell [Max16] introduced confidential transactions (CT), in which every transaction amount involved is hidden from public view using a commitment to the amount. This approach seems to prevent public validation of the blockchain; an observer can no longer check that the sum of transaction inputs is greater than the sum of transaction outputs, and that all transaction values are positive. This can be addressed by including in every transaction a zero-knowledge proof of validity of the confidential transaction.

Current proposals for CT zero-knowledge proofs [Poe+19] have either been prohibitively large or required a trusted setup. Neither is desirable. While one could use succinct zero-knowledge proofs (SNARKs) [Ben +13 ; Gen +13$]$ they require a trusted setup, which means that everyone needs to trust that the setup was performed correctly. One could avoid trusted setup by using
a STARK [Ben+19a], but the resulting range proofs while asymptotically efficient are practically larger than even the currently proposed solutions.

Short non-interactive zero-knowledge proofs without a trusted setup, as described in this paper, have many applications in the realm of cryptocurrencies. In any distributed system where proofs are transmitted over a network or stored for a long time, short proofs reduce overall cost.

### 2.1.1 Our Contributions

We present Bulletproofs, a new zero-knowledge argument of knowledge ${ }^{1}$ system, to prove that a secret committed value lies in a given interval. Bulletproofs do not require a trusted setup. They rely only on the discrete logarithm assumption, and are made non-interactive using the Fiat-Shamir heuristic.

Bulletproofs builds on the techniques of Bootle et al. [Boo+16], which yield communicationefficient zero-knowledge proofs. We present a replacement for their inner-product argument that reduces overall communication by a factor of 3 . We make Bulletproofs suitable for proving statements on committed values. Examples include a range proof, a verifiable shuffle, and other applications discussed below. We note that a range proof using the protocol of $[\mathrm{Boo}+16]$ would have required implementing the commitment opening algorithm as part of the verification circuit, which we are able to eliminate.

Distributed Bulletproofs generation. We show that Bulletproofs support a simple and efficient multi-party computation (MPC) protocol that allows multiple parties with secret committed values to jointly generate a single small range proof for all their values, without revealing their secret values to each other. One version of our MPC protocol is constant-round but with linear communication. Another variant requires only logarithmic communication, but uses a logarithmic number of rounds. When a confidential transaction has inputs from multiple parties (as in the case of CoinJoin), this MPC protocol can be used to aggregate all the proofs needed to construct the transaction into a single short proof.

Proofs for arithmetic circuits. While we focus on confidential transactions (CT), where our work translates to significant practical savings, we stress that the improvements are not limited to CT. We present Bulletproofs for general NP languages. The proof size is logarithmic in the number of multiplication gates in the arithmetic circuit for verifying a witness. The proofs are much shorter than $[\mathrm{Boo}+16]$ and allow inputs to be Pedersen commitments to elements of the witness. We also give a proof system for R1CS that allows proving statements about a committed vector of values.

Optimizations and evaluation. We provide a complete implementation of Bulletproofs that includes many further optimizations described in Section 2.7. For example, we show how to batch the verification of multiple Bulletproofs so that the cost of verifying every additional proof is significantly

[^3]reduced. We also provide efficiency comparisons with the range proofs currently used for confidential transactions [Max16; ano] and with other proof systems. Our implementation includes a general tool for constructing Bulletproofs for any NP language. The tool reads in arithmetic circuits in the Pinocchio [Par+13] format which lets users use their toolchain. This toolchain includes a compiler from C to the circuit format. We expect this to be of great use to implementers who want to use Bulletproofs.

### 2.1.2 Applications

We first discuss several applications for Bulletproofs along with related work specific to these applications. Additional related work is discussed in Section 2.1.3.

## Confidential Transactions and Mimblewimble

Bitcoin and other similar cryptocurrencies use a transaction-output-based system where each transaction fully spends the outputs of previously unspent transactions. These unspent transaction outputs are called UTXOs. Bitcoin allows a single UTXO to be spent to many distinct outputs, each associated with a different address. To spend a UTXO a user must provide a signature, or more precisely a scriptSig, that enables the transaction SCRIPT to evaluate to true [Bon+15]. Apart from the validity of the scriptSig, miners verify that the transaction spends previously unspent outputs, and that the sum of the inputs is greater than the sum of the outputs.

Maxwell [Max16] introduced the notion of a confidential transaction, where the input and output amounts in a transaction are hidden in Pedersen commitments [Ped92]. To enable public validation, the transaction contains a zero-knowledge proof that the sum of the committed inputs is greater than the sum of the committed outputs, and that all the outputs are positive, namely they lie in the interval $\left[0,2^{n}\right]$, where $2^{n}$ is much smaller than the group size. All current implementations of confidential transactions [Max16; MP15; Poe+19; NM+16] use range proofs over committed values, where the proof size is linear in $n$. These range proofs are the main contributor to the size of a confidential transaction. In current implementations[Max16], a confidential transaction with only two outputs and 32 bits of precision is 5.4 KB bytes, of which 5 KB are allocated to the range proof. Even with recent optimizations the range proofs would still take up 3.8 KB.

We show in Section 2.7 that Bulletproofs greatly improve on this, even for a single range proof while simultaneously doubling the range proof precision at marginal additional cost ( 64 bytes). The logarithmic proof size additionally enables the prover to aggregate multiple range proofs, e.g. for transactions with multiple outputs, into a single short proof. With Bulletproofs, $m$ range proofs are merely $O(\log (m))$ additional group elements over a single range proof. This is already useful for confidential transactions in their current form as most Bitcoin transactions have two or more outputs. It also presents an intriguing opportunity to aggregate multiple range proofs from different parties into one proof, as would be needed, for example, in a CoinJoin transaction [Max13]. In

Section 2.4.5, we present a simple and efficient MPC protocol that allows multiple users to generate a single transaction with a single aggregate range proof. The users do not have to reveal their secret transaction values to any of the other participants.

Confidential transaction implementations are available in side-chains[Poe+19], private blockchains[And17], and in the popular privacy-focused cryptocurrency Monero [NM+16]. All these implementations would have subsequently switched to using Bulletproofs. In Monero this led to a $97 \%$ reduction in transaction fees ${ }^{2}$.

Mimblewimble. Recently an improvement was proposed to confidential transactions, called Mimblewimble [Jed16; ano], which provides further savings.

Jedusor [Jed16] realized that a Pedersen commitment to 0 can be viewed as an ECDSA public key, and that for a valid confidential transaction the difference between outputs, inputs, and transaction fees must be 0. A prover constructing a confidential transaction can therefore sign the transaction with the difference of the outputs and inputs as the public key. This small change removes the need for a scriptSig which greatly simplifies the structure of confidential transactions. Poelstra [ano] further refined and improved Mimblewimble and showed that these improvements enable a greatly simplified blockchain in which all spent transactions can be pruned and new nodes can efficiently validate the entire blockchain without downloading any old and spent transactions. Along with further optimizations, this results in a highly compressed blockchain. It consists only of a small subset of the block-headers as well as the remaining unspent transaction outputs and the accompanying range proofs plus an un-prunable 32 bytes per transaction. Mimblewimble also allows transactions to be aggregated before sending them to the blockchain.

A Mimblewimble blockchain grows with the size of the UTXO set. Using Bulletproofs, it would only grow with the number of transactions that have unspent outputs, which is much smaller than the size of the UTXO set. Overall, Bulletproofs can not only act as a drop-in replacement for the range proofs in confidential transactions, but it can also help make Mimblewimble a practical scheme with a blockchain that is significantly smaller than the current Bitcoin blockchain. Subsequent, to the initial publication of Bulletproofs both public Mimblewimble implementations, Grin and Beam, adopted Bulletproof's range proofs.

## Provisions

Dagher et al. [Dag+15] introduced the Provisions protocol which allows Bitcoin exchanges to prove that they are solvent without revealing any additional information. The protocol crucially relies on range proofs to prevent an exchange from inserting fake accounts with negative balances. These range proofs, which take up over 13 GB , are the main contributors to the proof sizes of almost 18 GB for a large exchange with 2 million customers. The proof size is in fact linear in the number of customers. Since in this protocol, one party (the exchange) has to construct many range proofs at

[^4]once, the general Bulletproofs protocol from Section 2.4.3 is a natural replacement for the NIZK proof used in Provisions. With the proof size listed in Section 2.7, we obtain that the range proofs would take up less than 2 KB with our protocol. Additionally, the other parts of the proof could be similarly compressed using the protocol from Section 2.5. The proof would then be dominated by one commitment per customer, with size 62 MB . This is roughly 300 times smaller then the current implementation of Provisions.

## Verifiable shuffles

Consider two lists of committed values $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$. The goal is to prove that the second list is a permutation of the first. This problem is called a verifiable shuffle. It has many applications in voting [Fur+03; Nef01], mix-nets [Cha82], and solvency proofs [Dag+15]. Neff [Nef01] gave a practical implementation of a verifiable shuffle and later work improved on it [Gro10a; GI08]. Currently the most efficient shuffle [BG12] has size $O(\sqrt{n})$.

Bulletproofs can be used to create a verifiable shuffle of size $O(\log n)$. The two lists of commitments are given as inputs to the circuit protocol from Section 2.5. The circuit can implement a shuffle by sorting the two lists and then checking that they are equal. A sorting circuit can be implemented using $O(n \cdot \log (n))$ multiplications which means that the proof size will be only $O(\log (n))$. This is much smaller than previously proposed protocols. Given the concrete efficiency of Bulletproofs, a verifiable shuffle using Bulletproofs would be very efficient in practice. Constructing the proof and verifying it takes linear time in $n$.

## NIZK Proofs for Smart Contracts

The Ethereum [Woo14] system uses highly expressive smart contracts to enable complex transactions. Smart contracts, like any other blockchain transaction, are public and provide no inherent privacy. To bring privacy to smart contracts, non-interactive zero-knowledge (NIZK) proofs have been proposed as a tool to enable complex smart contracts that do not leak the user inputs [Kos+16; MSH17; Cam+17]. However, these protocols are limited as the NIZK proof itself is not suitable for verification by a smart contract. The reason is that communication over the blockchain with a smart contract is expensive, and the smart contract's own computational power is highly limited. SNARKs, which have succinct proofs and efficient verifiers, seem like a natural choice, but current practical SNARKs [Ben +13$]$ require a complex trusted setup. The resulting common reference strings (CRS) are long, specific to each application, and possess trapdoors. In Hawk [Kos+16], for instance, a different CRS is needed for each smart contract, and either a trusted party is needed to generate it, or an expensive multi-party computation is needed to distribute the trust among a few parties. On the other hand, for small applications like boardroom voting, one can use classical sigma protocols [MSH17], but the proof-sizes and expensive verification costs are prohibitive for more complicated applications. Recently, Campanelli et al. [Cam+17] showed how to securely perform zero-knowledge
contingent payments (ZKCPs) in Bitcoin, while attacking and fixing a previously proposed protocol [Max]. ZKCPs enable the trustless, atomic and efficient exchange of a cryptocurrency vs. some digital good. While ZKCPs support a wide area of applications they fundamentally work for only a single designated verifier and do not allow for public verification. For some smart contracts that have more than two users, public verification is often crucial. In an auction, for example, all bidders need to be convinced that all bids are well formed.

Bulletproofs improves on this by enabling small proofs that do not require a trusted setup. The Bulletproofs verifier is not cheap, but there are multiple ways to work around this. First, a smart contract may act optimistically and only verify a proof if some party challenges its validity. Incentives can be used to ensure that rational parties never create an incorrect proof nor challenge a correct proof. This can be further improved by using an interactive referee delegation model [CRR11], previously proposed for other blockchain applications [BGB17; TR]. In this model, the prover provides a proof along with a succinct commitment to the verifier's execution trace. A challenger that disagrees with the computation also commits to his computation trace and the two parties engage in an interactive binary search to find the first point of divergence in the computation. The smart contract can then execute this single computation step and punish the party which provided a faulty execution trace. The intriguing property of this protocol is that even when a proof is challenged, the smart contract only needs to verify a single computation step, i.e. a single gate of the verification circuit. In combination with small Bulletproofs, this can enable more complex but privacy preserving smart contracts. Like in other applications, these NIZK proofs would benefit from the MPC protocol that we present in Section 2.4.5 to generate Bulletproofs distributively. Consider an auction smart contract where bidders in the first round submit commitments to bids and in the second round open them. A NIZK can be used to prove properties about the bids, e.g. they are in some range, without revealing them. Using Bulletproofs' MPC multiple bidders can combine their Bulletproofs into a single proof. Furthermore, the proof will hide which bidder submitted which bid.

## Short Non-Interactive Proofs for Arithmetic Circuits without a Trusted Setup

Non-interactive zero-knowledge protocols for general statements are not possible without using a common reference string, which should be known by both the prover and the verifier. Many efficient non-interactive zero-knowledge proofs and arguments for arithmetic circuit satisfiability have been developed [Mic94; KP98; GS08; Gen +13 ; Ben +13 ; Ben+18b], and highly efficient protocols are known. However, aside from their performance, these protocols differ in the complexity of their common reference strings. Some, such as those in[Ben+13], are highly structured, and sometimes feature a trapdoor, while some are simply chosen uniformly at random. Security proofs assume that the common reference string was honestly generated. In practice, the common reference string can be generated by a trusted third party, or using a secure multi-party computation protocol. The latter helps to alleviate concerns about embedded trapdoors, as with the trusted setup ceremony
used to generate the public parameters for [Ben+14a].
Zero-knowledge SNARKs have been the subject of extensive research [Gro10b; Bit+12a; Gen+13; Bit +13 a ; Par +13 ; Ben +13 ; Gro16]. They generate constant-sized proofs for any statement, and have extremely fast verification time. However, they have highly complex common reference strings which require lengthy and computationally intensive protocols [BGG19] to generate distributively. They also rely on strong unfalsifiable assumptions such as the knowledge-of-exponent assumption.

A uniformly-random common reference string, on the other hand, can be derived from common random strings, like the digits of $\pi$ or by assuming that hash functions behave like a random oracle. Examples of non-interactive protocols that do not require a trusted setup include [Mic94; Boo+16; Boo+17; Ben+17a; Ben+18b].

Ben-Sasson et al. present a proof system [Ben $+17 \mathrm{~b}]$ and implementation [Ben+17a] called Scalable Computational Integrity (SCI). While SCI has a simple setup, and relies only on collisionresistant hash functions, the system is not zero-knowledge and still experiences worse performance than $[\operatorname{Ben}+13 ;$ Boo +16$]$. The proof sizes are roughly 42 MB large in practice for a reasonable circuit. In subsequent work Ben-Sasson et al. presented STARKs [Ben $+18 \mathrm{~b}]$, which are zero-knowledge and more efficient than SCI. However even with these improvements the proof size is still over 200 KB (and grows logarithmically) at only 60 -bit security for a circuit of size $2^{17}$. A Bulletproof for such a circuit at twice the security would be only about 1 KB . Constructing STARKs is also costly in terms of memory requirements because of the large FFT that is required to make proving efficient.

Ames et al. [Ame +17$]$ presented a proof system with linear verification time but only square root proof size building on the MPC in the head technique. Wahby [Wah+18] recently present a cryptographic zero-knowledge proof system which achieves square root verifier complexity and proof size based on the proofs for muggles [GKR08] techniques in combination with a sub-linear polynomial commitment scheme.

### 2.1.3 Additional Related Work

Much of the research related to electronic payments that predates Bitcoin [Nak08] focused on efficient anonymous and confidential payments [CHL05; Cha82]. With the advent of blockchain-based cryptocurrencies, the question of privacy and confidentiality in transactions has gained a new relevance. While the original Bitcoin paper [Nak08] claimed that Bitcoin would provide anonymity through pseudonymous addresses early work on Bitcoin showed that the anonymity is limited $[\mathrm{Mei}+13$; And+13]. Given these limitations, various methods have been proposed to help improve the privacy of Bitcoin transactions. CoinJoin [Max13], proposed by Maxwell, allows users to hide information about the amounts of transactions by merging two or more transactions. This ensures that among the participants who join their transactions, it is impossible to tell which transaction inputs correspond to which transaction outputs. However, users do require some way of searching for other users, and furthermore, should be able to do so without relying on a trusted third party.

ESORICS:RufMorKat14 [RMK14] tried to fulfill this requirement by taking developing the ideas of CoinJoin and proposing a new Bitcoin mixing protocol which is completely decentralized. Monero [Mon] is a cryptocurrency which employs cryptographic techniques to achieve strong privacy guarantees. These include stealth addresses, ring-signatures [Sab13], and ring confidential transactions $[\mathrm{NM}+16]$. ZeroCash [Ben+14a] offers optimal privacy guarantees but comes at the cost of expensive transaction generation and the requirement of a trusted setup.

Range proofs. Range proofs are proofs that a secret value, which has been encrypted or committed to, lies in a certain interval. Range proofs do not leak any information about the secret value, other than the fact that they lie in the interval. Lipmaa [Lip03] presents a range proof which uses integer commitments, and Lagrange's four-square theorem which states that every positive integer $y$ can be expressed as a sum of four squares. Groth [Gro05] notes that the argument can be optimized by considering $4 y+1$, since integers of this form only require three squares. The arguments require only a constant number of commitments. However, each commitment is large, as the security of the argument relies on the Strong RSA assumption. Additionally, a trusted setup is required to generate the RSA modulus or a prohibitively large modulus needs to be used [San99]. Camenisch et al. [CCs08] use a different approach. The verifier provides signatures on a small set of digits. The prover commits to the digits of the secret value, and then proves in zero-knowledge that the value matches the digits, and that each commitment corresponds to one of the signatures. They show that their scheme can be instantiated securely using both RSA accumulators [Bd94] and the Boneh-Boyen signature scheme [BB04]. However, these range proofs require a trusted setup. Approaches based on the $n$-ary digits of the secret value are limited to proving that the secret value is in an interval of the form $\left[0, n^{k}-1\right]$. One can produce range proofs for more general intervals by using homomorphic commitments to translate intervals, and by using a combination of two different range proofs to conduct range proofs for intervals of different widths. However, [CLs10] presented an alternative digital decomposition which enables an interval of general width to be handled using a single range proof.

### 2.2 Preliminaries

Before we present Bulletproofs, we first review some of the underlying tools. In what follows, a PPT adversary $\mathcal{A}$ is a probabilistic interactive Turing Machine that runs in polynomial time in the security parameter $\lambda$. We will drop the security parameter $\lambda$ from the notation when it is implicit.

### 2.2.1 Assumptions

Definition 2.1 (Discrete Log Relation). For all PPT adversaries $\mathcal{A}$ and for all $n \geq 2$ there exists a negligible function $\mu(\lambda)$ such that

$$
P\left[\begin{array}{l}
(\mathbb{G},+)=\operatorname{Setup}\left(1^{\lambda}\right), G_{1}, \ldots, G_{n} \leftarrow \mathbb{G} ; \\
a_{1}, \ldots, a_{n} \in \mathbb{Z}_{p} \leftarrow \mathcal{A}\left(\mathbb{G}, G_{1}, \ldots, G_{n}\right)
\end{array}: \exists a_{i} \neq 0 \wedge \prod_{i=1}^{n} a_{i} \cdot G_{i}=\mathbf{0}_{\mathbb{G}} \in \mathbb{G}\right] \leq \mu(\lambda)
$$

We say $\sum_{i=1}^{n} a_{i} \cdot G_{i}=\mathbf{0}_{\mathbb{G}}$ is a non trivial discrete $\log$ relation between $g_{1}, \ldots, g_{n}$. The Discrete Log Relation assumption states that an adversary can't find a non-trivial relation between randomly chosen group elements. For $n \geq 1$ this assumption is equivalent to the discrete-log assumption.

### 2.2.2 Commitments

Definition 2.2 (Commitment). A non-interactive commitment scheme consists of a pair of probabilistic polynomial time algorithms (Setup, Commit). The setup algorithm $\mathrm{p} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right)$ generates public parameters p for the scheme, for security parameter $\lambda$. The commitment algorithm Commit ${ }_{\mathrm{p}}$ defines a function $\mathcal{M} \times \mathcal{R} \rightarrow \mathcal{C}$ for message space $\mathcal{M}$, randomness space $\mathcal{R}$ and commitment space $\mathcal{C}$ determined by p . For a message $x \in \mathcal{M}$, the algorithm draws $r \leftarrow \$ \mathcal{R}$ uniformly at random, and computes commitment $\mathbf{c o m}=\operatorname{Commit}_{\mathrm{p}}(x ; r)$.

For ease of notation we write Commit $=$ Commit $_{\mathrm{p}}$.
Definition 2.3 (Homomorphic Commitments). A homomorphic commitment scheme is a noninteractive commitment scheme such that $\mathcal{M}, \mathcal{R}$ and $\mathcal{C}$ are all abelian groups, and for all $x_{1}, x_{2} \in \mathcal{M}$, $r_{1}, r_{2} \in \mathcal{R}$, we have

$$
\operatorname{Commit}\left(x_{1} ; r_{1}\right)+\operatorname{Commit}\left(x_{2} ; r_{2}\right)=\operatorname{Commit}\left(x_{1}+x_{2} ; r_{1}+r_{2}\right)
$$

Definition 2.4 (Hiding Commitment). A commitment scheme is said to be hiding if for all PPT adversaries $\mathcal{A}$ there exists a negligible function $\mu(\lambda)$ such that.

$$
\left.\mathrm{P}\left[b=b^{\prime} \left\lvert\, \begin{array}{l}
\mathrm{p} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) ; \\
\left(x_{0}, x_{1}\right) \in \mathcal{M}^{2} \leftarrow \mathcal{A}(\mathrm{p}), b \leftarrow \$\{0,1\}, r \leftarrow \$ \mathcal{R}, \\
\operatorname{com}=\operatorname{Commit}\left(x_{b} ; r\right), b^{\prime} \leftarrow \mathcal{A}(\mathrm{p}, \text { com })
\end{array}\right.\right]-\frac{1}{2} \right\rvert\, \leq \mu(\lambda)
$$

where the probability is over $b, r$, Setup and $\mathcal{A}$. If $\mu(\lambda)=0$ then we say the scheme is perfectly hiding.

Definition 2.5 (Binding Commitment). A commitment scheme is said to be binding if for all PPT
adversaries $\mathcal{A}$ there exists a negligible function $\mu$ such that.

$$
\mathrm{P}\left[\operatorname{Commit}\left(x_{0} ; r_{0}\right)=\operatorname{Commit}\left(x_{1} ; r_{1}\right) \wedge x_{0} \neq x_{1} \left\lvert\, \begin{array}{l}
\mathrm{p} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right), \\
x_{0}, x_{1}, r_{0}, r_{1} \leftarrow \mathcal{A}(\mathrm{p})
\end{array}\right.\right] \leq \mu(\lambda)
$$

where the probability is over Setup and $\mathcal{A}$. If $\mu(\lambda)=0$ then we say the scheme is perfectly binding.

In what follows, the order $p$ of the groups used is implicitly dependent on the security parameter $\lambda$ to ensure that discrete $\log$ in these groups is intractable for PPT adversaries.

Definition 2.6 (Pedersen Commitment). $\mathcal{M}, \mathcal{R}=\mathbb{Z}_{p}, \mathcal{C}=(\mathbb{G},+)$ of order $p$.
Setup : $G, H \leftarrow \mathbb{G}$
$\operatorname{Commit}(x ; r)=(x \cdot G+r \cdot H)$
Definition 2.7 (Pedersen Vector Commitment). $\mathcal{M}=\mathbb{Z}_{p}^{n}, \mathcal{R}=\mathbb{Z}_{p}, \mathcal{C}=(\mathbb{G},+)$ with $\mathbb{G}$ of order $p$
Setup : $\mathbf{G}=\left(G_{1}, \ldots, G_{n}\right), H \leftarrow \mathbb{G}$
$\operatorname{Commit}\left(\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) ; r\right)=r \cdot H+\langle\mathbf{x}, \mathbf{G}\rangle=r \cdot H+\sum_{i} x_{i} \cdot G_{i} \in \mathbb{G}$
The Pedersen vector commitment is perfectly hiding and computationally binding under the discrete logarithm assumption. We will often set $r=0$, in which case the commitment is binding but not hiding.

### 2.2.3 Zero-Knowledge Arguments of Knowledge

Bulletproofs are zero-knowledge arguments of knowledge. A zero-knowledge proof of knowledge is a protocol in which a prover can convince a verifier that some statement holds without revealing any information about why it holds. A prover can for example convince a verifier that a confidential transaction is valid without revealing why that is the case, i.e. without leaking the transacted values. An argument is a proof which holds only if the prover is computationally bounded and certain computational hardness assumptions hold. We now give formal definitions.

We will consider arguments consisting of three interactive algorithms (Setup, P, V), all running in probabilistic polynomial time. These are the common reference string generator Setup, the prover P , and the verifier V . On input $1^{\lambda}$, algorithm Setup produces a common reference string $\sigma$. The transcript produced by P and V when interacting on inputs $s$ and $t$ is denoted by $\operatorname{tr} \leftarrow\langle\mathrm{P}(s), \mathrm{V}(t)\rangle$. We write $\langle\mathrm{P}(s), \mathrm{V}(t)\rangle=b$ depending on whether the verifier rejects, $b=0$, or accepts, $b=1$.

Let $\mathcal{R} \subset\{0,1\}^{*} \times\{0,1\}^{*} \times\{0,1\}^{*}$ be a polynomial-time-decidable ternary relation. Given $\sigma$, we call $w$ a witness for a statement $u$ if $(\sigma, u, w) \in \mathcal{R}$, and define the CRS-dependent language

$$
\mathcal{L}_{\sigma}=\{x \mid \exists w:(\sigma, x, w) \in \mathcal{R}\}
$$

as the set of statements $x$ that have a witness $w$ in the relation $\mathcal{R}$.

Definition 2.8 (Argument of Knowledge). The triple (Setup, P, V) is called an argument of knowledge for relation $\mathcal{R}$ if it satisfies the following two definitions.

Definition 2.9 (Perfect completeness). (Setup, P, V) has perfect completeness if for all non-uniform polynomial time adversaries $\mathcal{A}$

$$
\mathrm{P}\left[\begin{array}{l|l}
(\sigma, u, w) \notin \mathcal{R} \text { or }\langle\mathrm{P}(\sigma, u, w), \mathrm{V}(\sigma, u)\rangle=1 & \sigma \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
(u, w) \leftarrow \mathcal{A}(\sigma)
\end{array}\right]=1
$$

Definition 2.10 (Computational Witness-Extended Emulation). (Setup, P, V) has witness-extended emulation if for all deterministic polynomial time $\mathrm{P}^{*}$ there exists an expected polynomial time emulator Ext such that for all pairs of interactive adversaries $\mathcal{A}_{1}, \mathcal{A}_{2}$ there exists a negligible function $\mu(\lambda)$ such that

$$
\left\lvert\, \begin{aligned}
& \mathrm{P}\left[\begin{array}{l|l}
\left.\mathcal{A}_{1}(\operatorname{tr})=1 \left\lvert\, \begin{array}{l}
\sigma \leftarrow \operatorname{Setup}\left(1^{\lambda}\right),(u, s) \leftarrow \mathcal{A}_{2}(\sigma), \\
\operatorname{tr} \leftarrow\left\langle\mathrm{P}^{*}(\sigma, u, s), \mathrm{V}(\sigma, u)\right\rangle
\end{array}\right.\right]- \\
\mathrm{P}\left[\begin{array}{l|l}
\mathcal{A}_{1}(t r)=1 \\
\wedge(t r \text { is accepting } \Longrightarrow(\sigma, u, w) \in \mathcal{R}) & \left.\begin{array}{l}
\sigma \leftarrow \operatorname{Setup}\left(1^{\lambda}\right), \\
(u, s) \leftarrow \mathcal{A}_{2}(\sigma), \\
(t r, w) \leftarrow \operatorname{Ext}^{\mathcal{O}}(\sigma, u)
\end{array}\right]
\end{array}\right] \leq \mu(\lambda)
\end{array}\right.
\end{aligned}\right.
$$

where the oracle is given by $\mathcal{O}=\left\langle\mathrm{P}^{*}(\sigma, u, s), \mathrm{V}(\sigma, u)\right\rangle$, and permits rewinding to a specific point and resuming with fresh randomness for the verifier from this point onwards. We can also define computational witness-extended emulation by restricting to non-uniform polynomial time adversaries $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$.

We use witness-extended emulation to define knowledge-soundness as used for example in $[\mathrm{Boo}+16]$ and defined in [GI08; Lin03]. Informally, whenever an adversary produces an argument which satisfies the verifier with some probability, then there exists an emulator producing an identically distributed argument with the same probability, but also a witness. The value $s$ can be considered to be the internal state of $\mathrm{P}^{*}$, including randomness. The emulator is permitted to rewind the interaction between the prover and verifier to any move, and resume with the same internal state for the prover, but with fresh randomness for the verifier. Whenever $\mathrm{P}^{*}$ makes a convincing argument when in state $s$, Ext can extract a witness, and therefore, we have an argument of knowledge of $w$ such that $(\sigma, u, w) \in \mathcal{R}$.

Definition 2.11 (Public Coin). An argument of knowledge (Setup, P, V) is called public coin if all messages sent from the verifier to the prover are chosen uniformly at random and independently of the prover's messages, i.e., the challenges correspond to the verifier's randomness $\rho$.

An argument of knowledge is zero knowledge if it does not leak information about $w$ apart from
what can be deduced from the fact that $(\sigma, x, w) \in \mathcal{R}$. We will present arguments of knowledge that have special honest-verifier zero-knowledge. This means that given the verifier's challenge values, it is possible to efficiently simulate the entire argument without knowing the witness.

Definition 2.12 (Perfect Special Honest-Verifier Zero-Knowledge). A public coin argument of knowledge (Setup, $\mathrm{P}, \mathrm{V}$ ) is a perfect special honest verifier zero-knowledge (SHVZK) argument of knowledge for $\mathcal{R}$ if there exists a probabilistic polynomial time simulator $\operatorname{Sim}$ such that for all pairs of interactive adversaries $\mathcal{A}_{1}, \mathcal{A}_{2}$

$$
\begin{aligned}
\operatorname{Pr}\left[\begin{array}{l|l}
(\sigma, u, w) \in \mathcal{R} \text { and } \mathcal{A}_{1}(\operatorname{tr})=1 & \begin{array}{l}
\sigma \leftarrow \operatorname{Setup}\left(1^{\lambda}\right),(u, w, \rho) \leftarrow \mathcal{A}_{2}(\sigma), \\
\operatorname{tr} \leftarrow\langle\operatorname{P}(\sigma, u, w), \mathrm{V}(\sigma, u ; \rho)\rangle
\end{array}
\end{array}\right] \\
=\operatorname{Pr}\left[\begin{array}{l|l}
(\sigma, u, w) \in \mathcal{R} \text { and } \mathcal{A}_{1}(\operatorname{tr})=1 & \begin{array}{l}
\sigma \leftarrow \operatorname{Setup}\left(1^{\lambda}\right),(u, w, \rho) \leftarrow \mathcal{A}_{2}(\sigma), \\
\operatorname{tr} \leftarrow \mathcal{S}(u, \rho)
\end{array}
\end{array}\right]
\end{aligned}
$$

where $\rho$ is the public coin randomness used by the verifier.
In this definition the adversary chooses a distribution over statements and witnesses but is still not able to distinguish between the simulated and the honestly generated transcripts for valid statements and witnesses.

We now define range proofs, which are proofs that the prover knows an opening to a commitment, such that the committed value is in a certain range. Range proofs can be used to show that an integer commitment is to a positive number or that two homomorphic commitments to elements in a field of prime order will not overflow modulo the prime when they are added together.

Definition 2.13 (Zero-Knowledge Range Proof). Given a commitment scheme (Setup, Commit) over a message space $\mathcal{M}$ which is a set with a total ordering, a Zero-Knowledge Range Proof is a SHVZK argument of knowledge for the relation $\mathcal{R}_{\text {Range }}$ :

$$
\mathcal{R}_{\text {Range }}:(\mathrm{p},(\operatorname{com}, l, r),(x, \rho)) \in \mathcal{R}_{\text {Range }} \leftrightarrow \mathbf{c o m}=\operatorname{Commit}(x ; \rho) \wedge l \leq x<r
$$

### 2.2.4 Notation

Let $\mathbb{G}$ denote a cyclic additive group of prime order $p$ and let $\mathbb{Z}_{p}$ denote the ring of integers modulo $p$. Let $\mathbb{G}^{n}$ and $\mathbb{Z}_{p}^{n}$ be vector spaces of dimension $n$ over $\mathbb{G}$ and $\mathbb{Z}_{p}$ respectively. Let $\mathbb{Z}_{p}^{\star}$ denote $\mathbb{Z}_{p} \backslash\{0\}$. Generators of $\mathbb{G}$ are denoted by $G, H, V, U \in \mathbb{G}$. Group elements are capitalized and blinding factors are denoted by Greek letters, i.e. $C=a \cdot G+\alpha H \in \mathbb{G}$ is a Pedersen commitment to $a$. If not otherwise clear from context $x, y, z \in \mathbb{Z}_{p}^{\star}$ are uniformly distributed challenges. $x \leftarrow \$ \mathbb{Z}_{p}^{\star}$ denotes the uniform sampling of an element from $\mathbb{Z}_{p}^{\star}$. Throughout the paper, we will also be using vector notations defined as follows. Bold font denotes vectors, i.e. $\mathbf{a} \in \mathbb{F}^{n}$ is a vector with elements $a_{1}, \ldots, a_{n} \in \mathbb{F}$. Capitalized bold font denotes matrices, i.e. $\mathbf{A} \in \mathbb{F}^{n \times m}$ is a matrix with $n$ rows and $m$ columns such
that $a_{i, j}$ is the element of $\mathbf{A}$ in the $i$ th row and $j$ th column. For a scalar $c \in \mathbb{Z}_{p}$ and a vector $\mathbf{a} \in \mathbb{Z}_{p}^{n}$, we denote by $\mathbf{b}=c \cdot \mathbf{a} \in \mathbb{Z}_{p}^{n}$ the vector where $b_{i}=c \cdot a_{i}$. Furthermore, let $\langle\mathbf{a}, \mathbf{b}\rangle=\sum_{i=1}^{n} a_{i} \cdot b_{i}$ denotes the inner product between two vectors $\mathbf{a}, \mathbf{b} \in \mathbb{F}^{n}$ and $\mathbf{a} \circ \mathbf{b}=\left(a_{1} \cdot b_{1}, \ldots, a_{n} \cdot b_{n}\right) \in \mathbb{F}^{n}$ the Hadamard product or entry wise multiplication of two vectors.

We also define vector polynomials $p(X)=\sum_{i=0}^{d} \mathbf{p}_{\mathbf{i}} \cdot X^{i} \in \mathbb{Z}_{p}^{n}[X]$ where each coefficient $\mathbf{p}_{\mathbf{i}}$ is a vector in $\mathbb{Z}_{p}^{n}$. The inner product between two vector polynomials $l(X), r(X)$ is defined as

$$
\begin{equation*}
\langle l(X), r(X)\rangle=\sum_{i=0}^{d} \sum_{j=0}^{i}\left\langle\mathbf{l}_{\mathbf{i}}, \mathbf{r}_{\mathbf{j}}\right\rangle \cdot X^{i+j} \in \mathbb{Z}_{p}[X] \tag{2.1}
\end{equation*}
$$

Let $t(X)=\langle\mathbf{l}(X), \mathbf{r}(X)\rangle$, then the inner product is defined such that $t(x)=\langle l(x), r(x)\rangle$ holds for all $x \in \mathbb{Z}_{p}$, i.e. evaluating the polynomials at $x$ and then taking the inner product is the same as evaluating the inner product polynomial at $x$.

For a vector $\mathbf{G}=\left(G_{1}, \ldots, G_{n}\right) \in \mathbb{G}^{n}$ and $\mathbf{a} \in \mathbb{Z}_{p}^{n}$ we write $C=\langle\mathbf{a}, \mathbf{G}\rangle=\sum_{i=1}^{n} a_{i} \cdot G_{i} \in \mathbb{G}$. This quantity is a binding (but not hiding) commitment to the vector $\mathbf{a} \in \mathbb{Z}_{p}^{n}$. Given such a commitment $C$ and a vector $\mathbf{b} \in \mathbb{Z}_{p}^{n}$ with non-zero entries, we can treat $C$ as a new commitment to $\mathbf{a} \circ \mathbf{b}$. To so do, define $G_{i}^{\prime}=\left(b_{i}^{-1}\right) \cdot G_{i}$ such that $C=\sum_{i=1}^{n}\left(a_{i} \cdot b_{i}\right) \cdot G_{i}^{\prime}$. The binding property of this new commitment is inherited from the old commitment.

Let $\mathbf{a} \| \mathbf{b}$ denote the concatenation of two vectors: if $\mathbf{a} \in \mathbb{Z}_{p}^{n}$ and $\mathbf{b} \in \mathbb{Z}_{p}^{m}$ then $\mathbf{a} \| \mathbf{b} \in \mathbb{Z}_{p}^{n+m}$. For $0 \leq \ell \leq n$, we use Python notation to denote slices of vectors:

$$
\mathbf{a}_{[: \ell]}=\left(a_{1}, \ldots, a_{\ell}\right) \in \mathbb{F}^{\ell}, \quad \mathbf{a}_{[\ell:]}=\left(a_{\ell+1}, \ldots, a_{n}\right) \in \mathbb{F}^{n-\ell}
$$

For $k \in \mathbb{Z}_{p}^{\star}$ we use $\mathbf{k}^{n}$ to denote the vector containing the first $n$ powers of $k$, i.e.

$$
\mathbf{k}^{n}=\left(1, k, k^{2}, \ldots, k^{n-1}\right) \in\left(\mathbb{Z}_{p}^{\star}\right)^{n}
$$

For example, $\mathbf{2}^{n}=\left(1,2,4, \ldots, 2^{n-1}\right)$. Equivalently $\mathbf{k}^{-n}=\left(\mathbf{k}^{-\mathbf{1}}\right)^{n}=\left(1, k^{-1}, \ldots, k^{-n+1}\right)$.
Finally, we write $\{$ (Public Input; Witness) : Relation $\}$ to denote the relation Relation using the specified Public Input and Witness.

### 2.3 Improved Inner-Product Argument

Bootle et al. [Boo +16$]$ introduced a communication efficient inner-product argument and show how it can be leveraged to construct zero-knowledge proofs for arithmetic circuit satisfiability with low communication complexity. The argument is an argument of knowledge that the prover knows the openings of two binding Pedersen vector commitments that satisfy a given inner product relation.

We reduce the communication complexity of the argument from $6 \log _{2}(n)$ in $[\mathrm{Boo}+16]$ to only
$2 \log _{2}(n)$, where $n$ is the dimension of the two vectors. We achieve this improvement by modifying the relation being proved. Our argument is sound, but is not zero-knowledge. We then show that this protocol gives a public-coin, communication efficient, zero-knowledge range proof on a set of committed values, and a zero-knowledge proof system for arbitrary arithmetic circuits (Sections 2.4 and 2.5). By applying the Fiat-Shamir heuristic we obtain short non-interactive proofs (Section 2.4.4).

Overview. The inputs to the inner-product argument are independent generators $\mathbf{G}, \mathbf{H} \in \mathbb{G}^{n}$, a scalar $c \in \mathbb{Z}_{p}$, and $P \in \mathbb{G}$. The argument lets the prover convince a verifier that the prover knows two vectors $\mathbf{a}, \mathbf{b} \in \mathbb{Z}_{p}^{n}$ such that

$$
P=\langle\mathbf{a}, \mathbf{G}\rangle+\langle\mathbf{b}, \mathbf{H}\rangle \quad \text { and } \quad c=\langle\mathbf{a}, \mathbf{b}\rangle .
$$

We refer to $P$ as a binding vector commitment to $\mathbf{a}, \mathbf{b}$. Throughout the section we assume that the dimension $n$ is a power of 2 . If need be, one can easily pad the inputs to ensure that this holds.

More precisely, the inner product argument is an efficient proof system for the following relation:

$$
\begin{equation*}
\mathcal{R}_{\mathrm{ipa}}=\left\{\left(\mathbf{G}, \mathbf{H} \in \mathbb{G}^{n}, P \in \mathbb{G}, c \in \mathbb{Z}_{p} ; \mathbf{a}, \mathbf{b} \in \mathbb{Z}_{p}^{n}\right): \quad P=\langle\mathbf{a}, \mathbf{G}\rangle+\langle\mathbf{b}, \mathbf{H}\rangle \wedge c=\langle\mathbf{a}, \mathbf{b}\rangle\right\} \tag{2.2}
\end{equation*}
$$

The simplest proof system for (2.2) is one where the prover sends the vectors $\mathbf{a}, \mathbf{b} \in \mathbb{Z}_{p}^{n}$ to the verifier. The verifier accepts if these vectors are a valid witness for (2.2). This is clearly sound, however, it requires sending $2 n$ elements to the verifier. Our goal is to send only $2 \log _{2}(n)$ elements.

We show how to do this when the inner product $c=\langle\mathbf{a}, \mathbf{b}\rangle$ is given as part of the vector commitment $P$. That is, for a given $P \in \mathbb{G}$, the prover proves that it has vectors $\mathbf{a}, \mathbf{b} \in \mathbb{Z}_{p}^{n}$ for which $P=\langle\mathbf{a}, \mathbf{G}\rangle+\langle\mathbf{b}, \mathbf{H}\rangle+\langle\mathbf{a}, \mathbf{b}\rangle \cdot U$. More precisely, we design a proof system for the relation:

$$
\begin{equation*}
\left\{\left(\mathbf{G}, \mathbf{H} \in \mathbb{G}^{n}, U, P \in \mathbb{G} ; \mathbf{a}, \mathbf{b} \in \mathbb{Z}_{p}^{n}\right): P=\langle\mathbf{a}, \mathbf{G}\rangle+\langle\mathbf{b}, \mathbf{H}\rangle+\langle\mathbf{a}, \mathbf{b}\rangle \cdot U\right\} \tag{2.3}
\end{equation*}
$$

We show in Protocol 2.1 below that a proof system for (2.3) gives a proof system for (2.2) with the same complexity. Hence, it suffices to give a proof system for (2.3).

To give some intuition for how the proof system for the relation (2.3) works let us define a hash function $H: \mathbb{Z}_{p}^{2 n+1} \rightarrow \mathbb{G}$ as follows. First, set $n^{\prime}=n / 2$ and fix generators $\mathbf{G}, \mathbf{H} \in \mathbb{G}^{n}, U \in \mathbb{G}$. Then the hash function $H$ takes as input $\mathbf{a}, \mathbf{a}^{\prime}, \mathbf{b}, \mathbf{b}^{\prime} \in \mathbb{Z}_{p}^{n^{\prime}}$ and $c \in \mathbb{Z}_{p}$, and outputs

$$
H\left(\mathbf{a}, \mathbf{a}^{\prime}, \mathbf{b}, \mathbf{b}^{\prime}, c\right)=\left\langle\mathbf{a}, \mathbf{G}_{\left[: n^{\prime}\right]}\right\rangle+\left\langle\mathbf{a}^{\prime}, \mathbf{G}_{\left[n^{\prime}:\right]}\right\rangle+\left\langle\mathbf{b}, \mathbf{H}_{\left[: n^{\prime}\right]}\right\rangle+\left\langle\mathbf{b}^{\prime}, \mathbf{H}_{\left[n^{\prime}:\right]}\right\rangle+c \cdot U \quad \in \mathbb{G} .
$$

Now, using the setup in (2.3), we can write $P$ as $P=H\left(\mathbf{a}_{\left[: n^{\prime}\right]}, \mathbf{a}_{\left[n^{\prime}:\right]}, \mathbf{b}_{\left[: n^{\prime}\right]}, \mathbf{b}_{\left[n^{\prime}:\right]},\langle\mathbf{a}, \mathbf{b}\rangle\right)$. Note that
$H$ is additively homomorphic in its inputs, i.e.

$$
H\left(\mathbf{a}_{1}, \mathbf{a}_{1}^{\prime}, \mathbf{b}_{1}, \mathbf{b}_{1}^{\prime}, c_{1}\right) \cdot H\left(\mathbf{a}_{2}, \mathbf{a}_{2}^{\prime}, \mathbf{b}_{2}, \mathbf{b}_{2}^{\prime}, c_{2}\right)=H\left(\mathbf{a}_{1}+\mathbf{a}_{2}, \mathbf{a}_{1}^{\prime}+\mathbf{a}_{2}^{\prime}, \mathbf{b}_{1}+\mathbf{b}_{2}, \mathbf{b}_{1}^{\prime}+\mathbf{b}_{2}^{\prime}, c_{1}+c_{2}\right)
$$

Consider the following protocol for the relation (2.3), where $P \in \mathbb{G}$ is given as input:

- The prover computes $L, R \in \mathbb{G}$ as follows:

$$
\left.\begin{array}{rl}
L & =H\left(\begin{array}{llll}
\mathbf{0}^{n^{\prime}}, & \mathbf{a}_{\left[: n^{\prime}\right]}, & \mathbf{b}_{\left[n^{\prime}:\right]}, & \mathbf{0}^{n^{\prime}},
\end{array} \quad\left\langle\mathbf{a}_{\left[: n^{\prime}\right]}, \mathbf{b}_{\left[n^{\prime}:\right]}\right\rangle\right) \\
R & =H\left(\mathbf{a}_{\left[n^{\prime}:\right]}, \quad \mathbf{0}^{n^{\prime}}, \quad \mathbf{0}^{n^{\prime}}, \quad \mathbf{b}_{\left[: n^{\prime}\right]},\left\langle\mathbf{a}_{\left[n^{\prime}:\right]}, \mathbf{b}_{\left[: n^{\prime}\right]}\right\rangle\right) \\
\text { and recall that } \quad P & =H\left(\mathbf{a}_{\left[: n^{\prime}\right]}, \quad \mathbf{a}_{\left[n^{\prime}:\right]}, \quad \mathbf{b}_{\left[: n^{\prime}\right]}, \quad \mathbf{b}_{\left[n^{\prime}:\right]},\right.
\end{array}\langle\mathbf{a}, \mathbf{b}\rangle\right) .
$$

It sends $L, R \in \mathbb{G}$ to the verifier.

- The verifier chooses a random $x \leftarrow \$ \mathbb{Z}_{p}$ and sends $x$ to the prover.
- The prover computes $\quad \mathbf{a}^{\prime}=x \mathbf{a}_{\left[: n^{\prime}\right]}+x^{-1} \mathbf{a}_{\left[n^{\prime}:\right]} \in \mathbb{Z}_{p}^{n^{\prime}} \quad$ and $\quad \mathbf{b}^{\prime}=x^{-1} \mathbf{b}_{\left[: n^{\prime}\right]}+x \mathbf{b}_{\left[n^{\prime}:\right]} \in \mathbb{Z}_{p}^{n^{\prime}}$ and sends $\mathbf{a}^{\prime}, \mathbf{b}^{\prime} \in \mathbb{Z}_{p}^{n^{\prime}}$ to the verifier.
- Given $\left(L, R, \mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right)$, the verifier computes $P^{\prime}=x^{2} \cdot L+P+x^{-2} \cdot R$ and outputs "accept" if

$$
\begin{equation*}
P^{\prime}=H\left(x^{-1} \mathbf{a}^{\prime}, x \mathbf{a}^{\prime}, x \mathbf{b}^{\prime}, x^{-1} \mathbf{b}^{\prime},\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle\right) \tag{2.4}
\end{equation*}
$$

It is easy to verify that a proof from an honest prover will always be accepted. Indeed, the left hand side of (2.4) is
$x^{2} \cdot L+P+x^{-2} \cdot R=H\left(\mathbf{a}_{\left[: n^{\prime}\right]}+x^{-2} \mathbf{a}_{\left[n^{\prime}:\right]}, \quad x^{2} \mathbf{a}_{\left[: n^{\prime}\right]}+\mathbf{a}_{\left[n^{\prime}:\right]}, \quad x^{2} \mathbf{b}_{\left[n^{\prime}:\right]}+\mathbf{b}_{\left[: n^{\prime}\right]}, \quad \mathbf{b}_{\left[n^{\prime}:\right]}+x^{-2} \mathbf{b}_{\left[: n^{\prime}\right]}, \quad\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle\right)$
which is the same as the right hand side of (2.4).
In this proof system, the proof sent from the prover is the four tuple ( $L, R, \mathbf{a}^{\prime}, \mathbf{b}^{\prime}$ ) and contains only $n+2$ elements. This is about half the length of the trivial proof where the prover sends the complete $\mathbf{a}, \mathbf{b} \in \mathbb{Z}_{p}^{n}$ to the verifier.

To see why this protocol is a proof system for (2.3) we show how to extract a valid witness $\mathbf{a}, \mathbf{b} \in \mathbb{Z}_{p}^{n}$ from a successful prover. After the prover sends $L, R$ we rewind the prover three times to obtain three tuples $\left(x_{i}, \mathbf{a}_{i}^{\prime}, \mathbf{b}^{\prime}{ }_{i}\right)$ for $i=1, \ldots, 3$, where each tuple satisfies (2.4), namely

$$
\begin{equation*}
L^{\left(x_{i}^{2}\right)} \cdot P \cdot R^{\left(x_{i}^{-2}\right)}=H\left(x_{i}^{-1} \mathbf{a}_{i}^{\prime}, x_{i} \mathbf{a}_{i}^{\prime}, x_{i} \mathbf{b}_{i}^{\prime}, x_{i}^{-1} \mathbf{b}_{i}^{\prime},\left\langle\mathbf{a}_{i}^{\prime}, \mathbf{b}_{i}^{\prime}\right\rangle\right) \tag{2.5}
\end{equation*}
$$

Assuming $x_{i} \neq \pm x_{j}$ for $1 \leq i<j \leq 3$, we can find $\nu_{1}, \nu_{2}, \nu_{3} \in \mathbb{Z}_{p}$ such that

$$
\sum_{i=1}^{3} x_{i}^{2} \nu_{i}=0 \quad \text { and } \quad \sum_{i=1}^{3} \nu_{i}=1 \quad \text { and } \quad \sum_{i=1}^{3} x_{i}^{-2} \nu_{i}=0
$$

Then setting

$$
\mathbf{a}=\sum_{i=1}^{3}\left(\nu_{i} \cdot x_{i}^{-1} \mathbf{a}_{i}^{\prime}{ }_{i}, \quad \nu_{i} \cdot x_{i} \mathbf{a}^{\prime}{ }_{i}\right) \in \mathbb{Z}_{p}^{n} \quad \text { and } \quad \mathbf{b}=\sum_{i=1}^{3}\left(\nu_{i} \cdot x_{i} \mathbf{b}^{\prime}{ }_{i}, \quad \nu_{i} \cdot x_{i}^{-1} \mathbf{b}_{i}^{\prime}\right) \in \mathbb{Z}_{p}^{n}
$$

we obtain that $P=H\left(\mathbf{a}_{\left[: n^{\prime}\right]}, \mathbf{a}_{\left[n^{\prime}:\right]}, \mathbf{b}_{\left[: n^{\prime}\right]}, \mathbf{b}_{\left[n^{\prime}:\right]}, c\right)$ where $c=\sum_{i=1}^{3} \nu_{i} \cdot\left\langle\mathbf{a}_{i}^{\prime}, \mathbf{b}^{\prime}{ }_{i}\right\rangle$. We will show in the proof of Theorem 2.1 below that with one additional rewinding, to obtain a fourth relation satisfying (2.5), we must have $c=\langle\mathbf{a}, \mathbf{b}\rangle$ with high probability. Hence, the extracted $\mathbf{a}, \mathbf{b}$ are a valid witness for the relation (2.3), as required.

Shrinking the proof by recursion. Observe that the test in (2.4) is equivalent to testing that

$$
P^{\prime}=\left\langle\mathbf{a}^{\prime},\left(x^{-1} \cdot \mathbf{G}_{\left[: n^{\prime}\right]}+x \cdot \mathbf{G}_{\left[n^{\prime}:\right]}\right)\right\rangle+\left\langle\mathbf{b}^{\prime},\left(x \cdot \mathbf{H}_{\left[: n^{\prime}\right]}+x^{-1} \cdot \mathbf{H}_{\left[n^{\prime}:\right]}\right)\right\rangle+\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle \cdot U .
$$

Hence, instead of the prover sending the vectors $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}$ to the verifier, they can recursively engage in an inner-product argument for $P^{\prime}$ with respect to generators $\left(x^{-1} \cdot \mathbf{G}_{\left[: n^{\prime}\right]}+x \cdot \mathbf{G}_{\left[n^{\prime}:\right]}, x \cdot \mathbf{H}_{\left[: n^{\prime}\right]}+\right.$ $\left.x^{-1} \cdot \mathbf{H}_{\left[n^{\prime}:\right]}, U\right)$. The dimension of this problem is only $n^{\prime}=n / 2$.

The resulting $\log _{2} n$ depth recursive protocol is shown in Protocol 2.2. This $\log _{2} n$ round protocol is public coin and can be made non-interactive using the Fiat-Shamir heuristic. The total communication of Protocol 2.2 is only $2\left\lceil\log _{2}(n)\right\rceil$ elements in $\mathbb{G}$ plus 2 elements in $\mathbb{Z}_{p}$. Specifically, the prover sends the following terms:

$$
\left(L_{1}, R_{1}\right), \ldots,\left(L_{\log _{2} n}, R_{\log _{2} n}\right), \quad a, b
$$

where $a, b \in \mathbb{Z}_{p}$ are sent at the tail of the recursion. The prover's work is dominated by $8 n$ group exponentiations and the verifier's work by $4 n$ exponentiations. In Section 2.3.1 we present a more efficient verifier that performs only 1 multi-exponentiation of size $2 n+2 \log (n)$. In Section 2.7 we present further optimizations.

Proving security. The inner product protocol for the relation (2.2) is presented in Protocol 2.1. This protocol uses internally a fixed group element $u \in \mathbb{G}$ for which there is no known discrete-log relation among $\mathbf{G}, \mathbf{H}, u$. The heart of Protocol 2.1 is Protocol 2.2 which is a proof system for the relation (2.3). In Protocol 2.1 the element $u$ is raised to a verifier chosen power $x$ to ensure that the extracted vectors $\mathbf{a}, \mathbf{b}$ from Protocol 2.2 satisfy $\langle\mathbf{a}, \mathbf{b}\rangle=c$.

$$
\begin{align*}
& \mathrm{P}_{\mathrm{IP} \text { 's input: }}(\mathbf{G}, \mathbf{H} ; P, c ; \mathbf{a}, \mathbf{b}) \\
& \mathrm{V}_{\mathrm{IP}} \text { 's input: }(\mathbf{G}, \mathbf{H} ; P ; c) \\
& \qquad \begin{array}{l}
\mathrm{V}_{\mathrm{IP}}: X \leftarrow \$ \mathbb{Z}_{p}^{\star} \\
\mathrm{V}_{\mathrm{IP}} \rightarrow \mathrm{P}_{\mathrm{IP}}: x \\
\\
\quad P^{\prime} \leftarrow P+(x \cdot c) \cdot U
\end{array} \tag{2.6}
\end{align*}
$$

Run Protocol 2.2 on $\operatorname{Input}\left(\mathbf{G}, \mathbf{H}, c \cdot U, P^{\prime} ; \mathbf{a}, \mathbf{b}\right)$

Protocol 2.1: Proof system for Relation (2.2) using Protocol 2.2. Here $u \in \mathbb{G}$ is a fixed group element with an unknown discrete-log relative to $\mathbf{G}, \mathbf{H} \in \mathbb{G}^{n}$.

The following theorem shows that Protocol 2.1 is a proof system for (2.2).
Theorem 2.1 (Inner-Product Argument). The argument presented in Protocol 2.1 for the relation (2.2) has perfect completeness and statistical witness-extended-emulation for either extracting a non-trivial discrete logarithm relation between $\mathbf{G}, \mathbf{H}, u$ or extracting a valid witness $\mathbf{a}, \mathbf{b}$.

The proof for Theorem 2.1 is given in Section 2.9.

### 2.3.1 Inner-Product Verification through Multi-Exponentiation

Protocol 2.2 has a logarithmic number of rounds and in each round the prover and verifier compute a new set of generators $\mathbf{G}^{\prime}, \mathbf{H}^{\prime}$. This requires a total of $4 n$ exponentiations: $2 n$ in the first round, $n$ in the second and $\frac{n}{2^{j-3}}$ in the $j$ th. We can reduce the number of exponentiations to a single multiexponentiation of size $2 n$ by delaying all the exponentiations until the last round. This technique provides a significant speed-up if the proof is compiled to a non interactive proof using the FiatShamir heuristic (as in Section 2.4.4).

Let $g$ and $h$ be the generators used in the final round of the protocol and $x_{j}$ be the challenge from the $j$ th round. In the last round the verifier checks that $a \cdot G+b \cdot H+(a \cdot b) \cdot U=P$, where $a, b \in \mathbb{Z}_{p}$ are given by the prover. By unrolling the recursion we can express these final $g$ and $h$ in terms of the input generators $\mathbf{G}, \mathbf{H} \in \mathbb{G}^{n}$ as:

$$
g=\sum_{i=1}^{n} s_{i} \cdot G_{i} \in \mathbb{G}, \quad h=\sum_{i=1}^{n} s_{i}^{-1} \cdot H_{i} \in \mathbb{G}
$$

where $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{Z}_{p}^{n}$ only depends on the challenges $\left(x_{1}, \ldots, x_{\log _{2}(n)}\right)$. The scalars $s_{1}, \ldots, s_{n} \in$
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Improved inner product argument \(\Pi_{\text {ipa }}\) :
\((\mathrm{pp}=(\mathbf{G}, \mathbf{H}, U) ; P ;(\mathbf{a}, \mathbf{b})) \in \mathcal{R}_{\mathrm{ipa}}: P=\langle\mathbf{a}, \mathbf{G}\rangle+\langle\mathbf{b}, \mathbf{H}\rangle+\langle\mathbf{a}, \mathbf{b}\rangle \cdot U\)
    1: Prover \(\mathrm{P}_{\mathrm{ipa}}(\mathrm{pp} ; P \in \mathbb{G} ; \mathbf{a}, \mathbf{b}) \quad\) Verifier \(\mathrm{V}_{\mathrm{ipa}}(\mathrm{pp} ; P)\)
        if \(n=1\)
    \(2:\)
```

$\qquad$

```
                                \(a, b\)
            else
3: \(\quad n^{\prime} \leftarrow \frac{n}{2}\)
4: \(\quad c_{L} \leftarrow\left\langle\mathbf{a}_{\left[: n^{\prime}\right]}, \mathbf{b}_{\left[n^{\prime}:\right]}\right\rangle \in \mathbb{Z}_{p}\)
5: \(\quad c_{R} \leftarrow\left\langle\mathbf{a}_{\left[n^{\prime}:\right]}, \mathbf{b}_{\left[: n^{\prime}\right]}\right\rangle \in \mathbb{Z}_{p}\)
\(6: \quad L \leftarrow\left\langle\mathbf{a}_{\left[: n^{\prime}\right]}\left\|\mathbf{b}_{\left[n^{\prime}:\right]}, \mathbf{G}_{\left[n^{\prime}:\right]}\right\| \mathbf{H}_{\left[: n^{\prime}\right]}\right\rangle+c_{L} \cdot U \in \mathbb{G}\)
\(7: \quad R \leftarrow\left\langle\mathbf{a}_{\left[n^{\prime}:\right]}\left\|\mathbf{b}_{\left[: n^{\prime}\right]}, \mathbf{G}_{\left[: n^{\prime}\right]}\right\| \mathbf{H}_{\left[n^{\prime}:\right]}\right\rangle+c_{R} \cdot U \in \mathbb{G} \quad L, R\)
8: \(\longleftarrow x \quad x \leftarrow \$ \mathbb{Z}_{p}^{*}\)
\(9: \quad \mathbf{G}^{\prime} \leftarrow x^{-1} \cdot \mathbf{G}_{\left[: n^{\prime}\right]}+x \cdot \mathbf{G}_{\left[n^{\prime}:\right]}\)
\(10: \quad \mathbf{H}^{\prime} \leftarrow x \cdot \mathbf{H}_{\left[: n^{\prime}\right]}+x^{-1} \cdot \mathbf{H}_{\left[n^{\prime}:\right]}\)
11: \(\quad P^{\prime} \leftarrow x^{2} \cdot L+P+x^{-1} \cdot R\)
\(12: \quad \mathbf{a}^{\prime} \leftarrow x \cdot \mathbf{a}_{\left[: n^{\prime}\right]}+x^{-1} \mathbf{a}_{\left[n^{\prime}:\right]}\)
\(13: \quad \mathbf{b}^{\prime} \leftarrow x^{-1} \cdot \mathbf{b}_{\left[: n^{\prime}\right]}+x \mathbf{b}_{\left[n^{\prime}:\right]}\)
    . Run \(\Pi_{\mathrm{ipa}}\) on input \(\left(\mathrm{pp}=\left(\mathbf{G}^{\prime}, \mathbf{H}^{\prime}, U\right) ; P^{\prime} ; \mathbf{a}^{\prime} \mathbf{b}^{\prime}\right.\).
14 :
```

Protocol 2.2: Improved Inner-Product Argument
$\mathbb{Z}_{p}$ are calculated as follows:

$$
\text { for } i=1, \ldots, n: \quad s_{i}=\prod_{j=1}^{\log _{2}(n)} x_{j}^{b(i, j)} \quad \text { where } \quad b(i, j)= \begin{cases}1 & \text { the } j \text { th bit of } i-1 \text { is } 1 \\ -1 & \text { otherwise }\end{cases}
$$

Now the entire verification check in the protocol reduces to the following single multi-exponentiation of size $2 n+2 \log _{2}(n)+1$ :

$$
\langle a \cdot \mathbf{s}, \mathbf{G}\rangle+\left\langle b \cdot \mathbf{s}^{-1}, \mathbf{H}\right\rangle+(a \cdot b) \cdot U \stackrel{?}{=} P+\sum_{j=1}^{\log _{2}(n)} x_{j}^{2} \cdot L_{j}+x_{j}^{-2} \cdot R_{j} .
$$

Because a multi-exponentiation can be done much faster than $n$ separate exponentiations, as we discuss in Section 2.7, this leads to a significant savings.

### 2.4 Range Proof Protocol with Logarithmic Size

We now present a novel protocol for conducting short and aggregatable range proofs. The protocol uses the improved inner product argument from Protocol 2.1. First, in Section 2.4.1, we describe how to construct a range proof that requires the verifier to check an inner product between two vectors. Then, in Section 2.4.2, we show that this check can be replaced with an efficient innerproduct argument. In Section 2.4.3, we show how to efficiently aggregate $m$ range proofs into one short proof. In Section 2.4.4, we discuss how interactive public coin protocols can be made noninteractive by using the Fiat-Shamir heuristic, in the random oracle model. In Section 2.4.5 we present an efficient MPC protocol that allows multiple parties to construct a single aggregate range proof. Finally, in Section 2.4.6, we discuss an extension that enables a switch to quantum-secure range proofs in the future.

### 2.4.1 Inner-Product Range Proof

We present a protocol which uses the improved inner-product argument to construct a range proof. The proof convinces the verifier that a commitment $V$ contains a number $v$ that is in a certain range, without revealing $v$. Bootle et al. [Boo +16$]$ give a proof system for arbitrary arithmetic circuits, and in Section 2.5 we show that our improvements to the inner product argument also transfer to this general proof system. It is of course possible to prove that a commitment is in a given range using an arithmetic circuit, and the work of $[\mathrm{Boo}+16]$ could be used to construct an asymptotically logarithmic sized range proof (in the length of $v$ ). However, the circuit would need to implement the commitment function, namely a multi-exponentiation for Pedersen commitments, leading to a large complex circuit.

We construct a range proof more directly by exploiting the fact that a Pedersen commitment $V$ is an element in the same group $\mathbb{G}$ that is used to perform the inner product argument. We extend this idea in Section 2.5 to construct a proof system for circuits that operate on committed inputs.

Formally, let $v \in \mathbb{Z}_{p}$ and let $V \in \mathbb{G}$ be a Pedersen commitment to $v$ using randomness $\gamma$. The proof system will convince the verifier that $v \in\left[0,2^{n}-1\right]$. In other words, the proof system proves the following relation which is equivalent to the range proof relation in Definition 2.13:

$$
\begin{equation*}
\mathcal{R}_{\text {range }}=\left\{\left(G, H \in \mathbb{G} ; V, n ; v, \gamma \in \mathbb{Z}_{p}\right): V=v \cdot G+\gamma \cdot H \wedge v \in\left[0,2^{n}-1\right]\right\} . \tag{2.10}
\end{equation*}
$$

Let $\mathbf{a}_{L}=\left(a_{1}, \ldots, a_{n}\right) \in\{0,1\}^{n}$ be the vector containing the bits of $v$, so that $\left\langle\mathbf{a}_{L}, \mathbf{2}^{n}\right\rangle=v$. The prover $\mathrm{P}_{\text {range }}$ commits to $\mathbf{a}_{L}$ using a constant size vector commitment $A \in \mathbb{G}$. It will convince the verifier that $v$ is in $\left[0,2^{n}-1\right]$ by proving that it knows an opening $\mathbf{a}_{L} \in \mathbb{Z}_{p}^{n}$ of $A$ and $v, \gamma \in \mathbb{Z}_{p}$ such that $V=v \cdot G+\gamma \cdot H$ and

$$
\begin{equation*}
\left\langle\mathbf{a}_{L}, \mathbf{2}^{n}\right\rangle=v \quad \text { and } \quad \mathbf{a}_{L} \circ \mathbf{a}_{R}=\mathbf{0}^{n} \quad \text { and } \quad \mathbf{a}_{R}=\mathbf{a}_{L}-\mathbf{1}^{n} \tag{2.11}
\end{equation*}
$$

This proves that $a_{1}, \ldots, a_{n}$ are all in $\{0,1\}$, as required and that $\mathbf{a}_{L}$ is composed of the bits of $v$. The high level goal of the following protocol is to convert these $2 n+1$ constraints as a single inner-product constraint. This will allow us to use Protocol 2.1 to efficiently argue that an inner-product relation holds. To do this we take a random linear combination (chosen by the verifier) of the constraints. If the original constraints were not satisfied then it is inversely proportional in the challenge space unlikely that the combined constraint holds.

Concretley, we use the following observation: to prove that a committed vector $\mathbf{b} \in \mathbb{Z}_{p}^{n}$ satisfies $\mathbf{b}=\mathbf{0}^{n}$ it suffices for the verifier to send a random $y \in \mathbb{Z}_{p}$ to the prover and for the prover to prove that $\left\langle\mathbf{b}, \mathbf{y}^{n}\right\rangle=0$. If $\mathbf{b} \neq \mathbf{0}^{n}$ then the equality will hold with at most negligible probability $n / p$. Hence, if $\left\langle\mathbf{b}, \mathbf{y}^{n}\right\rangle=0$ the verifier is convinced that $\mathbf{b}=\mathbf{0}^{n}$.

Using this observation, and using a random $y \in \mathbb{Z}_{p}$ from the verifier, the prover can prove that (2.11) holds by proving that

$$
\begin{equation*}
\left\langle\mathbf{a}_{L}, \mathbf{2}^{n}\right\rangle=v \quad \text { and } \quad\left\langle\mathbf{a}_{L}, \mathbf{a}_{R} \circ \mathbf{y}^{n}\right\rangle=0 \quad \text { and } \quad\left\langle\mathbf{a}_{L}-\mathbf{1}^{n}-\mathbf{a}_{R}, \mathbf{y}^{n}\right\rangle=0 \tag{2.12}
\end{equation*}
$$

We can combine these three equalities into one using the same technique: the verifier chooses a random $z \in \mathbb{Z}_{p}$ and then the prover proves that

$$
z^{2} \cdot\left\langle\mathbf{a}_{L}, \mathbf{2}^{n}\right\rangle+z \cdot\left\langle\mathbf{a}_{L}-\mathbf{1}^{n}-\mathbf{a}_{R}, \mathbf{y}^{n}\right\rangle+\left\langle\mathbf{a}_{L}, \mathbf{a}_{R} \circ \mathbf{y}^{n}\right\rangle=z^{2} \cdot v
$$

This equality can be re-written as:

$$
\begin{equation*}
\left\langle\mathbf{a}_{L}-z \cdot \mathbf{1}^{n}, \mathbf{y}^{n} \circ\left(\mathbf{a}_{R}+z \cdot \mathbf{1}^{n}\right)+z^{2} \cdot \mathbf{2}^{n}\right\rangle=z^{2} \cdot v+\delta(y, z) \tag{2.13}
\end{equation*}
$$

where $\delta(y, z)=\left(z-z^{2}\right) \cdot\left\langle\mathbf{1}^{n}, \mathbf{y}^{n}\right\rangle-z^{3}\left\langle\mathbf{1}^{n}, \mathbf{2}^{n}\right\rangle \in \mathbb{Z}_{p}$ is a quantity that the verifier can easily calculate. We thus reduced the problem of proving that (2.11) holds to proving a single inner-product identity.

If the prover could send to the verifier the two vectors in the inner product in (2.13) then the verifier could check (2.13) itself, using the commitment $V$ to $v$, and be convinced that (2.11) holds. However, these two vectors reveal information about $\mathbf{a}_{L}$ and therefore the prover cannot send them to the verifier. We solve this problem by introducing two additional blinding terms $\mathbf{s}_{L}, \mathbf{s}_{R} \in \mathbb{Z}_{p}^{n}$ to blind these vectors.

Specifically, to prove the statement (2.10), $\mathrm{P}_{\text {range }}$ and $\mathrm{V}_{\text {range }}$ engage in the following zero knowledge protocol:

$$
\begin{align*}
& \mathrm{P}_{\text {range }} \text { on input } v, \gamma \text { computes: }  \tag{2.14}\\
& \mathbf{a}_{L} \in\{0,1\}^{n} \text { s.t. }\left\langle\mathbf{a}_{L}, \mathbf{2}^{n}\right\rangle=v  \tag{2.15}\\
& \mathbf{a}_{R} \leftarrow \mathbf{a}_{L}-\mathbf{1}^{n} \in \mathbb{Z}_{p}^{n}  \tag{2.16}\\
& \alpha \leftarrow \$ \mathbb{Z}_{p}  \tag{2.17}\\
& A \leftarrow \alpha \cdot H+\left\langle\mathbf{a}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{a}_{R}, \mathbf{H}\right\rangle \in \mathbb{G} \quad / / \quad \text { commitment to } \mathbf{a}_{L} \text { and } \mathbf{a}_{R}  \tag{2.18}\\
& \mathbf{s}_{L}, \mathbf{s}_{R} \leftarrow \$ \mathbb{Z}_{p}^{n} \quad / / \text { choose blinding vectors } \mathbf{s}_{L}, \mathbf{s}_{R}  \tag{2.19}\\
& \rho \leftarrow \$ \mathbb{Z}_{p}  \tag{2.20}\\
& S \leftarrow \rho \cdot H+\left\langle\mathbf{s}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{s}_{R}, \mathbf{H}\right\rangle \in \mathbb{G} \quad / / \quad \text { commitment to } \mathbf{s}_{L} \text { and } \mathbf{s}_{R}  \tag{2.21}\\
& \mathrm{P}_{\text {range }} \rightarrow \mathrm{V}_{\text {range }}: A, S  \tag{2.22}\\
& \vee_{\text {range }}: y, z \leftarrow \$ \mathbb{Z}_{p}^{\star} \quad / / \text { challenge points }  \tag{2.23}\\
& \mathrm{V}_{\text {range }} \rightarrow \mathrm{P}_{\text {range }}: y, z \tag{2.24}
\end{align*}
$$

With this setup, let us define two linear vector polynomials $l(X), r(X)$ in $\mathbb{Z}_{p}^{n}[X]$, and a quadratic polynomial $t(X) \in \mathbb{Z}_{p}[X]$ as follows:

$$
\begin{array}{ll}
l(X)=\left(\mathbf{a}_{L}-z \cdot \mathbf{1}^{n}\right)+\mathbf{s}_{L} \cdot X & \in \mathbb{Z}_{p}^{n}[X] \\
r(X)=\mathbf{y}^{n} \circ\left(\mathbf{a}_{R}+z \cdot \mathbf{1}^{n}+\mathbf{s}_{R} \cdot X\right)+z^{2} \cdot \mathbf{2}^{n} & \in \mathbb{Z}_{p}^{n}[X] \\
t(X)=\langle l(X), r(X)\rangle=t_{0}+t_{1} \cdot X+t_{2} \cdot X^{2} & \in \mathbb{Z}_{p}[X]
\end{array}
$$

where the inner product in the definition of $t(X)$ is as in (2.1). The constant terms of $l(X)$ and $r(X)$ are the inner product vectors in (2.13). The blinding vectors $\mathbf{s}_{L}$ and $\mathbf{s}_{R}$ ensure that the prover can publish $l(x)$ and $r(x)$ for one $x \in \mathbb{Z}_{p}^{\star}$ without revealing any information about $\mathbf{a}_{L}$ and $\mathbf{a}_{R}$.

The constant term of $t(x)$, denoted $t_{0}$, is the result of the inner product in (2.13). The prover
needs to convince the verifier that this $t_{0}$ satisfies (2.13), namely

$$
t_{0}=v \cdot z^{2}+\delta(y, z)
$$

To so do, the prover commits to the remaining coefficients of $t(X)$, namely $t_{1}, t_{2} \in \mathbb{Z}_{p}$. It then convinces the verifier that it has a commitment to the coefficients of $t(X)$ by checking the value of $t(X)$ at a random point $x \in \mathbb{Z}_{p}^{\star}$. Specifically, they do:

$$
\begin{align*}
& P_{\text {range }} \text { computes: }  \tag{2.25}\\
& \tau_{1}, \tau_{2} \leftarrow \$ \mathbb{Z}_{p}  \tag{2.26}\\
& T_{i} \leftarrow t_{i} \cdot G+\tau_{i} \cdot H \in \mathbb{G}, \quad i=\{1,2\} \quad / / \quad \text { commit to } t_{1}, t_{2}  \tag{2.27}\\
& \mathrm{P}_{\text {range }} \rightarrow \mathrm{V}_{\text {range }}: T_{1}, T_{2}  \tag{2.28}\\
& V_{\text {range }}: x \leftarrow \$ \mathbb{Z}_{p}^{\star}  \tag{2.29}\\
& \mathrm{V}_{\text {range }} \rightarrow \mathrm{P}_{\text {range }}: x \quad / / \text { a random challenge }  \tag{2.30}\\
& P_{\text {range }} \text { computes: }  \tag{2.31}\\
& \mathbf{l} \leftarrow l(x)=\mathbf{a}_{L}-z \cdot \mathbf{1}^{n}+\mathbf{s}_{L} \cdot x \in \mathbb{Z}_{p}^{n}  \tag{2.32}\\
& \mathbf{r} \leftarrow r(x)=\mathbf{y}^{n} \circ\left(\mathbf{a}_{R}+z \cdot \mathbf{1}^{n}+\mathbf{s}_{R} \cdot x\right)+z^{2} \cdot \mathbf{2}^{n} \in \mathbb{Z}_{p}^{n}  \tag{2.33}\\
& \hat{t} \leftarrow\langle\mathbf{l}, \mathbf{r}\rangle \in \mathbb{Z}_{p} \quad \quad / / \quad \hat{t}=t(x)  \tag{2.34}\\
& \tau_{x} \leftarrow \tau_{2} \cdot x^{2}+\tau_{1} \cdot x+z^{2} \cdot \gamma \in \mathbb{Z}_{p} \quad / / \quad \text { blinding value for } \hat{t}  \tag{2.35}\\
& \mu \leftarrow \alpha+\rho \cdot x \in \mathbb{Z}_{p} \quad / / \quad \alpha, \rho \text { blind } A, S  \tag{2.36}\\
& \mathrm{P}_{\text {range }} \rightarrow \mathrm{V}_{\text {range }}: \tau_{x}, \mu, \hat{t}, \mathbf{l}, \mathbf{r} \tag{2.37}
\end{align*}
$$

The verifier checks that $\mathbf{l}$ and $\mathbf{r}$ are in fact $l(x)$ and $r(x)$ and checks that $t(x)=\langle\mathbf{l}, \mathbf{r}\rangle$. In order to construct a commitment to $\mathbf{a}_{R} \circ \mathbf{y}^{n}$ the verifier switches the generators of the commitment from $\mathbf{H} \in \mathbb{G}^{n}$ to $\mathbf{H}^{\prime}=\left(\mathbf{y}^{-n}\right) \circ \mathbf{H}$. This has the effect that $A$ is now a vector commitment to $\left(\mathbf{a}_{L}, \mathbf{a}_{R} \circ \mathbf{y}^{n}\right)$ with respect to the new generators $\left(\mathbf{G}, \mathbf{H}^{\prime}, h\right)$. Similarly $S$ is now a vector commitment
to $\left(\mathbf{s}_{L}, \mathbf{s}_{R} \circ \mathbf{y}^{n}\right)$. The remaining steps of the protocol are:

$$
\begin{array}{rlrl}
H_{i}^{\prime} & \leftarrow\left(y^{-i+1}\right) \cdot H_{i} \in \mathbb{G}, \quad \forall i \in[1, n] \quad & / / \mathbf{H}^{\prime}=\mathbf{y}^{-\mathbf{1}^{n}} \circ \mathbf{H} \\
\hat{t} G+\tau_{x} H & \stackrel{?}{=} z^{2} V+\delta(y, z) G \cdot x T_{1}+x^{2} T_{2} & & \\
P & \leftarrow A+x \cdot S & & \text { check that } \hat{t}=t(x)=t_{0}+t_{1} x+t_{2} x^{2} \\
& -z \cdot\langle\mathbf{1}, \mathbf{G}\rangle \\
& +\left\langle\left(z \cdot \mathbf{y}^{n}+z^{2} \cdot \mathbf{2}^{n}\right), \mathbf{H}^{\prime}\right\rangle \in \mathbb{G} & & \\
P & \stackrel{?}{=} \mu \cdot H+\langle\mathbf{l}, \mathbf{G}\rangle+\left\langle\mathbf{r}, \mathbf{H}^{\prime}\right\rangle & & \text { compute a commitment to } l(x), r(x) \\
\hat{t} & \stackrel{?}{=}\langle\mathbf{l}, \mathbf{r}\rangle \in \mathbb{Z}_{p} & & \text { check that } \mathbf{l}, \mathbf{r} \text { are correct } \tag{2.41}
\end{array}
$$

Equation (2.38) is the only place where the verifier uses the given Pedersen commitment $V$ to $v$.
Corollary 2.2 (Range Proof). The range proof presented in Section 2.4.1 has perfect completeness, perfect special honest verifier zero-knowledge, and computational witness extended emulation.

Proof. The range proof is a special case of the aggregated range proof from section 2.4.3 with $m=1$. This is therefore a direct corollary of Theorem 2.3.

### 2.4.2 Logarithmic Range Proof

Finally, we can describe the efficient range proof that uses the improved inner product argument.
In the range proof protocol from Section 2.4.1, $\mathrm{P}_{\text {range }}$ transmits $\mathbf{l}$ and $\mathbf{r}$, whose size is linear in $n$. Our goal is a proof whose size is logarithmic in $n$.

We can eliminate the transfer of $\mathbf{l}$ and $\mathbf{r}$ using the inner-product argument from Section 2.3. These vectors are not secret, and hence a protocol that only provides soundness is sufficient.

To use the inner-product argument, observe that verifying (2.40) and (2.41) is the same as verifying that the witness $\mathbf{l}, \mathbf{r}$ satisfies the inner product relation (2.2) on public input $\left(\mathbf{G}, \mathbf{H}^{\prime}, P-\right.$ $\mu \cdot H, \hat{t})$. That is, $P \in \mathbb{G}$ is a commitment to two vectors $\mathbf{l}, \mathbf{r} \in \mathbb{Z}_{p}^{n}$ whose inner product is $\hat{t}$. We can therefore replace (2.37) with a transfer of $\left(\tau_{x}, \mu, \hat{t}\right)$, as before, and an execution of an inner product argument. Then instead of transmitting $\mathbf{l}$ and $\mathbf{r}$, which has a communication cost of $2 \cdot n$ elements, the inner-product argument transmits only $2 \cdot\left\lceil\log _{2}(n)\right\rceil+2$ elements. In total, the prover sends only $2 \cdot\left\lceil\log _{2}(n)\right\rceil+4$ group elements and 5 elements in $\mathbb{Z}_{p}$.

### 2.4.3 Aggregating Logarithmic Proofs

In many of the range proof applications described in Section 2.1.2, a single prover needs to perform multiple range proofs at the same time. For example, a confidential transaction often contains multiple outputs, and in fact, most transactions require a so-called change output to send any unspent funds back to the sender. In Provisions [Dag+15] the proof of solvency requires the exchange
to conduct a range proof for every single account. Given the logarithmic size of the range proof presented in Section 2.4.2, there is some hope that we can perform a proof for $m$ values which is more efficient than conducting $m$ individual range proofs. In this section, we show that this can be achieved with a slight modification to the proof system from Section 2.4.1.

Concretely, we present a proof system for the following relation:

$$
\begin{equation*}
\left\{\left(G, H \in \mathbb{G}, \quad \mathbf{V} \in \mathbb{G}^{m} ; \mathbf{v}, \boldsymbol{\gamma} \in \mathbb{Z}_{p}^{m}\right): V_{j}=\gamma_{j} \cdot H+v_{j} \cdot G \wedge v_{j} \in\left[0,2^{n}-1\right] \forall j \in[1, m]\right\} \tag{2.42}
\end{equation*}
$$

The prover is very similar to the prover for a simple range proof with $n \cdot m$ bits, with the following slight modifications. In line (2.15), the prover should compute $\mathbf{a}_{L} \in \mathbb{Z}_{p}^{n \cdot m}$ such that $\left\langle\mathbf{2}^{n}, \mathbf{a}_{L}[(j-1) \cdot n: j \cdot n-1]\right\rangle=v_{j}$ for all $j$ in $[1, m]$, i.e. $\mathbf{a}_{L}$ is the concatenation of all of the bits for every $v_{j}$. We adjust $l(X)$ and $r(X)$ accordingly so that

$$
\begin{align*}
& l(X)=\left(\mathbf{a}_{L}-z \cdot \mathbf{1}^{n \cdot m}\right)+\mathbf{s}_{L} \cdot X \in \mathbb{Z}_{p}^{n \cdot m}[X]  \tag{2.43}\\
& r(X)=\mathbf{y}^{n \cdot m} \circ\left(\mathbf{a}_{R}+z \cdot \mathbf{1}^{n \cdot m}+\mathbf{s}_{R} \cdot X\right)+\sum_{j=1}^{m} z^{1+j} \cdot\left(\mathbf{0}^{(j-1) \cdot n}\left\|\mathbf{2}^{n}\right\| \mathbf{0}^{(m-j) \cdot n}\right) \in \mathbb{Z}_{p}^{n \cdot m} \tag{2.44}
\end{align*}
$$

In the computation of $\tau_{x}$, we need to adjust for the randomness of each commitment $V_{j}$, so that $\tau_{x}=\tau_{1} \cdot x+\tau_{2} \cdot x^{2}+\sum_{j=1}^{m} z^{1+j} \cdot \gamma_{j}$. Further, $\delta(y, z)$ is updated to incorporate more cross terms.

$$
\delta(y, z)=\left(z-z^{2}\right) \cdot\left\langle\mathbf{1}^{n \cdot m}, \mathbf{y}^{n \cdot m}\right\rangle-\sum_{j=1}^{m} z^{j+2} \cdot\left\langle\mathbf{1}^{n}, \mathbf{2}^{n}\right\rangle
$$

The verification check (2.38) needs to be updated to include all the $V_{j}$ commitments.

$$
\begin{equation*}
\hat{t} \cdot G+\tau_{x} \cdot H \stackrel{?}{=} \delta(y, z) \cdot G+z^{2} \cdot\left\langle\mathbf{z}^{m}, \mathbf{V}\right\rangle+x \cdot T_{1}+x^{2} \cdot T_{2} \tag{2.45}
\end{equation*}
$$

Finally, we change the definition of $P(2.39)$ such that it is a commitment to the new $\mathbf{r}$.

$$
P=A+x \cdot S-z \cdot\langle\mathbf{1}, \mathbf{G}\rangle+z \cdot\left\langle\mathbf{y}^{n \cdot m}, \mathbf{H}^{\prime}\right\rangle+\sum_{j=1}^{m} z^{j+1} \cdot\left\langle\mathbf{2}^{n}, \mathbf{H}_{[(j-1) \cdot n: j \cdot n-1]}^{\prime}\right\rangle
$$

The aggregated range proof which makes use of the inner product argument uses $2 \cdot\left\lceil\log _{2}(n \cdot m)\right\rceil+4$ group elements and 5 elements in $\mathbb{Z}_{p}$. Note that the proof size only grows by an additive term of $2 \cdot \log _{2}(m)$ when conducting multiple range proofs as opposed to a multiplicative factor of $m$ when creating $m$ independent range proofs.

Theorem 2.3. The aggregate range proof presented in Section 2.4.3 has perfect completeness, perfect honest verifier zero-knowledge and computational witness extended emulation.

The proof for Theorem 2.3 is presented in Section 2.10. It mirrors the proof of Theorem 2.4,
which is described in greater detail in Section 2.11.

### 2.4.4 Non-Interactive Proof through Fiat-Shamir

So far we presented the proof as an interactive protocol with a logarithmic number of rounds. The verifier is a public coin verifier, as all the honest verifier's messages are random elements from $\mathbb{Z}_{p}^{\star}$. We can therefore convert the protocol into a non-interactive protocol that is secure and full zero-knowledge in the random oracle model using the Fiat-Shamir transform[BR93]. All random challenges are replaced by hashes of the transcript up to that point, including the statement itself. Subsequent works have shown that this approach is secure, even for multi-round protocols[Wik21; AFK21].

For example, one could set $y=\mathrm{H}(\mathrm{st}, A, S)$ and $z=\mathrm{H}(A, S, y)$, where st is the statement. For a range proof st would be $\{V, n\}$, and for a circuit proof it would be the description of the circuit. It is very important to include the statement st in the hash as otherwise an adversary can prove invalid statements, as shown by Dao et al.[Dao+23]. Since implementing Fiat-Shamir can be error-prone, we recommend using an established library to do so, such as Merlin ${ }^{3}$, which was developed as part of an implementation of Bulletproofs in Rust ${ }^{4}$.

To avoid a trusted setup we can use a hash function to generate the public parameters $\mathbf{G}, \mathbf{H}, G, H$ from a small seed. The hash function needs to map $\{0,1\}^{*}$ to $\mathbb{G}$, which can be built as in [BLS04]. This also makes it possible to provide random access to the public parameters. Alternatively, a common random string can be used.

### 2.4.5 A Simple MPC Protocol for Bulletproofs

In several of the applications described in Section 2.1.2, the prover could potentially consist of multiple parties who each want to generate a single range proof. For instance, multiple parties may want to create a single joined confidential transaction, where each party knows some of the inputs and outputs and needs to create range proofs for their known outputs. The joint transaction would not only be smaller than the sum of multiple transactions, it would also hide which inputs correspond to which outputs and provide some level of anonymity. These kinds of transactions are called CoinJoin transactions [Max13]. In Provisions, an exchange may distribute the private keys to multiple servers and split the customer database into separate chunks, but it still needs to produce a single short proof of solvency. Can these parties generate one Bulletproof without sharing the entire witness with each other? The parties could certainly use generic multi-party computation techniques to generate a single proof, but this might be too expensive and incur significant communication costs. This motivates the need for a simple MPC protocol specifically designed for Bulletproofs which requires little modification to the prover and is still efficient.

[^5]Note that for aggregate range proofs, the inputs of one range proof do not affect the output of another range proof. Given the composable structure of Bulletproofs, it turns out that $m$ parties each having a Pedersen commitment $\left(V_{k}\right)_{k=1}^{m}$ can generate a single Bulletproof that each $V_{k}$ commits to a number in some fixed range. The protocol either uses a constant number of rounds but communication that is linear in both $m$ and the binary encoding of the range, or it uses a logarithmic number of rounds and communication that is only linear in $m$. We assume for simplicity that $m$ is a power of 2 , but the protocol could be easily adapted for other $m$. We use the same notation as in the aggregate range proof protocol, but use $k$ as an index to denote the $k$ th party's message. That is $A^{(k)}$ is generated just like $A$ but using only the inputs of party $k$.

The MPC protocol works as follows, we assign a set of distinct generators $\left(\mathbf{G}^{(k)}, \mathbf{H}^{(k)}\right)_{k=1}^{m}$ to each party and define $\mathbf{G}$ as the interleaved concatenation of all $\mathbf{G}^{(k)}$ such that $\left.g_{i}=g_{\left\lceil\frac{i}{m}\right\rceil}^{((i-1)} \bmod m+1\right)$. Define $\mathbf{H}$ and $\mathbf{H}^{(k)}$ in an analogous way.

We first describe the protocol with linear communication. In each of the 3 rounds of the protocol, the ones that correspond to the rounds of the range proof in Section 2.4.1, each party simply generates its part of the proof, i.e. the $A^{(k)}, S^{(k)} ; T_{1}^{(k)}, T_{2}^{(k)} ; \tau_{x}^{(k)}, \mu^{(k)}, \hat{t}^{(k)}, \mathbf{l}^{(k)}, \mathbf{r}^{(k)}$ using its inputs and generators. These shares are then sent to a dealer (which could be one of the parties), who simply adds them homomorphically to generate the respective proof component, e.g. $A=\sum_{k=1}^{l} A^{(k)}$ and $\tau_{x}=\sum_{k=1}^{l} \tau_{x}^{(k)}$. In each round, the dealer generates the challenges using the Fiat-Shamir heuristic and the combined proof components and sends them to each party. Finally, each party sends $\mathbf{l}^{(k)}, \mathbf{r}^{(k)}$ to the dealer who computes $\mathbf{l}, \mathbf{r}$ as the interleaved concatenation of the shares. The dealer runs the inner product argument and generates the final proof. The protocol is complete as each proof component is simply the (homomorphic) sum of each parties' proof components, and the challenges are generated as in the original protocol. It is also secure against honest but curious adversaries as each share constitutes part of a separate zero-knowledge proof.

The communication can be reduced by running a second MPC protocol for the inner product argument. The generators were selected in such a way that up to the last $\log _{2}(l)$ rounds each parties' witnesses are independent and the overall witness is simply the interleaved concatenation of the parties' witnesses. Therefore, parties simply compute $L^{(k)}, R^{(k)}$ in each round and a dealer computes $L, R$ as the homomorphic sum of the shares. The dealer then again generates the challenge and sends it to each party. In the final round the parties send their witness to the dealer who completes Protocol 2.2. A similar protocol can be used for arithmetic circuits if the circuit is decomposable into separate independent circuits. Constructing an efficient MPC protocol for more complicated circuits remains an open problem.

### 2.4.6 Perfectly Binding Commitments and Proofs

Bulletproofs, like the range proofs currently used in confidential transactions, are computationally binding. An adversary that could break the discrete logarithm assumption could generate acceptable
range proofs for a value outside the correct range. On the other hand, the commitments are perfectly hiding and Bulletproofs are perfect zero-knowledge, so that even an all powerful adversary cannot learn which value was committed to. Commitment schemes which are simultaneously perfectlybinding and perfectly-hiding commitments are impossible, so when designing commitment schemes and proof systems, we need to decide which properties are more important. For cryptocurrencies, the binding property is more important than the hiding property [Fcw]. An adversary that can break the binding property of the commitment scheme or the soundness of the proof system can generate coins out of thin air and thus create uncontrolled but undetectable inflation rendering the currency useless. Giving up the privacy of a transaction is much less harmful as the sender of the transaction or the owner of an account is harmed at worst. Unfortunately, it seems difficult to create Bulletproofs from binding commitments. The efficiency of the system relies on vector commitments which allow the commitment to a long vector in a single group element. By definition, for perfectly binding commitment schemes, the size of the commitment must be at least the size of the message and compression is thus impossible. The works [GSV98; GVW01] show that in general, interactive proofs cannot have communication costs smaller than the witness size, unless some very surprising results in complexity theory hold.

While the discrete logarithm assumption is believed to hold for classical computers, it does not hold against a quantum adversary. It is especially problematic that an adversary can create a perfectly hiding UTXO at any time, planning to open to an arbitrary value later when quantum computers are available. To defend against this, we can use the technique from Ruffing and Malavolta [Fcw] to ensure that even though the proof is only computationally binding, it is later possible to switch to a proof system that is perfectly binding and secure against quantum adversaries. In order to do this, the prover simply publishes $\gamma \cdot G$, which turns the Pedersen commitment to $v$ into an ElGamal commitment. Ruffing and Malavolta also show that given a small message space, e.g. numbers in the range $\left[0,2^{n}\right]$, it is impossible for a computationally bounded prover to construct a commitment that an unbounded adversary could open to a different message in the small message space.

Note that the commitment is now only computationally hiding, but that switching to quantumsecure range proofs is possible. Succinct quantum-secure range proofs remain an open problem, but with a slight modification, the scheme from Poelstra et al. [Poe+19] can achieve statistical soundness. Instead of using Pedersen commitments, we propose using ElGamal commitments in every step of the protocol. An ElGamal commitment is a Pedersen commitment with an additional commitment $g^{r}$ to the randomness used. The scheme can be improved slightly if the same $g^{r}$ is used in multiple range proofs. In order to retain the hiding property, a different $h$ must be used for every proof.

### 2.5 Zero-Knowledge Proof for Arithmetic Circuits

Bootle et al. $[\mathrm{Boo}+16]$ present an efficient zero-knowledge argument for arbitrary arithmetic circuits using $6 \log _{2}(n)+13$ elements, where $n$ is the multiplicative complexity of the circuit. We can use our improved inner product argument to get a proof of $\operatorname{size} 2 \log _{2}(n)+13$ elements, while simultaneously generalizing to include committed values as inputs to the arithmetic circuit. Including committed input wires is important for many applications (notably range proofs) as otherwise the circuit would need to implement a commitment algorithm. Concretely a statement about Pedersen commitments would need to implement the group exponentiation for the group that the commitment is an element of.

Following [Boo+16], we present a proof for a Hadamard-product relation. A multiplication gate of fan-in 2 has three wires; 'left' and 'right' for the input wires, and 'output' for the output wire. In the relation, $\mathbf{a}_{L}$ is the vector of left inputs for each multiplication gate. Similarly, $\mathbf{a}_{R}$ is the vector of right inputs, and $\mathbf{a}_{O}=\mathbf{a}_{L} \circ \mathbf{a}_{R}$ is the vector of outputs. [Boo +16 ] shows how to convert an arbitrary arithmetic circuit with $n$ multiplication gates into a relation containing a Hadamard-product as above, with an additional $Q \leq 2 \cdot n$ linear constraints of the form

$$
\left\langle\mathbf{w}_{L, q}, \mathbf{a}_{L}\right\rangle+\left\langle\mathbf{w}_{R, q}, \mathbf{a}_{R}\right\rangle+\left\langle\mathbf{w}_{O, q}, \mathbf{a}_{O}\right\rangle=c_{q}
$$

for $1 \leq q \leq Q$, with $\mathbf{w}_{L, q}, \mathbf{w}_{R, q}, \mathbf{w}_{O, q} \in \mathbb{Z}_{p}^{n}$ and $c_{q} \in \mathbb{Z}_{p}$.
We include additional commitments $V_{i}$ as part of our statement, and give a protocol for a more general relation, where the linear consistency constraints include the openings $v_{j}$ of the commitments $V_{j}$. For simplicity and efficiency we present the scheme with $V_{i}$ being Pedersen commitments. The scheme can be trivially adapted to work with other additively homomorphic schemes by changing the commitments to $t(X)$ and adapting the verification in line (2.50).

### 2.5.1 Inner-Product Proof for Arithmetic Circuits

The high level idea of the protocol is to convert the Hadamard-product relation along with the linear constraints into a single inner product relation. Similar to the range proof protocol the prover verifiably produces a random linear combination of the Hadamard and the linear constraints to form a single inner product constraint. If the combination is chosen randomly by the verifier, as in our protocol, then with overwhelming probability the inner-product constraint implies the other constraints.

In Section 2.5.2 we show that the inner product relation can be replaced with an efficient inner product argument which yields short proofs for arbitrary circuits where input wires can come from

Pedersen commitments. Formally we present a proof system for the following relation.

$$
\begin{align*}
& \left\{\left(G, H \in \mathbb{G}, \mathbf{G}, \mathbf{H} \in \mathbb{G}^{n}, \mathbf{V} \in \mathbb{G}^{m}, \mathbf{W}_{L}, \mathbf{W}_{R}, \mathbf{W}_{O} \in \mathbb{Z}_{p}^{Q \times n}, \mathbf{W}_{V} \in \mathbb{Z}_{p}^{Q \times m}, \mathbf{c} \in \mathbb{Z}_{p}^{Q} ; \mathbf{a}_{L}, \mathbf{a}_{R}, \mathbf{a}_{O} \in \mathbb{Z}_{p}^{n}, \mathbf{v}, \boldsymbol{\gamma} \in \mathbb{Z}_{p}^{m}\right):\right. \\
& \left.V_{j}=v_{j} \cdot G+\gamma_{j} \cdot H \forall j \in[1, m] \wedge \mathbf{a}_{L} \circ \mathbf{a}_{R}=\mathbf{a}_{O} \wedge \mathbf{W}_{L} \cdot \mathbf{a}_{L}+\mathbf{W}_{R} \cdot \mathbf{a}_{R}+\mathbf{W}_{O} \cdot \mathbf{a}_{O}=\mathbf{W}_{V} \cdot \mathbf{v}+\mathbf{c}\right\} \tag{2.46}
\end{align*}
$$

Let $\mathbf{W}_{V} \in \mathbb{Z}_{p}^{Q \times m}$ be the weights for a commitment $V_{j}$. The presented proof system only works for relations where $\mathbf{W}_{V}$ is of rank $m$, i.e. the columns of the matrix are all linearly independent. This restriction is minor as we can construct commitments that fulfill these linearly dependent constraints as a homomorphic combination of other commitments. Consider a vector $\mathbf{w}_{V}^{\prime}=\mathbf{a} \cdot \mathbf{W}_{V} \in \mathbb{Z}_{p}^{m}$ for a vector of scalars $\mathbf{a} \in \mathbb{Z}_{p}^{Q}$ then we can construct commitment $V^{\prime}=\left\langle\mathbf{a} \cdot \mathbf{W}_{V}, \mathbf{V}\right\rangle$. Note that if the relation holds, then we can conclude that $\left\langle\mathbf{w}_{L, j}, \mathbf{a}_{L}\right\rangle+\left\langle\mathbf{w}_{R, j}, \mathbf{a}_{R}\right\rangle+\left\langle\mathbf{w}_{O, j}, \mathbf{a}_{O}\right\rangle=\left\langle\mathbf{w}_{V}^{\prime}, \mathbf{v}\right\rangle+\mathbf{c}$. The protocol is presented in Protocol 2.3. It is split into two parts. In the first part P commits to $l(X), r(X), t(X)$ in the second part P convinces V that the polynomials are well formed and that $\langle l(X), r(X)\rangle=t(X)$.

Theorem 2.4. The proof system presented in Protocol 2.3 has perfect completeness, perfect honest verifier zero-knowledge and computational witness extended emulation.

The proof of Theorem 2.4 is presented in Section 2.11.

### 2.5.2 Logarithmic-Sized Protocol

As for the range proof, we can reduce the communication cost of the protocol by using the inner product argument. Concretely transfer (2.47) is altered to simply $\tau_{x}, \mu, \hat{t}$ and additionally P and V engage in an inner product argument on public input $\left(\mathbf{G}, \mathbf{H}^{\prime}, P-\mu \cdot H, \hat{t}\right)$. Note that the statement proven is equivalent to the verification equations (2.52) and (2.49). The inner product argument has only logarithmic communication complexity and is thus highly efficient. Note that instead of transmitting $\mathbf{l}, \mathbf{r}$ the inner product argument only requires communication of $2 \cdot\left\lceil\log _{2}(n)\right\rceil+2$ elements instead of $2 \cdot n$. In total the prover sends $2 \cdot\left\lceil\log _{2}(n)\right\rceil+8$ group elements and 5 elements in $\mathbb{Z}_{p}$. Using the Fiat-Shamir heuristic as in 2.4.4 the protocol can be turned into an efficient non interactive proof. We report implementation details and evaluations in Section 2.7.

Theorem 2.5. The arithmetic circuit protocol using the improved inner product argument (Protocol 2.2) has perfect completeness, statistical zero-knowledge and computational soundness under the discrete logarithm assumption.

Proof. Completeness follows from the completeness of the underlying protocols. Zero-knowledge follows from the fact that $\mathbf{l}$ and $\mathbf{r}$ can be efficiently simulated, and because the simulator can simply run Protocol 2.2 given the simulated witness ( $\mathbf{l}, \mathbf{r}$ ). The protocol also has a knowledge-extractor, as the extractor of the range proof can be extended to extract $\mathbf{l}$ and $\mathbf{r}$ by calling the extractor of Protocol 2.2. The extractor uses $O\left(n^{3}\right)$ valid transcripts in total, which is polynomial in $\lambda$ if

Input: $\left(G, H \in \mathbb{G}, \mathbf{G}, \mathbf{H} \in \mathbb{G}^{n} ; \mathbf{W}_{L}, \mathbf{W}_{R}, \mathbf{W}_{O} \in \mathbb{Z}_{p}^{Q \times n}\right.$,
$\left.\mathbf{W}_{V} \in \mathbb{Z}_{p}^{Q \times m}, \mathbf{c} \in \mathbb{Z}_{p}^{Q} ; \mathbf{a}_{L}, \mathbf{a}_{R}, \mathbf{a}_{O} \in \mathbb{Z}_{p}^{n}, \boldsymbol{\gamma} \in \mathbb{Z}_{p}^{m}\right)$
P's input: $\left(G, H, \mathbf{G}, \mathbf{H} ; \mathbf{W}_{L}, \mathbf{W}_{R}, \mathbf{W}_{O}, \mathbf{W}_{V}, \mathbf{c} ; \mathbf{a}_{L}, \mathbf{a}_{R}, \mathbf{a}_{O}, \boldsymbol{\gamma}\right)$
V's input: $\left(G, H, \mathbf{G}, \mathbf{H} ; \mathbf{W}_{L}, \mathbf{W}_{R}, \mathbf{W}_{O}, \mathbf{W}_{V}, \mathbf{c}\right)$
Output: $\{\mathrm{V}$ accepts, V rejects $\}$
P computes:
$\alpha, \beta, \rho \leftarrow \$ \mathbb{Z}_{p}$
$A_{I}=\alpha \cdot H+\left\langle\mathbf{a}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{a}_{R}, \mathbf{H}\right\rangle \in \mathbb{G} \quad / / \quad$ commit to $\mathbf{a}_{L}, \mathbf{a}_{R}$
$A_{O}=\beta \cdot H+\left\langle\mathbf{a}_{O}, \mathbf{G}\right\rangle \in \mathbb{G} \quad / /$ commitment to $\mathbf{a}_{O}$
$\mathbf{s}_{L}, \mathbf{s}_{R} \leftarrow \$ \mathbb{Z}_{p}^{n}$
$S=\rho \cdot H+\left\langle\mathbf{s}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{s}_{R}, \mathbf{H}\right\rangle \in \mathbb{G}$
// choose blinding vectors $\mathbf{s}_{L}, \mathbf{s}_{R}$
$\mathrm{P} \rightarrow \mathrm{V}: A_{I}, A_{O}, S$
$\mathrm{V}: y, z \leftarrow \$ \mathbb{Z}_{p}^{\star}$
$\mathrm{V} \rightarrow \mathrm{P}: y, z$
P and V compute:

$$
\begin{array}{lll}
\mathbf{y}^{n}=\left(1, y, y^{2}, \ldots, y^{n-1}\right) \in \mathbb{Z}_{p}^{n} & / / & \text { challenge per witness } \\
\mathbf{z}_{[1:]}^{Q+1}=\left(z, z^{2}, \ldots, z^{Q}\right) \in \mathbb{Z}_{p}^{Q} & / / & \text { challenge per constraint } \\
\delta(y, z)=\left\langle\mathbf{y}^{-n} \circ\left(\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{R}\right), \mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{L}\right\rangle & / / & \text { independent of the witness }
\end{array}
$$

P computes:

$$
\begin{aligned}
& l(X)=\mathbf{a}_{L} \cdot X+\mathbf{a}_{O} \cdot X^{2}+\mathbf{y}^{-n} \circ\left(\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{R}\right) \cdot X \\
& +\mathbf{s}_{L} \cdot X^{3} \in \mathbb{Z}_{p}^{n}[X] \\
& r(X)=\mathbf{y}^{n} \circ \mathbf{a}_{R} \cdot X-\mathbf{y}^{n}+\mathbf{z}_{[1:]}^{Q+1} \cdot\left(\mathbf{W}_{L} \cdot X+\mathbf{W}_{O}\right) \\
& +\mathbf{y}^{n} \circ \mathbf{s}_{R} \cdot X^{3} \in \mathbb{Z}_{p}^{n}[X] \\
& t(X)=\langle l(X), r(X)\rangle=\sum_{i=1}^{6} t_{i} \cdot X^{i} \in \mathbb{Z}_{p}[X] \\
& \mathbf{w}=\mathbf{W}_{L} \cdot \mathbf{a}_{L}+\mathbf{W}_{R} \cdot \mathbf{a}_{R}+\mathbf{W}_{O} \cdot \mathbf{a}_{O} \\
& t_{2}=\left\langle\mathbf{a}_{L}, \mathbf{a}_{R} \circ \mathbf{y}^{n}\right\rangle-\left\langle\mathbf{a}_{O}, \mathbf{y}^{n}\right\rangle+\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{w}\right\rangle+\delta(y, z) \in \mathbb{Z}_{p} \quad \text { // } t_{2}=d(y, z)+\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{c}+\mathbf{W}_{V} \cdot \mathbf{v}\right\rangle \\
& \tau_{i} \leftarrow \Phi \mathbb{Z}_{p} \quad \forall i \in[1,3,4,5,6] \\
& T_{i}=t_{i} \cdot G+\tau_{i} \cdot H \quad \forall i \in[1,3,4,5,6] \\
& \mathrm{P} \rightarrow \mathrm{~V}: T_{1}, T_{3}, T_{4}, T_{5}, T_{6}
\end{aligned} \quad \begin{aligned}
& \\
& \\
& \\
& \\
& \\
&
\end{aligned}
$$

Protocol 2.3: Part 1: Computing commitments to $l(X), r(X)$ and $t(X)$

```
\(\mathrm{V}: x \leftarrow \mathbb{Z}_{p}^{*} \quad / / \quad\) Random challenge
\(\mathrm{V} \rightarrow \mathrm{P}: x\)
P computes:
        \(\mathbf{l}=l(x) \in \mathbb{Z}_{p}^{n}\)
        \(\mathbf{r}=r(x) \in \mathbb{Z}_{p}^{n}\)
        \(\hat{t}=\langle\mathbf{l}, \mathbf{r}\rangle \in \mathbb{Z}_{p}\)
        \(\tau_{x}=\sum_{i=1, i \neq 2}^{6} \tau_{i} \cdot x^{i}+x^{2} \cdot\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{W}_{V} \cdot \gamma\right\rangle \in \mathbb{Z}_{p} \quad / / \quad\) blinding value for \(\hat{t}\)
        \(\mu=\alpha \cdot x+\beta \cdot x^{2}+\rho \cdot x^{3} \in \mathbb{Z}_{p} \quad / / \quad\) Blinding value for \(P\)
\(\mathrm{P} \rightarrow \mathrm{V}: \tau_{x}, \mu, \hat{t}, \mathbf{l}, \mathbf{r}\)
V computes and checks:
```

```
\[
\begin{align*}
& H_{i}^{\prime}=y^{-i+1} \cdot H_{i} \quad \forall i \in[1, n] \quad / / \quad \mathbf{H}^{\prime}=\left\langle\mathbf{y}^{-\mathbf{1}^{n}} n, \mathbf{H}\right\rangle \\
& W_{L}=\left\langle\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{L}, \mathbf{H}^{\prime}\right\rangle \quad / / \text { Weights for } \mathbf{a}_{L} \\
& W_{R}=\left\langle\mathbf{y}^{-n} \circ\left(\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{R}\right), \mathbf{G}\right\rangle \quad / / \text { Weights for } \mathbf{a}_{R}  \tag{2.48}\\
& W_{O}=\left\langle\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{O}, \mathbf{H}^{\prime}\right\rangle \quad / / \text { Weights for } \mathbf{a}_{O} \\
& \hat{t} \stackrel{?}{=}\langle\mathbf{1}, \mathbf{r}\rangle \quad / / \text { Check that } \hat{t} \text { is correct }  \tag{2.49}\\
& \hat{t} \cdot G+\tau_{x} \cdot H \stackrel{?}{=} x^{2} \cdot\left(\delta(y, z)+\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{c}\right\rangle\right) \cdot G \\
& +\left\langle x^{2} \cdot\left(\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{V}\right), \mathbf{V}\right\rangle+x \cdot T_{1}+\sum_{i=3}^{6} x^{i} \cdot T_{i} \quad / / \quad \hat{t}=t(x)=\sum_{i=1}^{6} t_{i} \cdot x^{i}  \tag{2.50}\\
& P=x \cdot A_{I}+\left(x^{2}\right) \cdot A_{O}-\left\langle\mathbf{y}^{n}, \mathbf{H}^{\prime}\right\rangle+x \cdot W_{L} \\
& +x \cdot W_{R}+W_{O}+\left(x^{3}\right) \cdot S \quad / / \text { commitment to } l(x), r(x)  \tag{2.51}\\
& P \stackrel{?}{=} \mu \cdot H+\langle\mathbf{l}, \mathbf{G}\rangle+\left\langle\mathbf{r}, \mathbf{H}^{\prime}\right\rangle \quad / / \quad \text { Check that } \mathbf{l}=l(x) \text { and } \mathbf{r}=r(x) \tag{2.52}
\end{align*}
\]
if all checks succeed: \(V\) accepts
else: V rejects
```

Protocol 2.3: Part 2: Polynomial identity check for $\langle l(x), r(x)\rangle=t(x)$
$n=O(\lambda)$. The extractor is thus efficient and either extracts a discrete logarithm relation or a valid witness. However, if the generators $\mathbf{G}, \mathbf{H}, G, H$ are independently generated, then finding a discrete logarithm relation between them is as hard as breaking the discrete $\log$ problem. If the discrete $\log$ assumption holds in $\mathbb{G}$ then a computationally bounded P cannot produce discrete-logarithm relations between independent generators. The proof system is therefore computationally sound.

### 2.6 Bulletproofs for R1CS with committed witness

In Section 2.5, we introduce an argument for arithmetic circuits using a Hadamard relation. This argument enables proving properties about Pedersen committed values. However, it does not support proving statements about values inside a vector commitment. Also, the characterization of NP is slightly less standard than the commonly use R1CS representation[Gen +13 ; Chi +20 ], which enjoys wide library support[con22]. Additionally a recent result showed that proof systems for R1CS can be transformed into proof systems for higher degree statements, through a generalization called CCS[STW23].

We, therefore, will use the succinct argument of knowledge $\Pi_{i p a}$ to build a succinct argument of knowledge for the following R1CS relation, where a prefix of the witness is committed in a vector commitment $T$. Formally we define this prefixed R1CS for some parameters $n, m, r \in \mathbb{N}$ :

$$
\begin{align*}
\mathcal{R}_{\mathrm{R} 1 C S}:= & \{(A, B, C, T) ;(\mathbf{x}, \boldsymbol{a})\} \text { where } \\
& (1) \quad A, B, C \in \mathbb{Z}_{p}^{m \times n}, \quad T \in \mathbb{G}, \quad \mathbf{x} \in \mathbb{Z}_{p}^{r}, \quad \boldsymbol{a} \in \mathbb{Z}_{p}^{n-r}, \quad \mathbf{z}:=(\mathbf{x}, \boldsymbol{a}) \in \mathbb{Z}_{p}^{n}, \\
& (2) \quad(A \mathbf{z}) \circ(B \mathbf{z})=(C \mathbf{z}),  \tag{2.53}\\
& (3) \quad T=\left(\left(\left[\begin{array}{c}
\mathbf{x} \| \mathbf{u} \\
\mathbf{v}
\end{array}\right]\right)\right) \quad \text { (Note that } \mathbf{u} \in \mathbb{Z}_{p}^{n-r} \text { and } \mathbf{v} \in \mathbb{Z}_{p}^{n} \text { can be set to } 0 . .
\end{align*}
$$

where $P \leftarrow\left(\left(\left[\begin{array}{l}\mathbf{a} \\ \mathbf{b}\end{array}\right]\right)\right) \in \mathbb{G}$ is defined such that $P=\langle\mathbf{a}, \mathbf{G}\rangle+\langle\mathbf{b}, \mathbf{G}\rangle$. We also make use of the following homomorphic operations.
Additive Homomorphism For $P \leftarrow\left(\left(\left[\begin{array}{l}\mathbf{a} \\ \mathbf{b}\end{array}\right]\right)\right)$ and $P^{\prime} \leftarrow\left(\left(\left[\begin{array}{l}\mathbf{a}^{\prime} \\ \mathbf{b}^{\prime}\end{array}\right]\right)\right)$, let $P+P^{\prime}=\left(\left(\left[\begin{array}{l}\mathbf{a}+\mathbf{a}^{\prime} \\ \mathbf{b}+\mathbf{b}^{\prime}\end{array}\right]\right)\right)=$ $\left\langle\mathbf{a}+\mathbf{a}^{\prime}, \mathbf{G}\right\rangle+\left\langle\mathbf{b}+\mathbf{b}^{\prime}, \mathbf{G}\right\rangle$

Generator Transformation We also enable multiplying the committed values by constants, through re-defining the generators. This is indicated thorugh multiplication by a matrix $M=\binom{\mathbf{y}}{\mathbf{z}}$ with non-zero entries. The transformation is denoted by $M \circ P:=\left(\left(\left[\begin{array}{l}\mathbf{a} \circ \mathbf{y} \\ \mathbf{b} \circ \mathbf{z}\end{array}\right]\right)\right)=\left\langle\mathbf{a} \circ \mathbf{y}, \mathbf{G}^{\prime}\right\rangle+$ $\mathbf{b} \circ \mathbf{z H}^{\prime}$, such that $\mathbf{G}^{\prime}=\mathbf{y}^{-} 1 \circ \mathbf{G}$, i.e. $G_{i}^{\prime}=y_{i}^{-1} \cdot G_{i}$ and analogously for $H_{i}$.

Setup: The prover and verifier have an $\mathcal{R}_{\mathrm{R} 1 C S}$ statement $(A, B, C, T)$ and the commitment key
$\mathbf{G}, \mathbf{H} \in \mathbb{G}^{n+m}$ and $u \in \mathbb{G}$. The prover has a witness $\mathbf{z}:=(\mathbf{x}, \boldsymbol{a}) \in \mathbb{Z}_{p}^{n}$.

- step 1: The prover sends to the verifier

$$
S^{\prime} \leftarrow\left(\left(\left[\begin{array}{ccc}
\left(0^{r}, \boldsymbol{a}\right) & \| & A \mathbf{z} \\
0^{n} & \| & B \mathbf{z}
\end{array}\right]\right)\right) \in \mathbb{G}
$$

- step 2: The verifier samples $\alpha, \beta, \gamma, \delta \leftarrow \Phi \mathbb{Z}_{p}$ and sends them to the prover.
- step 3: Both the prover and verifier locally compute

$$
\begin{aligned}
& \mu \leftarrow \alpha \gamma \in \mathbb{Z}_{p}, w \leftarrow\left\langle\boldsymbol{\alpha}^{m}, \boldsymbol{\beta}^{m}\right\rangle+\delta^{2} \cdot\left\langle\boldsymbol{\alpha}^{n}, \mathbf{c} \circ \delta\right\rangle \\
& \mathbf{c} \leftarrow \boldsymbol{\mu}^{m} A+\boldsymbol{\beta}^{m} B-\gamma^{m} C \in \mathbb{Z}_{p}^{n}, \quad \text { (encodes the R1CS program) } \\
& \boldsymbol{\delta} \leftarrow\left(\delta, \ldots, \delta, 1^{n-r}\right) \in \mathbb{Z}_{p}^{n}, \quad \boldsymbol{\delta}^{-1} \leftarrow\left(1 / \delta, \ldots, 1 / \delta, 1^{n-r}\right) \in \mathbb{Z}_{p}^{n}, \\
& S^{\prime \prime} \leftarrow D \circ\left((1 / \delta) \cdot T+S^{\prime}\right)=(1 / \delta) \cdot T+D \circ S^{\prime}=\left(\left(\left[\begin{array}{ccc}
\mathbf{z} \circ \boldsymbol{\delta}^{-1} & \| & \gamma^{n} \circ A \mathbf{z} \\
0^{n} & \| & B \mathbf{z}
\end{array}\right]\right)\right) \in \mathbb{G}, \\
& \text { where } D:=\left(\begin{array}{cc}
\mathbf{1} & \gamma^{m} \\
\mathbf{1} & \mathbf{1}
\end{array}\right) \\
& P \leftarrow S^{\prime \prime}+\left(\left(\left[\begin{array}{ccc}
\delta^{2} \cdot \boldsymbol{\alpha}^{n} & \| & -\boldsymbol{\beta}^{m} \\
\mathbf{c} \circ \boldsymbol{\delta} & \| & -\boldsymbol{\alpha}^{m}
\end{array}\right]\right)\right) \in \mathbb{G} .
\end{aligned}
$$

The role of $\delta \in \mathbb{Z}_{p}$ is to defend against spurious non-zero entries in $T$ and $S^{\prime}$.

- step 4: The prover computes

$$
\left.\begin{array}{ll}
\mathbf{u} \leftarrow\left(\mathbf{z} \circ \boldsymbol{\delta}^{-1}+\delta^{2} \cdot \boldsymbol{\alpha}^{n},\right. & \left.\left(\boldsymbol{\gamma}^{m} \circ A \mathbf{z}\right)-\boldsymbol{\beta}^{m}\right) \\
\mathbf{v} \leftarrow\left(\mathbf{\mathbb { Z } _ { p } ^ { n + m }}\right. \\
\mathbf{c} \circ \boldsymbol{\delta}, & B \mathbf{z}-\boldsymbol{\alpha}^{m}
\end{array}\right) \in \mathbb{Z}_{p}^{n+m} .
$$

If $\mathbf{z} \in \mathbb{Z}_{p}^{n}$ is a valid witness then $P=\left(\left(\left[\begin{array}{l}\mathbf{u} \\ \mathbf{v}\end{array}\right]\right)\right)$ and $\langle\mathbf{u}, \mathbf{v}\rangle=w$.
That is, $(\mathbf{u}, \mathbf{v})$ is a valid witness for the $\mathcal{R}_{\text {ipa }}$ statement $(P, w)$.

- step 5: The prover and verifier compute $\mathbf{H}^{\prime} \in \mathbb{G}^{n+m}$ such that,

$$
H_{i}^{\prime}=H \forall i \in[1, n] \wedge H_{n+j}^{\prime}=\gamma^{-j} H_{n+j} \forall j \in[1, m]
$$

and compute $\mathrm{pp}=\left(\mathbf{G} \in \mathbb{G}^{n+m}, \mathbf{H}^{\prime} \in \mathbb{G}^{n+m}\right)$. Then they run Protocol 2.1 on input $(\mathrm{pp} ; P, w ; \mathbf{u}, \mathbf{v})$

The proof system requires committing to two vectors of length $n+m$ and the prover sends just one commitment before the inner-product argument. Thus, the resulting communication complexity is just $2 \log _{2}(n+m)+3$ elements.

Note that the proof system itself is not zero-knowledge. It can be made zero-knowledge using hiding commitments and the zero-knowledge variant of the inner product argument, presented in [Chu+20].

Theorem 2.6. The proof system presented in this section has perfect completeness and knowledgesoundness for $\mathcal{R}_{R 1 C S}$ against polynomial time adversaries under the discrete logarithm assumption.

Proof. For completeness observe that

$$
\begin{aligned}
\langle\mathbf{u}, \mathbf{v}\rangle & =\left\langle\boldsymbol{\delta}^{-1} \circ \mathbf{z}+\delta^{2} \boldsymbol{\alpha}^{n}, \boldsymbol{\delta} \circ\left(\boldsymbol{\mu}^{m} A+\boldsymbol{\beta}^{m} B-\gamma^{m} C\right)\right\rangle+\left\langle\gamma^{m} \circ A z-\boldsymbol{\beta}^{m}, B \mathbf{z}-\boldsymbol{\alpha}^{m}\right\rangle \\
& =\boldsymbol{\mu}^{m} A \mathbf{z}+\boldsymbol{\beta}^{m} B \mathbf{z}-\gamma^{m} C \mathbf{z}+\gamma^{m}(A \mathbf{z} \circ B \mathbf{z})-\boldsymbol{\alpha}^{m} A \mathbf{z}-\boldsymbol{\beta}^{m} B \mathbf{z}+\left\langle\boldsymbol{\alpha}^{m}, \boldsymbol{\beta}^{m}\right\rangle+\left\langle\boldsymbol{\alpha}^{n}, \delta^{2} \boldsymbol{\delta} \circ \mathbf{c}\right\rangle \\
& =\left\langle\boldsymbol{\alpha}^{m}, \boldsymbol{\beta}^{m}\right\rangle+\delta^{2}\left\langle\boldsymbol{\alpha}^{n}, \boldsymbol{\delta} \circ \mathbf{c}\right\rangle
\end{aligned}
$$

The last equation holds if $A \mathbf{z} \circ B \mathbf{z}=C \mathbf{z}$ which is precisely the requirement for a valid witness.
To show that the protocol has witness-extended emulation, we show that it has $(\max (n+1, m+$ $1), m+1, m+1,6,3^{\log _{2}(n+m)}$ )- special soundness (see Definiton 5.3) for the relation $\mathcal{R}_{\mathrm{R} 1 C S}^{\prime}(x)=$ $(x, \mathbf{w}) \in \mathcal{R}_{\mathrm{R} 1 C S} \vee(\mathrm{pp}, \mathbf{w}) \in \mathcal{R}_{\mathrm{dlog}}$, where $\mathcal{R}_{\mathrm{dlog}}$ is the relation that describes non-trivial discrete logarithm relation for the generators in pp. The first 4 levels of the transcript tree correspond to $\alpha, \beta, \gamma$ and $\delta$ respectively, whereas the last $\log _{2}(n+m)$ correspond to the inner product argument. In order to show that the protocol has special soundness, we show that we can construct an extractor Ext that computes a witness from any appropriately sized transcript trees. Ext first computes witnesses for the inner product relation $\mathcal{R}_{\text {ipa }}$ using the $\operatorname{lower}^{\log }{ }_{2}(n+m)$ levels. This yields a $(\max (n+1, m+1), m+1, m+1,6)$-tree where each leaf $\ell$ is labeled with a commitment $P^{(\ell)} \in \mathbb{G}$ a scalar $w^{(\ell)} \in \mathbb{F}_{p}$ and vectors $\mathbf{v}^{(\ell)}, \mathbf{u}^{(\ell)}$, such that $P^{(\ell)}=\left(\left(\left[\begin{array}{c}\mathbf{v}^{(\ell)} \\ \mathbf{u}^{(\ell)}\end{array}\right]\right)\right)$ and $\left\langle\mathbf{v}^{(\ell)}, \mathbf{u}^{(\ell)}\right\rangle=w^{(\ell)}$. $P^{(\ell)}$ and $w^{(\ell)}$ are derived from the transcript, where as $\mathbf{u}^{(\ell)}$ and $\mathbf{v}^{(\ell)}$ are computed by calling the inner-product-argument's extractor. From the verification equation, we can write.

$$
S^{\prime}+\delta^{-1} T=\left(P-\left(\left(\left[\begin{array}{lll}
\delta^{2} \boldsymbol{\alpha}^{n} & \| & -\boldsymbol{\beta}^{m} \\
\mathbf{c} \circ \boldsymbol{\delta} & \| & -\boldsymbol{\alpha}^{m}
\end{array}\right]\right)\right)\right) \circ D^{-1}
$$

Now given two transcripts labled with distinct challenges $\delta$ and $\delta^{\prime}$ we can extract openings for $S^{\prime}$ and $T$, such that

$$
S^{\prime}=\left(\left(\left[\begin{array}{l}
s_{1} \in \mathbb{F}^{r}\left\|s_{2} \in \mathbb{F}^{n-r}\right\| s_{3} \in \mathbb{F}^{m} \\
s_{1}^{\prime} \in \mathbb{F}^{r}\left\|s_{2}^{\prime} \in \mathbb{F}^{n-r}\right\| s_{3}^{\prime} \in \mathbb{F}^{m}
\end{array}\right]\right)\right)
$$

and

$$
T=\left(\left(\left[\begin{array}{l}
t_{1} \in \mathbb{F}^{r}\left\|t_{2} \in \mathbb{F}^{n-r}\right\| t_{3} \in \mathbb{F}^{m} \\
t_{1}^{\prime} \in \mathbb{F}^{r}\left\|t_{2}^{\prime} \in \mathbb{F}^{n-r}\right\| t_{3}^{\prime} \in \mathbb{F}^{m}
\end{array}\right]\right)\right)
$$

If for any transcript leaf $\ell$ these openings are not consistent with the extracted $\mathbf{v}_{\ell}, \mathbf{u}_{\ell}$, then we can compute break of the binding property of the commitment, i.e. a non-trivial discrete logarithm between the generators. This happens with negligible probability by assumption. Otherwise, given these witnesses we get that

$$
\mathbf{u}=t_{1} \cdot \delta^{-1}+s_{1}+\delta^{2} \boldsymbol{\alpha}^{r}\left\|t_{2} \cdot \delta^{-1}+s_{2}+\delta^{2} \boldsymbol{\alpha}^{n-r} \cdot \alpha^{r}\right\|\left(\delta^{-1} t_{3}+s_{3}\right) \cdot \gamma^{m}-\boldsymbol{\beta}^{m}
$$

and

$$
\mathbf{v}=t_{1}^{\prime} \cdot \delta^{-1}+s_{1}^{\prime}+\mathbf{c}_{[1: r]} \cdot \delta\left\|t_{2}^{\prime} \cdot \delta^{-1}+s_{2}^{\prime}+\mathbf{c}_{[r+1, n]}\right\| t_{3}^{\prime} \cdot \delta^{-1}+s_{3}^{\prime}-\boldsymbol{\alpha}^{m}
$$

, for each leaf $\ell$ with $w=\langle\boldsymbol{\alpha}, \boldsymbol{\beta}\rangle$. This implies that

$$
\begin{equation*}
\langle\mathbf{u}, \mathbf{v}\rangle=\sum_{j=-2}^{3} \delta^{j} d_{j}=\left\langle\boldsymbol{\alpha}^{m}, \boldsymbol{\beta}^{m}\right\rangle+\delta^{2}\left\langle\boldsymbol{\alpha}^{n}, \boldsymbol{\delta} \circ \mathbf{c}\right\rangle \tag{2.54}
\end{equation*}
$$

Focussing on the constant coefficient in $\delta$ we get that

$$
\left.d_{0}=\left\langle t_{1}, \mathbf{c}_{[1: r]}\right\rangle+\left\langle s_{1}, s_{1}^{\prime}\right\rangle+\left\langle s_{2}, s_{2}^{\prime}+\mathbf{c}_{[ } r+1, n\right]\right\rangle+\left\langle\gamma^{m} \circ s_{3}, s_{3}^{\prime}\right\rangle-\left\langle\boldsymbol{\alpha}^{m}, \gamma^{m} \circ s_{3}\right\rangle-\left\langle\boldsymbol{\beta}^{m}, s_{3}^{\prime}\right\rangle
$$

and

$$
d_{2}=\left\langle\boldsymbol{\alpha}^{n}, s_{1}^{\prime} \| s_{2}^{\prime}\right\rangle+\left\langle\boldsymbol{\alpha}^{n-r} \cdot \alpha^{r}, \mathbf{c}_{[r+1, n]}\right\rangle
$$

Since for any given $\alpha, \beta, \gamma(2.54)$ holds for 6 distinct $\delta$, we have that $d_{0}=\left\langle\boldsymbol{\alpha}^{m}, \boldsymbol{\beta}^{m}\right\rangle$ and $d_{2}=$ $\left\langle\boldsymbol{\alpha}^{n-r} \cdot \alpha^{r}, \mathbf{c}_{[r+1, n]}\right\rangle$. This implies that $\left\langle\boldsymbol{\alpha}^{n}, s_{1}^{\prime} \| s_{2}^{\prime}\right\rangle=0$. Since this holds for $n+1$ different values of $\alpha$ we have that $s_{1}^{\prime} \| s_{2}^{\prime}=0^{n}$. Plugging this in we get that

$$
d_{2}=\left\langle t_{1} \| s_{2}, \mathbf{c}\right\rangle+\left\langle\gamma^{m} \circ s_{3}, s_{3}^{\prime}\right\rangle-\left\langle\boldsymbol{\alpha}^{m}, \gamma^{m} \circ s_{3}\right\rangle-\left\langle\boldsymbol{\beta}^{m}, s_{3}^{\prime}\right\rangle=\left\langle\boldsymbol{\alpha}^{m}, \boldsymbol{\beta}^{m}\right\rangle
$$

Expanding $\mathbf{c}=\boldsymbol{\mu}^{m} A+\boldsymbol{\beta}^{m} B-\gamma^{m} C$, and using that $\mu=\alpha \beta$ we get that,

$$
\begin{equation*}
\left\langle t_{1}\right|\left|s_{2}, \boldsymbol{\mu}^{m} A\right\rangle-\left\langle\boldsymbol{\mu}^{m}, s_{3}\right\rangle+\left\langle t_{1}\right|\left|s_{2}, \boldsymbol{\beta}^{m} B\right\rangle-\left\langle\boldsymbol{\beta}^{m}, s_{3}^{\prime}\right\rangle-\left\langle t_{1} \| s_{2}, \gamma^{m} C\right\rangle+\left\langle\gamma^{m} s_{3}, s_{3}^{\prime}\right\rangle=0 \tag{2.55}
\end{equation*}
$$

By construction of the transcript tree (2.55) holds for $m+1$ values of $\alpha, \beta, \gamma$. Given that (2.55)
is a tri-variate degree $m$ polynomial in $\alpha, \beta, \gamma$ the equality must hold everywhere and we get that,

$$
\begin{aligned}
& A\left(t_{1} \| s_{2}\right)=s_{3} \\
& B\left(t_{1} \| s_{2}\right)=s_{3}^{\prime} \\
& C\left(t_{1} \| s_{2}\right)=s_{3} \circ s_{3}^{\prime}
\end{aligned}
$$

This shows that $\mathbf{z}=\left(t_{1} \| s_{2}\right)$ is a valid witness. As the transcript tree size, $\max (m+1, n+1)$. $(m+1)^{3} \cdot 3^{\log _{2}(n+m)}$, is polynomial in $\lambda$ we can use Lemma $3[\mathrm{AC} 20]$ to show that the protocol has knowledge soundness, with negligible knowledge error.

### 2.7 Performance

### 2.7.1 Theoretical Performance

In Table 2.1 we give analytical measurements for the proof size of different range proof protocols. We compare both the proof sizes for a single proof and for $m$ proofs for the range $\left[0,2^{n}-1\right]$. We compare Bulletproofs against $[\mathrm{Poe}+19]$ and a $\Sigma$-protocol range proof where the proof commits to each bit and then shows that the commitment is to 0 or 1 . The table shows that Bulletproofs have a

Table 2.1: Range proof size for $m$ proofs. $m=1$ is the special case of a single range proof

| $m$ range proofs for range $\left[0,2^{n}-1\right]$ |  |  |
| :--- | :--- | :--- |
|  | $\# \mathbb{G}$ elements | $\# \mathbb{Z}_{p}$ elements |
| $\Sigma$ Protocol [CD98] | $m n$ | $3 m n+1$ |
| Poelstra et al. [Poe+19] | $0.63 \cdot m n$ | $1.26 \cdot m n+1$ |
| Bulletproofs | $2\left(\log _{2}(n)+\log _{2}(m)\right)+4$ | 5 |

significant advantage when providing multiple range proofs at once. The proof size for the protocol presented in Section 2.4.3 only grows by an additive logarithmic factor when conducting $m$ range proofs, while all other solutions grow multiplicatively in $m$.

### 2.7.2 An Optimized Verifier Using Multi-Exponentiation and Batch Verification

In many of the applications discussed in Section 2.1.2 the verifier's runtime is of particular interest. For example, with confidential transactions every full node needs to check all confidential transactions and all associated range proofs. We therefore now present a number of optimizations for the noninteractive verifier. We present the optimizations for a single range proof but they all carry over to aggregate range proofs and the arithmetic circuit protocol.

Single multi-exponentiation. In Section 2.3 .1 we showed that the verification of the inner product can be reduce to a single multi-exponentiation. We can further extend this idea to verify the whole range proof using a single multi-exponentiation of size $2 n+2 \log _{2}(n)+7$. Notice that the Bulletproofs verifier only performs two checks (2.41) and (Protocol 2.2, line 2 ). The idea is to delay exponentiation until those checks are actually performed and then to combine them into a single check. We, therefore, unroll the inner product argument as described in Section 2.3.1 using the input from the range proof. The resulting protocol is presented below with $x_{u}$ being the challenge from Protocol 2.1, and $x_{j}$ being the challenge from round $j$ of Protocol 2.2. $L_{j}$ and $R_{j}$ are the $L, R$ values from round $j$ of Protocol 2.2. The verifier runs the following verification procedure:

$$
\begin{align*}
& \text { input: proof } \pi=\left\{A, S, T_{1}, T_{2},\left(L_{j}, R_{j}\right)_{j=1}^{\log (n)} \in \mathbb{G}, \quad \tau, \hat{t}, \mu, a, b \in \mathbb{Z}_{p}\right\}  \tag{2.56}\\
& \text { compute challenges from } \pi:\left\{y, z, x, x_{u},\left(x_{j}\right)_{j=1}^{\log _{2}(n)}\right\}  \tag{2.57}\\
& \delta(y, z)=\left(z-z^{2}\right) \cdot\left\langle\mathbf{1}^{n}, \mathbf{y}^{n}\right\rangle-z^{3}\left\langle\mathbf{1}^{n}, \mathbf{2}^{n}\right\rangle  \tag{2.58}\\
& (\hat{t}-\delta(y, z)) \cdot G+\tau_{x} \cdot H-z^{2} \cdot V-x \cdot T_{1}-x^{2} \cdot T_{2} \stackrel{?}{=} \mathbf{0}_{\mathbb{G}} \in \mathbb{G}  \tag{2.59}\\
& b(i, j)=\left\{\begin{array}{l}
1 \quad \text { if the } j \text { th bit of } i-1 \text { is } 1 \\
-1 \quad \text { otherwise }
\end{array}\right.  \tag{2.60}\\
& \text { for } i=1, \ldots, n \text { : }  \tag{2.61}\\
& \quad l_{i}=\prod_{j=1}^{\log _{2} n} x_{j}^{b(i, j)} \cdot a+z \quad \in \mathbb{Z}_{p}, \quad r_{i}=y^{1-i} \cdot\left(\prod_{j=1}^{\log _{2} n} x_{j}^{-b(i, j)} \cdot b-z^{2} \cdot 2^{i-1}\right)-z \quad \in \mathbb{Z}_{p}  \tag{2.62}\\
& \mathbf{l}=\left(l_{1}, \ldots, l_{n}\right) \in \mathbb{Z}_{p}^{n}  \tag{2.63}\\
& \mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{Z}_{p}^{n}  \tag{2.64}\\
& \langle\mathbf{l}, \mathbf{G}\rangle+\langle\mathbf{r}, \mathbf{H}\rangle+x_{u} \cdot(a \cdot b-\hat{t}) \cdot G+\mu \cdot H-A-x \cdot S  \tag{2.65}\\
& \quad-\sum_{j=1}^{\log _{2}(n)} x_{j}^{2} \cdot L_{j}-\sum_{j=1}^{\log _{2}(n)} x_{j}^{-2} \cdot R_{j} \stackrel{?}{=} \mathbf{0}_{\mathbb{G}} \in \mathbb{G}  \tag{2.66}\\
& -
\end{align*}
$$

Here $\mathbf{0}_{\mathbb{G}}$ is the identity in $\mathbb{G}$. We can combine the two multi-exponentiations in line (2.59) and (2.66) by using a random value $c \leftarrow \$ \mathbb{Z}_{p}$. This is because if $c \cdot A+B=\mathbf{0}_{\mathbb{G}} \in \mathbb{G}$ for a random $c$ then with high probability $A=1 \wedge B=1$.

Various algorithms are known to compute the multi-exponentiations (2.66) and (2.59) efficiently. As explained in [Ber+12], algorithms like Pippenger's [Pip80] perform a number of group operations that scales with $O \frac{n}{\log (n)}$, i.e. sub-linearly. For realistic problem sizes these dominate verification time.

Computing scalars. A further optimization concerns the computation of the $l_{i}$ and $r_{i}$ values. Instead of computing $x^{(i)}=\prod_{j=1}^{\log _{2} n} x_{j}^{b(i, j)}$ for each $i$, we can compute each challenge product using
only one multiplication in $\mathbb{Z}_{p}$ by applying batch division. First we compute $x^{(1)}=\left(\prod_{j=1}^{\log _{2} n} x_{j}\right)^{-1}$ to get the first challenge value using a single inversion. Then computing $x^{(2)}=x^{(1)} x_{1}^{2}, x^{3}=x^{(1)} x_{2}^{2}$, and for example $x^{(7)}=x^{(3)} x_{5}^{2}$. In general in order to compute $x^{(i)}$ we let $k$ be the next lower power of 2 of $i-1$ and compute $x^{(i)}=x^{(i-k)} \cdot x_{k+1}^{2}$ which takes only one additional multiplication in $\mathbb{Z}_{p}$ and no inversion. Further, note that the squares of the challenges are computed anyway in order to check equation (2.66).

Batch verification. A further important optimization concerns the verification of multiple proofs. In many applications described in Section 2.1.2 the verifier needs to verify multiple (separate) range proofs at once. For example a Bitcoin node receiving a block of transactions needs to verify all transactions and thus range proofs in parallel. As noted above, verification boils down to a large multi-exponentiation. In fact, $2 n+2$ of the generators only depend on the public parameters, and only $2 \log (n)+5$ are proof-dependent. We can therefore apply batch verification[BGR98] in order to reduce the number of expensive exponentiations. Batch verification is based on the observation that checking $x \cdot G=\mathbf{0}_{\mathbb{G}} \wedge y \cdot G=\mathbf{0}_{\mathbb{G}}$ can be checked by drawing a random scalar $\alpha$ from a large enough domain and checking $(\alpha x+y) \cdot G=\mathbf{0}_{\mathbb{G}}$. With high probability, the latter equation implies that $x \cdot G=\mathbf{0}_{\mathbb{G}} \wedge y \cdot G=\mathbf{0}_{\mathbb{G}}$, but the latter is more efficient to check. The same trick applies to multi-exponentiations and can save $2 n$ exponentiations per additional proof. This is equivalent to the trick that is used for combining multiple exponentiations into one with the difference that the bases are equivalent. Verifying $m$ distinct range proofs of size $n$ now only requires a single multi-exponentiation of size $2 n+2+m \cdot(2 \cdot \log (n)+5)$ along with $O(m \cdot n)$ scalar operations.

Note that this optimization can even be applied for circuits and proofs for different circuits if the same public parameter are used.

Even for a single verification we can take advantage of the fact that most generators are fixed in the public parameters. Both the verifier and the prover can used fast fixed-base exponentiation with precomputation [Gor98] to speed-up all the multi-exponentiations.

### 2.7.3 Implementation and Performance

To evaluate the performance of Bulletproofs in practice we give a reference implementation in C and integrate it into the popular library libsecp 256 k 1 which is used in many cryptocurrency clients. libsecp256k1 uses the elliptic curve secp256k1 ${ }^{5}$ which has 128 bit security.

In their compressed form, secp256k1 points can be stored as 32 bytes plus one bit. We use all of the optimizations described above, except the pre-computation of generators. The prover uses constant time operations until the computation of $\mathbf{l}$ and $\mathbf{r}$. By Theorem 2.2, the inner product argument does not need to hide $\mathbf{l}$ and $\mathbf{r}$ and can therefore use variable time operations. The verifier has no secrets and can therefore safely use variable time operations like the multi-exponentiations.

[^6]All experiments were performed on an Intel i7-6820HQ system throttled to 2.00 GHz and using a single thread. Less than 100 MB of memory was used in all experiments. For reference, verifying an ECDSA signature takes $86 \mu s$ on the same system. Table 2.2 shows that in terms of proof size Bulletproofs bring a significant improvement over the 3.8 KB proof size in [Poe+19]. A single 64-bit range proof is 688 bytes. An aggregated proof for 32 ranges is still just 1 KB whereas 32 proofs from [Poe +19 ] would have taken up 121 KB . The cost to verify a single 64 -bit range proof is 3.9 ms but using batch verification of many proofs the amortized cost can be brought down to $450 \mu s$ or 5.2 ECDSA verifications. Verifying an aggregated proof for 64 ranges takes 61 ms or 1.9 ms per range. The marginal cost of verifying an additional proof is 2.67 ms or $83 \mu s$ per range. This is less than verifying an ECDSA signature, which cannot take advantage of the same batch validation.

To aid future use of Bulletproofs we also implemented Protocol 2.3 for arithmetic circuits and provide a parser for circuits in the Pinocchio [Par+13] format to the Bulletproofs format. This hooks Bulletproofs up to the Pinocchio toolchain which contains a compiler from a subset of C to the circuit format. To evaluate the implementation we analyze several circuits for hash preimages in Table 2.3 and Figure 2.3.

Specifically, a SHA256 circuit generated by jsnark ${ }^{6}$ and a Pedersen hash function over an embedded elliptic curve similar to Jubjub ${ }^{7}$ are benchmarked. A Bulletproof for knowing a 384 -bit Pedersen hash preimage is about 1 KB and takes 61 ms to verify. The marginal cost of verifying an additional proof is 2.1 ms . The SHA256 preimage proof is 1.4 KB and takes 750 ms to verify. The marginal cost of verifying additional proofs is 41.5 ms . Figure 2.3 shows that the proving and verification time grow linearly. The batch verification first grows logarithmically and then linearly. For small circuits the logarithmic number of exponentiations dominate the cost while for larger circuits the linear scalar operations do.

### 2.8 A General Forking Lemma

We briefly describe the forking lemma of $[\mathrm{Boo}+16]$ that will be needed in the proofs.
Suppose that we have a $(2 \mu+1)$-move public-coin argument with $\mu$ challenges, $x_{1}, \ldots, x_{\mu}$ in sequence. Let $n_{i} \geq 1$ for $1 \leq i \leq \mu$. Consider $\prod_{i=1}^{\mu} n_{i}$ accepting transcripts with challenges in the following tree format. The tree has depth $\mu$ and $\prod_{i=1}^{\mu} n_{i}$ leaves. The root of the tree is labeled with the statement. Each node of depth $i<\mu$ has exactly $n_{i}$ children, each labeled with a distinct value of the $i$ th challenge $x_{i}$.

This can be referred to as an $\left(n_{1}, \ldots, n_{\mu}\right)$-tree of accepting transcripts. Given a suitable tree of accepting transcripts, one can compute a valid witness for our inner-product argument, range proof, and argument for arithmetic circuit satisfiability. This is a natural generalization of specialsoundness for Sigma-protocols, where $\mu=1$ and $n=2$. Combined with Theorem 2.7, this shows that

[^7]Figure 2.1: Sizes for range proofs


Figure 2.2: Timings for range proofs


Figure 2.3: Timings for arithmetic circuits (Pedersen Hash)


Table 2.2: Range proofs: performance and proof size

| Problem size | Gates | Size <br> (bytes) | Timing (ms) |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
|  |  | prove | verify | batch |  |
| Range proofs | $($ range $\times$ aggregation size) |  |  |  |  |
| 8 bit | 8 | 482 | 3.7 | 0.9 | 0.28 |
| 16 bit | 16 | 546 | 7.2 | 1.4 | 0.33 |
| 32 bit | 32 | 610 | 15 | 2.4 | 0.38 |
| 64 bit | 64 | 675 | 29 | 3.9 | 0.45 |
| 64 bit $\times 2$ | 128 | 739 | 57 | 6.2 | 0.55 |
| per range | 64 | 370 | 29 | 3.1 | 0.28 |
| 64 bit $\times 4$ | 256 | 803 | 111 | 10.4 | 0.71 |
| per range | 64 | 201 | 28 | 2.6 | 0.18 |
| 64 bit $\times 8$ | 512 | 932 | 213 | 18.8 | 1.08 |
| per range | 64 | 117 | 27 | 2.4 | 0.13 |
| 64 bit $\times 16$ | 1024 | 932 | 416 | 33.2 | 1.58 |
| per range | 64 | 59 | 26 | 2.1 | 0.10 |
| 64 bit $\times 32$ | 2048 | 996 | 812 | 61.0 | 2.67 |
| per range | 64 | 32 | 25 | 1.9 | 0.083 |
| 64 bit $\times 64$ | 4096 | 1060 | 1594 | 114 | 4.91 |
| per range | 64 | 17 | 25 | 1.8 | 0.077 |
| 64 bit $\times 128$ | 8192 | 1124 | 3128 | 210 | 9.75 |
| per range | 64 | 8.8 | 25 | 1.6 | 0.076 |
| 64 bit $\times 256$ | 16384 | 1189 | 6171 | 392 | 21.03 |
| per range | 64 | 4.6 | 24 | 1.5 | 0.082 |
| 64 bit $\times 512$ | 32768 | 1253 | 12205 | 764 | 50.7 |
| per range | 64 | 2.5 | 24 | 1.5 | 0.10 |

The first 4 instances are $n$-bit range proofs and the later ones are $m$ aggregated 64 -bit proofs and the normalized costs per range. "Batch" is the marginal cost of verifying an additional proof, computed by batch-verifying 100 proofs, subtracting the cost to verify one, and dividing by 99.

Table 2.3: Protocol 2.3: Performance numbers and proof sizes

| Input size | Gates | $\pi$ Size <br> (bytes) | Timing (ms) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | prove | verify | batch |
| Pedersen hash preimage (input size) |  |  |  |  |  |
| 48 bit | 128 | 864 | 88 | 6.4 | 0.72 |
| 96 bit | 256 | 928 | 172 | 10.6 | 0.93 |
| 192 bit | 512 | 992 | 335 | 19.1 | 1.33 |
| 384 bit | 1024 | 1056 | 659 | 33.6 | 2.12 |
| 768 bit | 2048 | 1120 | 1292 | 61.6 | 3.66 |
| 1536 bit | 4096 | 1184 | 2551 | 114.9 | 6.93 |
| 3072 bit | 8192 | 1248 | 5052 | 213.4 | 13.20 |
| Unpadded SHA256 preimage |  |  |  |  |  |
| 512 bit | 25400 | 1376 | 19478 | 749.9 | 41.52 |

Bulletproofs for proving knowledge of $x$ s.t. $H(x)=y$ for different sized $x$ 's. The first 7 rows are for the Pedersen hash function and the final row is for SHA256. "Batch" is the marginal cost of verifying an additional proof, computed by batch-verifying 100 proofs, subtracting the cost to verify one, and dividing by 99.
the protocols have witness-extended emulation, and hence, the prover cannot produce an accepting transcript unless they know a witness. For simplicity in the following lemma, we assume that the challenges are chosen uniformly from $\mathbb{Z}_{p}$ where $|p|=\lambda$, but any sufficiently large challenge space would suffice. The success probability of a cheating prover scales inversely with the size of the challenge space and linearly with the number of accepting transcripts that an extractor needs. Therefore if $\prod_{i=1}^{\mu} n_{i}$ is negligible in $2^{\lambda}$, then a cheating prover can create a proof that the verifier accepts with only negligible probability.

Theorem 2.7 (Forking Lemma, [Boo+16]). Let (Setup, P, V) be a $(2 k+1)$-move, public coin interactive protocol. Let $\chi$ be a witness extraction algorithm that succeeds with probability $1-\mu(\lambda)$ for some negligible function $\mu(\lambda)$ in extracting a witness from an $\left(n_{1}, \ldots, n_{k}\right)$-tree of accepting transcripts in probabilistic polynomial time. Assume that $\prod_{i=1}^{k} n_{i}$ is bounded above by a polynomial in the security parameter $\lambda$. Then (Setup, $\mathrm{P}, \mathrm{V}$ ) has witness-extended emulation.

The theorem is slightly different than the one from $[B o o+16]$. We allow the extractor $\chi$ to fail with negligible probability. Whenever this happens the Emulator Ext as defined by Definition 2.10 also simply fails. Even with this slight modification, this slightly stronger lemma still holds as Ext overall still only fails with negligible probability.

### 2.9 Proof of Theorem 2.1

Proof. Perfect completeness follows directly because Protocol 2.1 converts an instance for relation (2.2) into an instance for relation (2.3). Protocol 2.2 is trivially complete. For witness extended emulation we show that there exists an efficient extractor $\chi$ that uses $n^{2}$ transcripts, as needed by Theorem 2.7.

First we show how to construct an extractor $\chi_{1}$ for Protocol 2.2 which on input $(\mathbf{G}, \mathbf{H}, U, P)$, either extracts a witness $\mathbf{a}, \mathbf{b}$ such that relation (2.3) holds, or discovers a non-trivial discrete logarithm relation between $\mathbf{G}, \mathbf{H}, U$. Note that the hardness of computing a discrete log relation between $\mathbf{G}^{\prime}, \mathbf{H}^{\prime}, U$ implies the hardness of computing one between $\mathbf{G}, \mathbf{H}, U$ as defined in Protocol 2.2. We will, therefore, use an inductive argument showing that in each step we either extract a witness or a discrete $\log$ relation.

If $n=|\mathbf{G}|=1$, then the prover reveals the witness $(a, b)$ in the protocol and the relation $P=g^{a} h^{b} u^{a \cdot b}$ can simply be checked directly.

Next, we show that for each recursive step that on input $(\mathbf{G}, \mathbf{H}, U, P)$, we can efficiently extract from the prover a witness $\mathbf{a}, \mathbf{b}$ or a non-trivial discrete logarithm relation between $\mathbf{G}, \mathbf{H}, U$. The extractor runs the prover to get $L$ and $R$. Then, by rewinding the prover four times and giving it four challenges $x_{1}, x_{2}, x_{3}, x_{4}$, such that $x_{i} \neq \pm x_{j}$ for $1 \leq i<j \leq 4$, the extractor obtains four pairs $\mathbf{a}^{\prime}{ }_{i}, \mathbf{b}^{\prime}{ }_{i} \in \mathbb{Z}_{p}^{n^{\prime}}$ such that

$$
\begin{gather*}
\left\langle\mathbf{a}_{i}^{\prime},\left(x_{i}^{-1} \cdot \mathbf{G}_{\left[: n^{\prime}\right]}+x_{i} \cdot \mathbf{G}_{\left[n^{\prime}:\right]}\right)\right\rangle \\
x_{i}^{2} L+P+x_{i}^{-2} R=\begin{array}{c} 
\\
+\left\langle\mathbf{b}^{\prime}{ }_{i},\left(x_{i} \cdot \mathbf{H}_{\left[: n^{\prime}\right]}+x_{i}^{-1} \cdot \mathbf{H}_{\left[n^{\prime}:\right]}\right)\right\rangle \\
+\left\langle\mathbf{a}_{i}^{\prime}, \mathbf{b}^{\prime}{ }_{i}\right\rangle \cdot U
\end{array} \quad \text { for } i=1, \ldots, 4 . \tag{2.67}
\end{gather*}
$$

We can use the first three challenges $x_{1}, x_{2}, x_{3}$, to compute $\nu_{1}, \nu_{2}, \nu_{3} \in \mathbb{Z}_{p}$ such that

$$
\sum_{i=1}^{3} \nu_{i} \cdot x_{i}^{2}=1, \quad \sum_{i=1}^{3} \nu_{i}=0, \quad \sum_{i=1}^{3} \nu_{i} \cdot x_{i}^{-2}=0
$$

Then taking a linear combination of the first three equalities in (2.67), with $\nu_{1}, \nu_{2}, \nu_{3}$ as the coefficients, we can compute $\mathbf{a}_{L}, \mathbf{b}_{L} \in \mathbb{Z}_{p}^{n}$ and $c_{L} \in \mathbb{Z}_{p}$ such that $L=\left\langle\mathbf{a}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{b}_{L}, \mathbf{H}\right\rangle+c_{L} \cdot U$. Repeating this process with different combinations, we can also compute $\mathbf{a}_{P}, \mathbf{a}_{R}, \mathbf{b}_{P}, \mathbf{b}_{R} \in \mathbb{Z}_{p}^{n}$ and $c_{P}, c_{R} \in \mathbb{Z}_{p}$ such that

$$
R=\left\langle\mathbf{a}_{R}, \mathbf{G}\right\rangle+\left\langle\mathbf{b}_{R}, \mathbf{H}\right\rangle+c_{R} \cdot U, \quad P=\left\langle\mathbf{a}_{P}, \mathbf{G}\right\rangle+\left\langle\mathbf{b}_{P}, \mathbf{H}\right\rangle+c_{P} \cdot U
$$

Now, for each $x \in\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ and the corresponding $\mathbf{a}^{\prime}, \mathbf{b}^{\prime} \in \mathbb{Z}_{p}^{n^{\prime}}$ we can rewrite (2.67) as:

$$
\begin{aligned}
& \left\langle\mathbf{a}_{L} \cdot x^{2}+\mathbf{a}_{P}+\mathbf{a}_{R} \cdot x^{-2}, \mathbf{G}\right\rangle+\left\langle\mathbf{b}_{L} \cdot x^{2}+\mathbf{b}_{P}+\mathbf{b}_{R} \cdot x^{-2}, \mathbf{H}\right\rangle+\left(c_{L} \cdot x^{2}+c_{P}+c_{R} \cdot x^{-2}\right) \cdot U \\
& =x^{2} \cdot L+P+x^{-2} \cdot R \\
& =\left\langle\mathbf{a}^{\prime} \cdot x^{-1}, \mathbf{G}_{\left[: n^{\prime}\right]}\right\rangle+\left\langle\mathbf{a}^{\prime} \cdot x, \mathbf{G}_{\left[n^{\prime}:\right]}\right\rangle+\left\langle\mathbf{b}^{\prime} \cdot x, \mathbf{H}_{\left[: n^{\prime}\right]}\right\rangle+\left\langle\mathbf{b}^{\prime} \cdot x^{-1}, \mathbf{H}_{\left.\left[n^{\prime}\right]\right]}\right\rangle+\left(\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle\right) \cdot U
\end{aligned}
$$

This implies that

$$
\begin{align*}
\mathbf{a}^{\prime} \cdot x^{-1} & =\mathbf{a}_{L,\left[: n^{\prime}\right]} \cdot x^{2}+\mathbf{a}_{P,\left[: n^{\prime}\right]}+\mathbf{a}_{R,\left[: n^{\prime}\right]} \cdot x^{-2} \\
\mathbf{a}^{\prime} \cdot x & =\mathbf{a}_{L,\left[n^{\prime}:\right]} \cdot x^{2}+\mathbf{a}_{P,\left[n^{\prime}:\right]}+\mathbf{a}_{R,\left[n^{\prime}:\right]} \cdot x^{-2} \\
\mathbf{b}^{\prime} \cdot x & =\mathbf{b}_{L,\left[: n^{\prime}\right]} \cdot x^{2}+\mathbf{b}_{P,\left[: n^{\prime}\right]}+\mathbf{b}_{R,\left[: n^{\prime}\right]} \cdot x^{-2}  \tag{2.68}\\
\mathbf{b}^{\prime} \cdot x^{-1} & =\mathbf{b}_{L,\left[n^{\prime}:\right]} \cdot x^{2}+\mathbf{b}_{P,\left[n^{\prime}:\right]}+\mathbf{b}_{R,\left[n^{\prime}:\right]} \cdot x^{-2} \\
\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle & =c_{L} \cdot x^{2}+c_{P}+c_{R} \cdot x^{-2}
\end{align*}
$$

If any of these equalities do not hold, we directly obtain a non-trivial discrete logarithm relation between the generators $\left(G_{1}, \ldots, G_{n}, H_{1}, \ldots, H_{n}, U\right)$.

If the equalities hold, we can deduce that for each challenge $x \in\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$

$$
\begin{gather*}
\mathbf{a}_{L,\left[: n^{\prime}\right]} \cdot x^{3}+\left(\mathbf{a}_{P,\left[: n^{\prime}\right]}-\mathbf{a}_{L,\left[n^{\prime}:\right]}\right) \cdot x+\left(\mathbf{a}_{R,\left[: n^{\prime}\right]}-\mathbf{a}_{P,\left[n^{\prime}:\right]}\right) \cdot x^{-1}-\mathbf{a}_{R,\left[n^{\prime}:\right]} \cdot x^{-3}=0  \tag{2.69}\\
\mathbf{b}_{L,\left[n^{\prime}:\right]} \cdot x^{3}+\left(\mathbf{b}_{P,\left[n^{\prime}:\right]}-\mathbf{b}_{L,\left[: n^{\prime}\right]}\right) \cdot x+\left(\mathbf{b}_{R,\left[n^{\prime}:\right]}-\mathbf{b}_{P,\left[: n^{\prime}\right]}\right) \cdot x^{-1}-\mathbf{b}_{R,\left[: n^{\prime}\right]} \cdot x^{-3}=0 \tag{2.70}
\end{gather*}
$$

The equality (2.69) follows from the first two equations in (2.68). Similarly, (2.70) follows from the third and fourth equations in (2.68).

The only way (2.69) and (2.70) hold for all 4 challenges $x_{1}, x_{2}, x_{3}, x_{4} \in \mathbb{Z}_{p}$ is if

$$
\begin{align*}
& \mathbf{a}_{L,\left[: n^{\prime}\right]}=\mathbf{a}_{R,\left[n^{\prime}:\right]}=\mathbf{b}_{R,\left[: n^{\prime}\right]}=\mathbf{b}_{L,\left[n^{\prime}:\right]}=0 \\
& \mathbf{a}_{L,\left[n^{\prime}:\right]}=\mathbf{a}_{P,\left[: n^{\prime}\right]}, \quad \mathbf{a}_{R,\left[: n^{\prime}\right]}=\mathbf{a}_{P,\left[n^{\prime}:\right]}  \tag{2.71}\\
& \mathbf{b}_{L,\left[: n^{\prime}\right]}=\mathbf{b}_{P,\left[n^{\prime}:\right]}, \quad \mathbf{b}_{R,\left[n^{\prime}:\right]}=\mathbf{b}_{P,\left[: n^{\prime}\right]} .
\end{align*}
$$

Plugging these relations into (2.68) we obtain that for every $x \in\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ we have that

$$
\mathbf{a}^{\prime}=\mathbf{a}_{P,\left[: n^{\prime}\right]} \cdot x+\mathbf{a}_{P,\left[n^{\prime}:\right]} \cdot x^{-1} \quad \text { and } \quad \mathbf{b}^{\prime}=\mathbf{b}_{P,\left[: n^{\prime}\right]} \cdot x^{-1}+\mathbf{b}_{P,\left[n^{\prime}:\right]} \cdot x
$$

Now, using these values we can see that the extracted $c_{L}, c_{P}$ and $c_{R}$ have the expected form:

$$
\begin{aligned}
c_{L} \cdot x^{2} & +c_{P}+c_{R} \cdot x^{-2}=\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle \\
& =\left\langle\mathbf{a}_{P,\left[: n^{\prime}\right]} \cdot x+\mathbf{a}_{P,\left[n^{\prime}:\right]} \cdot x^{-1}, \mathbf{b}_{P,\left[: n^{\prime}\right]} \cdot x^{-1}+\mathbf{b}_{P,\left[n^{\prime}:\right]} \cdot x\right\rangle \\
& =\left\langle\mathbf{a}_{P,\left[: n^{\prime}\right]}, \mathbf{b}_{P,\left[n^{\prime}:\right]}\right\rangle \cdot x^{2}+\left\langle\mathbf{a}_{P,\left[: n^{\prime}\right]}, \mathbf{b}_{P,\left[: n^{\prime}\right]}\right\rangle+\left\langle\mathbf{a}_{P,\left[n^{\prime}:\right]}, \mathbf{b}_{P,\left[n^{\prime}:\right]}\right\rangle+\left\langle\mathbf{a}_{P,\left[n^{\prime}:\right]}, \mathbf{b}_{P,\left[: n^{\prime}\right]}\right\rangle \cdot x^{-2} \\
& =\left\langle\mathbf{a}_{P,\left[: n^{\prime}\right]}, \mathbf{b}_{P,\left[n^{\prime}:\right]}\right\rangle \cdot x^{2}+\left\langle\mathbf{a}_{P}, \mathbf{b}_{P}\right\rangle+\left\langle\mathbf{a}_{P,\left[n^{\prime}:\right]}, \mathbf{b}_{P,\left[: n^{\prime}\right]}\right\rangle \cdot x^{-2} .
\end{aligned}
$$

Since this relation holds for all $x \in\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ it must be that

$$
\left\langle\mathbf{a}_{P}, \mathbf{b}_{P}\right\rangle=c_{P}
$$

The extractor, thus, either extracts a discrete logarithm relation between the generators, or the witness $\left(\mathbf{a}_{P}, \mathbf{b}_{P}\right)$ for the relation (2.3).

Using Theorem 2.7 we can see that the extractor uses $4^{\log _{2}(n)}=n^{2}$ transcripts in total and thus runs in expected polynomial time in $n$ and $\lambda$.

We now show that using Protocol 2.1 we can construct an extractor $\chi$ that extracts a valid witness for relation (2.3). The extractor uses the extractor $\chi_{1}$ of Protocol 2.2. On input $(\mathbf{G}, \mathbf{H}, u, P, c) \chi$ runs the prover with on a challenge $x$ and uses the extractor $\chi_{1}$ to obtain a witness $\mathbf{a}, \mathbf{b}$ such that: $P+(x \cdot c) \cdot U=\langle\mathbf{a}, \mathbf{G}\rangle+\langle\mathbf{b}, \mathbf{H}\rangle+(x \cdot\langle\mathbf{a}, \mathbf{b}\rangle) \cdot U$. Rewinding P , supplying him with a different challenge $x^{\prime}$ and rerunning the extractor $\chi_{1}$ yields a second witness ( $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}$ ). Again the soundness of Protocol 2.2 implies that $P+x^{\prime} \cdot c \cdot U=\left\langle\mathbf{a}^{\prime}, \mathbf{G}\right\rangle+\left\langle\mathbf{b}^{\prime}, \mathbf{H}\right\rangle+\left(x^{\prime} \cdot\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle\right) \cdot U$. From the two witnesses, we can compute:

$$
\left(\left(x-x^{\prime}\right) \cdot c\right) \cdot U=\left\langle\mathbf{a}-\mathbf{a}^{\prime}, \mathbf{G}\right\rangle+\left\langle\mathbf{b}-\mathbf{b}^{\prime}, \mathbf{H}\right\rangle+\left(x \cdot(\langle\mathbf{a}, \mathbf{b}\rangle)-x^{\prime} \cdot\left(\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle\right)\right) \cdot U
$$

Unless $\mathbf{a}=\mathbf{a}^{\prime}$ and $\mathbf{b}=\mathbf{b}^{\prime}$ we get a not trivial discrete $\log$ relation between $\mathbf{G}, \mathbf{H}$ and $U$. Otherwise we get $\left(\left(x-x^{\prime}\right) \cdot c\right) \cdot U=\left(\left(x-x^{\prime}\right) \cdot\langle\mathbf{a}, \mathbf{b}\rangle\right) \cdot U \Longrightarrow c=\langle\mathbf{a}, \mathbf{b}\rangle$. Thus, $(\mathbf{a}, \mathbf{b})$ is a valid witness for relation (2.3). Since $\chi$ forks the prover once, and uses the efficient extractor $\chi_{1}$ twice, it is also efficient. Using the forking lemma (Theorem 2.7) we conclude that the protocol has witness extended emulation.

### 2.10 Proof of Theorem 2.3

Proof. Perfect completeness follows from the fact that $t_{0}=\delta(y, z)+z^{2} \cdot\left\langle\mathbf{z}^{m}, \mathbf{v}\right\rangle$ for all valid witnesses. To prove perfect honest-verifier zero-knowledge we construct a simulator that produces a distribution of proofs for a given statement $\left(G, H \in \mathbb{G}, \mathbf{G}, \mathbf{H} \in \mathbb{G}^{n \cdot m}, \mathbf{V} \in \mathbb{G}^{m}\right)$ that is indistinguishable from valid proofs produced by an honest prover interacting with an honest verifier. The simulator chooses all proof elements and challenges according to the randomness supplied by the adversary from their
respective domains or computes them directly as described in the protocol. $S$ and $T_{1}$ are computed according to the verification equations, i.e.:

$$
\begin{aligned}
S & =-x^{-1} \cdot\left(-\mu \cdot H+A-\left\langle z \cdot \mathbf{1}^{n \cdot m}+\mathbf{l}, \mathbf{G}\right\rangle+\left\langle z \cdot \mathbf{y}^{n \cdot m}-\mathbf{r}, \mathbf{H}^{\prime}\right\rangle+\sum_{j=1}^{m}\left\langle z^{j+1} \cdot \mathbf{2}^{n}, \mathbf{H}_{[(j-1) \cdot m: j \cdot m]}^{\prime}\right\rangle\right) \\
T_{1} & =-x^{-1} \cdot\left(-\tau_{x} \cdot H+\langle\delta(y, z)-\hat{t}, G\rangle+\left\langle z^{2} \cdot \mathbf{z}^{m}, \mathbf{V}\right\rangle+x^{2} \cdot T_{2}\right)
\end{aligned}
$$

Finally, the simulator runs the inner-product argument with the simulated witness $(\mathbf{l}, \mathbf{r})$ and the verifier's randomness. All elements in the proof are either independently randomly distributed or their relationship is fully defined by the verification equations. The inner product argument remains zero knowledge as we can successfully simulate the witness, thus revealing the witness or leaking information about it does not change the zero-knowledge property of the overall protocol. The simulator runs in time $O\left(\mathrm{~V}+\mathrm{P}_{\text {InnerProduct }}\right)$ and is thus efficient.

In order to prove computational witness extended emulation, we construct an extractor $\chi$ as follows. The extractor $\chi$ runs the prover with $n \cdot m$ different values of $y,(m+2)$ different values of $z$, and 3 different values of the challenge $x$. Additionally it invokes the extractor for the inner product argument on each of the transcripts. This results in $3 \cdot(m+2) \cdot n \cdot m \cdot O\left(n^{2}\right)$ valid proof transcripts.

For each transcript the extractor $\chi$ first runs the extractor $\chi_{\text {InnerProduct }}$ for the inner-product argument to extract a witness $\mathbf{l}, \mathbf{r}$ to the inner product argument such that $\mu \cdot H+\langle\mathbf{l}, \mathbf{G}\rangle+\langle\mathbf{r}, \mathbf{H}\rangle=$ $P \wedge\langle\mathbf{l}, \mathbf{r}\rangle=\hat{t}$. Using 2 valid transcripts and extracted inner product argument witnesses for different $x$ challenges, we can compute linear combinations of (2.40) such that in order to compute $\alpha, \rho, \mathbf{a}_{L}, \mathbf{a}_{R}, \mathbf{s}_{L}, \mathbf{s}_{R}$ such that $A=\alpha \cdot H+\left\langle\mathbf{a}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{a}_{R}, \mathbf{H}\right\rangle$, as well as $S=\rho \cdot H+\left\langle\mathbf{s}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{s}_{R}, \mathbf{H}\right\rangle$.

If for any other set of challenges $(x, y, z)$ the extractor can compute a different representation of $A$ or $S$, then this yields a non-trivial discrete logarithm relation between independent generators $H, \mathbf{G}, \mathbf{H}$ which contradicts the discrete logarithm assumption.

Using these representations of $A$ and $S$, as well as $\mathbf{l}$ and $\mathbf{r}$, we then find that for all challenges $x, y$ and $z$

$$
\begin{aligned}
& \mathbf{l}=\mathbf{a}_{L}-z \cdot \mathbf{1}^{n \cdot m}+\mathbf{s}_{L} \cdot x \\
& \mathbf{r}=\mathbf{y}^{n \cdot m} \circ\left(\mathbf{a}_{R}+z \cdot \mathbf{1}^{n \cdot m}+\mathbf{s}_{R} \cdot x\right)+\sum_{j=1}^{m} z^{1+j} \cdot\left(0^{(j-1) \cdot n}\left\|\mathbf{2}^{n}\right\| 0^{(m-j) \cdot n}\right)
\end{aligned}
$$

If these equalities do not hold for all challenges and $\mathbf{l}, \mathbf{r}$ from the transcript, then we have two distinct representations of the same group element using a set of independent generators. This would be a non-trivial discrete logarithm relation.

For given values of $y$ and $z$, we now takes 3 transcripts with different $x$ 's and uses linear combinations of equation (2.45) to compute $\tau_{1}, \tau_{2}, t_{1}, t_{2}$ such that

$$
T_{1}=t_{1} \cdot G+\tau_{1} \cdot H \wedge T_{2}=t_{1} \cdot G+\tau_{2} \cdot H
$$

Additionally we can compute a $v, \gamma$ such that $v \cdot G+\gamma \cdot H=\sum_{j=1}^{m} z^{j+1} \cdot V_{j}$ Repeating this for $m$ different $z$ challenges, we can compute $\left(v_{j}, \gamma_{j}\right)_{j=1}^{m}$ such that $v_{j} \cdot G+\gamma_{j} \cdot H=V_{j} \forall j \in[1, m]$. If for any transcript $\delta(y, z)+\sum_{j=1}^{m} z^{j+2} \cdot v_{j}+t_{1} \cdot x+t_{2} \cdot x^{2} \neq \hat{t}$ then this directly yields a discrete log relation between $G$ and $H$, i.e. a violation of the binding property of the Pedersen commitment. If not, then for all $y, z$ challenges and 3 distinct challenges $X=x_{j}, j \in[1,3]$ :

$$
\sum_{i=0}^{2} t_{i} \cdot X^{i}-p(X)=0
$$

with $t_{0}=\delta(y, z)+\sum_{j=1}^{m} z^{j+2} \cdot\left\langle\mathbf{v}_{j}, \mathbf{2}^{n}\right\rangle$ and $p(X)=\sum_{i=0}^{2} p_{i} \cdot X^{i}=\langle l(X), r(X)\rangle$. Since the polynomial $t(X)-p(X)$ is of degree 2 , but has at least 3 roots (each challenge $x_{j}$ ), it is necessarily the zero polynomial, i.e. $t(X)=\langle l(X), r(X)\rangle$.

Since this implies that $t_{0}=p_{0}$, the following holds for all $y, z$ challenges:

$$
\begin{gathered}
\sum_{j=1}^{m} z^{j+2} \cdot\left\langle\mathbf{v}_{j}, \mathbf{2}^{n}\right\rangle+\delta(y, z) \\
= \\
\left\langle\mathbf{a}_{L}, \mathbf{y}^{n \cdot m} \circ \mathbf{a}_{R}\right\rangle+z \cdot\left\langle\mathbf{a}_{L}-\mathbf{a}_{R}, \mathbf{y}^{n \cdot m}\right\rangle+\sum_{j=1}^{m} z^{j+1}\left\langle\mathbf{a}_{L,[(j-1) \cdot n: j \cdot n]}, \mathbf{2}^{n}\right\rangle \\
-z^{2} \cdot\left\langle\mathbf{1}^{n \cdot m}, \mathbf{y}^{n \cdot m}\right\rangle-\sum_{j=1}^{m} z^{j+2} \cdot\left\langle\mathbf{1}^{n}, \mathbf{2}^{n}\right\rangle \in \mathbb{Z}_{p}
\end{gathered}
$$

If this equality holds for $n \cdot m$ distinct $y$ challenges and $m+2$ distinct $z$ challenges, then we can infer the following.

$$
\begin{aligned}
\mathbf{a}_{L} \circ \mathbf{a}_{R} & =\mathbf{0}^{n \cdot m} & \in \mathbb{Z}_{p}^{n \cdot m} \\
\mathbf{a}_{R} & =\mathbf{a}_{L}-\mathbf{1}^{n \cdot m} & \in \mathbb{Z}_{p}^{n \cdot m} \\
v_{j} & =\left\langle\mathbf{a}_{L,[(j-1) \cdot n: j \cdot n]}, \mathbf{2}^{n}\right\rangle & \in \mathbb{Z}_{p} \forall j \in[1, m]
\end{aligned}
$$

The first two equations imply that $\mathbf{a}_{L} \in\{0,1\}^{n \cdot m}$. The last equation imply that $v_{j} \in\left[0,2^{n-1}\right]$ for all $j \in[1, m]$. Since $G^{v_{i}} H^{\gamma_{i}}=V_{i} \quad \forall j \in[1, m]$ we have that $(\mathbf{v}, \gamma)$ is valid witness for relation (2.42). The extractor rewinds the prover $3 \cdot(m+2) \cdot n \cdot m \cdot O\left(n^{2}\right)$ times. Extraction is efficient and the number of transcripts is polynomial in $\lambda$ because $n, m=O(\lambda)$. Note that extraction either returns a valid witness or a discrete logarithm relation between independently chosen generators. We define $\chi^{\prime}$ being equal to $\chi$ but failing whenever $\chi$ extracts a discrete $\log$ relation. By the Discrete Log Relation assumption this happens with at most negligible probability. We can, therefore, apply the forking lemma and see that computational witness emulation holds.

### 2.11 Proof of Theorem 2.4

Proof. Perfect completeness follows from the fact that

$$
\begin{equation*}
t_{2}=\delta(y, z)+\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{W}_{L} \cdot \mathbf{a}_{L}+\mathbf{W}_{R} \cdot \mathbf{a}_{R}+\mathbf{W}_{O} \cdot \mathbf{a}_{O}\right\rangle=\delta(y, z)+\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{W}_{V} \cdot \mathbf{v}+\mathbf{c}\right\rangle \tag{2.72}
\end{equation*}
$$

whenever the prover knows a witness to the relation and is honest.
To prove perfect honest-verifier zero-knowledge we construct an efficient simulator that produces a distribution of proofs for a given statement

$$
\left(G, H \in \mathbb{G}, \mathbf{G}, \mathbf{H} \in \mathbb{G}^{n}, \mathbf{V} \in \mathbb{G}^{m},\left(\mathbf{w}_{L, q}, \mathbf{w}_{R, q}, \mathbf{w}_{O, q}\right)_{q=1}^{Q} \in \mathbb{Z}_{p}^{n \times 3},\left(\mathbf{w}_{V, q}\right)_{q=1}^{Q} \in \mathbb{Z}_{p}^{m}, \mathbf{c} \in \mathbb{Z}_{p}^{Q}\right)
$$

and the verifier's randomness that is indistinguishable from valid proofs produced by an honest prover interacting with an honest verifier. The simulator acts as follows:

$$
\begin{aligned}
& \text { Compute } x, y, z \text { using V's randomness } \\
& \mu, \tau_{x} \leftarrow \$ \mathbb{Z}_{p} \\
& \mathbf{l}, \mathbf{r} \leftarrow \mathbb{Z}_{p}^{n} \\
& \hat{t}=\langle\mathbf{l}, \mathbf{r}\rangle \\
& A_{I}, A_{O} \leftarrow \mathbb{G} \\
& S=-x^{-3} \cdot\left(x \cdot A_{I}+x^{2} \cdot A_{O}-\langle\mathbf{l}, \mathbf{G}\rangle-\left\langle\mathbf{y}^{n}+\mathbf{r}, \mathbf{H}^{\prime}\right\rangle+x \cdot W_{L}+x \cdot W_{R}+W_{O}-\mu \cdot H\right) \\
& T_{3}, T_{4}, T_{5}, T_{6} \leftarrow \mathbb{G} \\
& T_{1}=-x^{-1} \cdot\left(-\tau_{x} \cdot H+x^{2} \cdot\left(\delta(y, z)+\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{c}\right\rangle\right)-\hat{t} \cdot G+\left\langle x^{2} \cdot\left(\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{V}\right), \mathbf{V}\right\rangle+\sum_{i=3}^{6} x^{i} \cdot T_{i}\right) \\
& \text { Output: }\left(A_{I}, A_{O}, S ; y, z ; T_{1},\left(T_{i}\right)_{3}^{6} ; x ; \tau_{x}, \mu, \hat{t}, \mathbf{l}, \mathbf{r}\right)
\end{aligned}
$$

The values $A_{I}, A_{O}, \mathbf{l}, \mathbf{r}, \mu, \tau_{x}$ produced by an honest prover interacting with an honest verifier are random independent elements, i.e. if $\mathbf{s}, \rho, \alpha, \tau_{1},\left(\tau_{i}\right)_{3}^{6}, \rho$ as well as $x, y, z$ are chosen independently and randomly. $\hat{t}$ is the inner product of $\mathbf{l}, \mathbf{r}$ as in any verifying transcript. The simulated $S$ is fully defined by equations (2.52). The honestly produced $T$ are perfectly hiding commitments and as such random group elements. Their internal relation given $\hat{t}$ and $\tau_{x}$ is fully defined by equation (2.50), which is ensured by computing $T_{1}$ accordingly. Therefore, the transcript of the proof is identically distributed to an honestly computed proof with uniformly selected challenges. The simulator runs in time $O(\mathrm{~V})$ and is thus efficient.

In order to prove computational witness extended emulation we construct an extractor $\chi$ as follows. The $\chi$ runs the prover with $n$ different $y,(Q+1)$ different $z$ and 7 different $x$ challenges.

This results in $7 \cdot(Q+1) \cdot n$ valid proof transcripts. We takes 3 valid transcripts for $x \in\left\{x_{1}, x_{2}, x_{3}\right\}$ and fixed $y$ and $z$. From the transmitted $\mathbf{l}, \mathbf{r}, \hat{t}$ for each combination of challenges, we compute $\nu_{1}, \nu_{2}, \nu_{3}$ such that

$$
\sum_{i=1}^{3} \nu_{i} \cdot x_{i}=1 \wedge \sum_{i=1}^{3} \nu_{i} \cdot x^{2}=\sum_{i=1}^{3} \nu_{i} \cdot x_{i}^{3}=0
$$

Taking the linear combinations of equation (2.52) with $\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ as coefficients, we compute $\alpha \in$ $\mathbb{Z}_{p}, \mathbf{a}_{L}, \mathbf{a}_{R} \in \mathbb{Z}_{p}^{n}$ such that $\alpha \cdot H+\left\langle\mathbf{a}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{a}_{R}, \mathbf{H}\right\rangle=A_{I}$. If for any other set of challenges we can compute different $\alpha^{\prime}, \mathbf{a}_{L}^{\prime}, \mathbf{a}_{R}^{\prime}$ such that

$$
\alpha^{\prime} \cdot H+\left\langle\mathbf{a}_{L}^{\prime}, \mathbf{G}\right\rangle+\left\langle\mathbf{a}_{R}^{\prime}, \mathbf{H}\right\rangle=A_{I}=\alpha H+\left\langle\mathbf{a}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{a}_{R}, \mathbf{H}\right\rangle,
$$

then this yields a non-trivial discrete $\log$ relation between independent generators $H, \mathbf{G}, \mathbf{H}$ which contradicts the discrete log relation assumption. Similarly, we can use the same challenges and equation (2.52) to compute unique $\beta, \rho \in \mathbb{Z}_{p}, \mathbf{a}_{O, L}, \mathbf{a}_{O, R}, \mathbf{s}_{L}, \mathbf{s}_{R} \in \mathbb{Z}_{p}^{n}$ such that $\beta \cdot H+\left\langle\mathbf{a}_{O, L}, \mathbf{G}\right\rangle+$ $\left\langle\mathbf{a}_{O, R}, \mathbf{H}\right\rangle=A_{O}$ and $\rho \cdot H+\left\langle\mathbf{s}_{L}, \mathbf{G}\right\rangle+\left\langle\mathbf{s}_{R}, \mathbf{H}\right\rangle=S$.

Using Equation (2.52), we can replace $A_{I}, A_{O}, S$ with the computed representations and read $\mathbf{l}, \mathbf{r}, \hat{t}$ from the transcripts. We then find that for all challenges $x, y, z$ :

$$
\begin{aligned}
& \mathbf{l}=\mathbf{a}_{L} \cdot x+\mathbf{a}_{O, L} \cdot x^{2}+\mathbf{y}^{-n} \circ\left(\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{R}\right) \cdot X+\mathbf{s}_{L} \cdot x^{3} \\
& \mathbf{r}=\mathbf{y}^{n} \circ \mathbf{a}_{R} \cdot x-\mathbf{y}^{n}+\mathbf{z}_{[1:]}^{Q+1} \cdot\left(\mathbf{W}_{L} \cdot x+\mathbf{W}_{O}\right)+\mathbf{y}^{n} \circ \mathbf{a}_{O, R} \cdot x^{2}+\mathbf{y}^{n} \circ \mathbf{s}_{R} \cdot x^{3} \\
& \hat{t}=\langle\mathbf{l}, \mathbf{r}\rangle
\end{aligned}
$$

If these equalities do not hold for all challenges and $\mathbf{l}, \mathbf{r}$ from the transcript, then we necessarily have a non-trivial discrete $\log$ relation between the generators $\mathbf{G}, \mathbf{H}$ and $h$.

We now show that $t_{2}$ indeed has the form described in (2.72). For a given $y, z$ the extractor takes 6 transcripts with different $x$ 's and uses linear combinations of equation (2.50) to compute $\left(\tau_{i}, t_{i}\right), i \in[1,3, \ldots, 6]$ such that $T_{i}=t_{i} \cdot G+\tau_{i} \cdot H$. Note that the linear combinations have to cancel out the other $x^{i} \cdot T_{i}$ terms as well as $x^{2} \cdot\left\langle\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{V}, \mathbf{V}\right\rangle$. Using these $\left(\tau_{i}, t_{i}\right)$ we can compute $v, \gamma$ such that $v \cdot G+\gamma \cdot H=\left\langle\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{V}, \mathbf{V}\right\rangle$. Repeating this for $m$ different $z$ challenges, we can compute $\left(v_{j}, \gamma_{j}\right)_{j=1}^{m}$ using linear combinations of $v \cdot G+\gamma \cdot H=\left\langle\mathbf{z}_{[1:]}^{Q+1} \cdot \mathbf{W}_{V}, \mathbf{V}\right\rangle$ such that $v_{j} \cdot G+\gamma_{j} \cdot H=V_{j} \forall j \in[1, m]$. This will however only succeed if the weight vectors $\mathbf{w}_{V, j}$ are linearly independent, i.e if the matrix $\mathbf{W}_{V}$ has rank $m$. This necessarily implies that $Q \geq m$. If for any transcript $t_{1} \cdot x+\sum_{i=3}^{6} t_{i} \cdot x^{i}+x^{2} \cdot\left(\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{W}_{V} \cdot \mathbf{v}+\mathbf{c}\right\rangle+\delta(y, z)\right) \neq \hat{t}$ then this directly yields a a discrete $\log$ relation between $G$ and $H$.

If not, then for all $y, z$ challenges and 7 distinct challenges $x=x_{j}, j \in[1,7]$ :

$$
\begin{equation*}
\sum_{i=1}^{6} t_{i} \cdot x-p(x)=0 \tag{2.73}
\end{equation*}
$$

with $t_{2}=\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{W}_{V} \cdot \mathbf{v}+\mathbf{c}\right\rangle+\delta(y, z)$ and $p(x)=\sum_{i=1}^{6} p_{i} \cdot x^{i}=\langle\mathbf{l}(x), \mathbf{r}(x)\rangle$. Since the polynomial $t(x)-p(x)$ is of degree 6 , but has at least 7 roots (each challenge $x_{j}$ ), it is necessarily the zero polynomial, i.e. $t(x)=\langle\mathbf{l}(x), \mathbf{r}(x)\rangle$. Finally, we show that this equality implies that we can extract a witness $\left(\mathbf{a}_{L}, \mathbf{a}_{R}, \mathbf{a}_{O} \in \mathbb{Z}_{p}^{n}, \mathbf{v}, \gamma \in \mathbb{Z}_{p}^{m}\right)$ which satisfies the relation.

The quadratic coefficient of $p$ is:

$$
p_{2}=\left\langle\mathbf{a}_{L}, \mathbf{y}^{n} \circ \mathbf{a}_{R}\right\rangle-\left\langle\mathbf{a}_{O, L}, \mathbf{y}^{n}\right\rangle+\left\langle\mathbf{z}_{[1:]}^{Q+1}, \mathbf{W}_{L} \cdot \mathbf{a}_{L}+\mathbf{W}_{R, q} \cdot \mathbf{a}_{R}+\mathbf{W}_{O} \cdot \mathbf{a}_{O, L}\right\rangle+\delta(y, z) \in \mathbb{Z}_{p}
$$

The polynomial equality implies that any challenge $y, z, p_{2}=t_{2}$. Using a fixed $y$ and $(Q+1)$ different $z$ challenges we can infer that all coefficients of $p_{2}(z)-t_{2}(z)$ have to be zero. Using $n$ different $y$ challenges, i.e. $n \cdot(Q+1)$ total transcripts we can infer the following equalities:

$$
\begin{array}{r}
\mathbf{a}_{L} \circ \mathbf{a}_{R}-\mathbf{a}_{O, L}=\mathbf{0}^{n} \in \mathbb{Z}_{p}^{n} \\
\mathbf{W}_{L} \cdot \mathbf{a}_{L}+\mathbf{W}_{R} \cdot \mathbf{a}_{R}+\mathbf{W}_{O} \cdot \mathbf{a}_{O, L}=\mathbf{W}_{V} \cdot \mathbf{v}+\mathbf{c} \in \mathbb{Z}_{p}^{Q} \tag{2.75}
\end{array}
$$

From equation (2.74) we can directly infer that $\mathbf{a}_{L} \circ \mathbf{a}_{R}=\mathbf{a}_{O, L}$. Equations (2.75) are exactly the linear constraints on the circuit gates.

Defining $\mathbf{a}_{O}=\mathbf{a}_{O, L}$, we can conclude that $\left(\mathbf{a}_{L}, \mathbf{a}_{R}, \mathbf{a}_{O}, \mathbf{v}, \gamma\right)$ is indeed a valid witness. Extraction is efficient and the number of transcripts is polynomial in $\lambda$ because $n, m=O(\lambda)$. Note that extraction either returns a valid witness or a non-trivial discrete logarithm relation between independently chosen generators. We define $\chi^{\prime}$ being equal to $\chi$ but failing whenever $\chi$ extracts a discrete log relation. By the discrete log relation assumption, this happens with at most negligible probability. We can, therefore, apply the forking lemma and see that computational witness emulation holds.

## Chapter 3

## HyperPlonk: A proof system for the zkEVM

### 3.1 Introduction

Proof systems [GMR89; BM88] have a long and rich history in cryptography and complexity theory. In recent years, the efficiency of proof systems has dramatically improved and this has enabled a multitude of new real-world applications that were not previously possible. In this paper, we focus on succinct non-interactive arguments of knowledge, also called SNARKs [Bit+12a]. Here, succinct refers to the fact that the proof is short and verification time is fast, as explained below. Recent years have seen tremendous progress in improving the efficiency of the prover [Wah +18 ; $\mathrm{Mal}+19$; Xie +19 ; Ame +17 ; Ben+19b; Zha+20; Chi+20; Bün+18; GW20a; Set20; Boo+22b; Gol+21; XZS22a].

Let us briefly review what a (preprocessing) SNARK is. We give a precise definition in Section 3.2. Fix a finite field $\mathbb{F}$, and consider the relation $\mathcal{R}(\mathcal{C}, \mathbb{x}, \mathbb{w})$ that is true whenever $\mathbb{x} \in \mathbb{F}^{n}, \mathbb{w} \in \mathbb{F}^{m}$, and $\mathcal{C}(\mathbb{x}, \mathbb{w})=0$, where $\mathcal{C}$ is the description of an arithmetic circuit over $\mathbb{F}$ that takes $n+m$ inputs. A SNARK enables a prover $P$ to non-interactively and succinctly convince a verifier $V$ that $P$ knows a witness $\mathbb{w} \in \mathbb{F}^{m}$ such that $\mathcal{R}(\mathcal{C}, \mathbb{x}, \mathbb{w})$ holds, for some public circuit $\mathcal{C}$ and $\mathbb{x} \in \mathbb{F}^{n}$.

In more detail, a SNARK is a tuple of four algorithms (Setup, $\mathcal{I}, \mathrm{P}, \mathrm{V}$ ), where $\operatorname{Setup}\left(1^{\lambda}\right)$ is a randomized algorithm that outputs parameters gp , and $\mathcal{I}(\mathrm{gp}, \mathcal{C})$ is a deterministic algorithm that pre-processes the circuit $\mathcal{C}$ and outputs prover parameters pp and verifier parameters vp. The prover $\mathrm{P}(\mathrm{pp}, \mathrm{x}, \mathbb{w})$ is a randomized algorithm that outputs a proof $\pi$, and the verifier $\mathrm{V}(\mathrm{vp}, \mathrm{x}, \pi)$ is a deterministic algorithm that outputs 0 or 1 . The SNARK must be complete, knowledge sound, and succinct, as defined in Section 3.2. Here succinct means that if $\mathcal{C}$ contains $s$ gates, and $\mathbb{x} \in \mathbb{F}^{n}$, then the size of the proof should be $O_{\lambda}(\log s)$ and the verifier's running time should be $\tilde{O}_{\lambda}(n+\log s)$. A SNARK is often set in the random oracle model where all four algorithms can query the oracle. If
the Setup algorithm is randomized, then we say that the SNARK requires a trusted setup; otherwise, the SNARK is said to be transparent because Setup only has access to public randomness via the random oracle. Optionally, we might want the SNARK to be zero-knowledge, in which case it is called a zkSNARK.

Modern SNARKs are constructed by compiling an information-theoretic object called an Interactive Oracle Proof (IOP) [BCS16] to a SNARK using a suitable cryptographic commitment scheme. There are several examples of this paradigm. Some SNARKs use a univariate polynomial commitment scheme to compile a Polynomial-IOP to a SNARK. Examples include Sonic [Mal+19],Marlin [Chi+20], and Plonk [GW20a]. Other SNARKs use a multivariate linear (multilinear) commitment scheme to compile a multilinear-IOP to a SNARK. Examples include Hyrax [Wah+18], Libra [Xie+19], Spar$\tan$ [Set20], Quarks [SL20], and Gemini [Boo+22b]. Yet other SNARKs use a vector commitment scheme (such as a Merkle tree) to compile a vector-IOP to a SNARK. The STARK system [Ben +18 b ] is the prime example in this category, but other examples include Aurora [Ben+19b], Virgo [Zha+20], Brakedown [Gol+21], and Orion [XZS22a]. While STARKs are post-quantum secure, require no trusted setup, and have an efficient prover, they generate a relatively long proof (tens of kilobytes in practice). The paradigm of compiling an IOP to a SNARK using a suitable commitment scheme lets us build universal SNARKs where a single trusted setup can support many circuits. In earlier SNARKs, such as [Gro16; Gen+13; Bit+13b], every circuit required a new trusted setup.

The Plonk system. Among the IOP-based SNARKs that use a Polynomial-IOP, the Plonk system [GW20a] has emerged as one of the most widely adopted in industry. This is because Plonk proofs are very short (about 400 bytes in practice) and fast to verify. Moreover, Plonk supports custom gates, as we will see in a minute. An extension of Plonk, called PlonKup [Pea+22], further extends Plonk to incorporate lookup gates using the Plookup IOP of [GW20a].

One difficulty with Plonk, compared to some other schemes, is the prover's complexity. For a circuit $\mathcal{C}$ with $s$ arithmetic gates, the Plonk prover runs in time $O_{\lambda}(s \log s)$. The primary bottlenecks come from the fact that the prover must commit to and later open several degree $O(s)$ polynomials. When using the KZG polynomial commitment scheme [KZG10], the prover must (i) compute a multi-exponentiation of size $O(s)$ in a pairing-friendly group where discrete log is hard, and (ii) compute several FFTs and inverse-FFTs of dimension $O(s)$. When using a FRI-based polynomial commitment scheme [Ben+18a; KPV19; Zha+20], the prover computes an $O(c s)$-sized FFT and $O(c s)$ hashes, where $1 / c$ is the rate of a certain Reed-Solomon code. The performance further degrades for circuits that contain high-degree custom gates, as some FFTs and multi-exponentiations have size proportional to the degree of the custom gates.

In practice, when the circuit size $s$ is bigger than $2^{20}$, the FFTs become a significant part of the running time. This is due to the quasi-linear running time of the FFT algorithm, while other parts of the prover scale linearly in $s$. The reliance on FFT is a direct result of Plonk's use of univariate
polynomials. We note that some proof systems eliminate the need for an FFT by moving away from Plonk altogether [Set20; Boo+22b; Gol+21; XZS22a; Dra19].

Hyperplonk. In this paper, we introduce HyperPlonk, an adaptation of the Plonk IOP and its extensions to operate over the boolean hypercube $B_{\mu}:=\{0,1\}^{\mu}$. We present HyperPlonk as a multilinear-IOP, which means that it can be compiled using a suitable multilinear commitment scheme to obtain a SNARK (or a zkSNARK) with an efficient prover.

HyperPlonk inherits the flexibility of Plonk to support circuits with custom gates, but presents several additional advantages. First, by moving to the boolean hypercube we eliminate the need for an FFT during proof generation. We do so by making use of the classic SumCheck protocol [Lun+92], and this reduces the prover's running time from $O_{\lambda}(s \log s)$ to $O_{\lambda}(s)$. The efficiency of SumCheck is the reason why many of the existing multilinear SNARKs [Wah+18; Xie+19; Set20; SL20; Boo+22b] use the boolean hypercube. Here we show that Plonk can similarly benefit from the SumCheck protocol.

Second, and more importantly, we show that the hypercube lets us incorporate custom gates more efficiently into HyperPlonk. A custom gate is a function $G: \mathbb{F}^{\ell} \rightarrow \mathbb{F}$, for some $\ell$. An arithmetic circuit $\mathcal{C}$ with a custom gate $G$, denoted $\mathcal{C}[G]$, is a circuit with addition and multiplication gates along with a custom gate $G$ that can appear many times in the circuit. The circuit may contain multiple types of custom gates, but for now, we will restrict to one type to simplify the presentation. These custom gates can greatly reduce the circuit size needed to compute a function, leading to a faster prover. For example, if one needs to implement the $S$-box in a block cipher, it can be more efficient to implement it as a custom gate.

Custom gates are not free. Let $G: \mathbb{F}^{\ell} \rightarrow \mathbb{F}$ be a custom gate that computes a multivariate polynomial of total degree $d$. Let $\mathcal{C}[G]$ be a circuit with a total of $s$ gates. In the Plonk IOP, the circuit $\mathcal{C}[G]$ results in a prover that manipulates univariate polynomials of degree $O(s \cdot d)$. Consequently, when compiling Plonk using KZG [KZG10], the prover needs to do a group multiexponentiation of size $O(s d)$ as well as FFTs of this dimension. This restricts custom gates in Plonk to gates of low degree.

We show that the prover's work in HyperPlonk is much lower. Let $G: \mathbb{F}^{\ell} \rightarrow \mathbb{F}$ be a custom gate that can be evaluated using $k$ arithmetic operations. In HyperPlonk, the bulk of the prover's work when processing $\mathcal{C}[G]$ is only $O\left(s k \log ^{2} k\right)$ field operations. Moreover, when using KZG multilinear commitments [PST13], the total number of group exponentiations is only $O(s+d \log s)$, where $d$ is the total degree of $G$. This is much lower than Plonk's $O(s d)$ group exponentiations. It lets us use custom gates of much higher degree in HyperPlonk.

Making Plonk and its Plonkup extension work over the hypercube raises interesting challenges, as discussed in Section 3.1.1. In particular, adapting the Plookup IOP [GW20a], used to implement table lookups, requires changing the protocol to make it work over the hypercube (see Section 3.3.7).

The resulting version of HyperPlonk that supports lookup gates is called HyperPlonk+ and is described in Section 3.5. There are also subtleties in making HyperPlonk zero knowledge. In Section 3.8, we describe a general compiler to transform a multilinear-IOP into one that is zero knowledge.

Batch openings and commit-and-prove SNARKs. The prover in HyperPlonk needs to open several multilinear polynomials at random points. We present a new sum-check-based batch-opening protocol (Section 3.3.8) that can batch many openings into one, significantly reducing the prover time, proof size, and verifier time. Our protocol takes $O\left(k \cdot 2^{\mu}\right)$ field operations for the prover for batching $k$ of $\mu$-variate polynomials, compared to $O\left(k^{2} \mu \cdot 2^{\mu}\right)$ for the previously best protocol [Tha20]. Under certain conditions, we also obtain a more efficient batching scheme with complexity $O\left(2^{\mu}\right)$, which yields a very efficient commit-and-prove protocol.

Improved multilinear commitments. Since HyperPlonk relies on a multilinear commitment scheme, we revisit two approaches to constructing multilinear commitments and present significant improvements to both.

First, in Section 3.7 we use our commit-and-prove protocol to improve the Orion multilinear commitment scheme [XZS22a]. Orion is highly efficient: the prover time is strictly linear, taking only $O\left(2^{\mu}\right)$ field operations and hashes for a multilinear polynomial in $\mu$ variables (no group exponentiations are used). The proof size is $O\left(\lambda \mu^{2}\right)$ hash and field elements, and the verifier time is proportional to the proof size. In Section 3.7 we describe Orion+, that has the same prover complexity, but has $O(\mu)$ proof size and $O(\mu)$ verifier time, with good constants. In particular, for security parameter $\lambda=128$ and $\mu=25$ the proof size with Orion + is only about 7 KBs , compared with 5.5 MB with Orion, a nearly 1000x improvement. Using Orion+ in HyperPlonk gives a strictly linear time prover.

Second, in Section 3.9, we show how to generically transform a univariate polynomial commitment scheme into a multilinear commitment scheme using the tensor-product univariate Polynomial-IOP from $[\mathrm{Boo}+22 \mathrm{~b}]$. This yields a new construction for multilinear commitments from FRI [Ben+18a] by applying the transformation to the univariate FRI-based commitment scheme from [KPV19]. This approach leads to a more efficient FRI-based multilinear commitment scheme compared to the prior construction in [Zha +20$]$, which uses recursive techniques. Using this commitment scheme in HyperPlonk gives a quantum-resistant quasilinear-time prover.

Another permutation PIOP for small fields. Looking ahead, the HyperPlonk IOP builds upon a linear-time polynomial IOP for the permutation check relation. However, for $\mu$-variate polynomials, the linear-time permutation PIOP has soundness error $O\left(\frac{2^{\mu}}{|\mathbb{F}|}\right)$, which limits its usage with polynomial-sized fields [Boo +22 a ]. To remedy this, we also propose another permutation PIOP with a much smaller soundness error, that is, $O\left(\frac{\mu^{2}}{|\mathbb{F}|}\right)$. The tradeoff is that the PIOP has quasi-linear (rather than linear) prover time.

| Application | $\mathcal{R}_{\text {R1CS }}$ | Spartan | $\mathcal{R}_{\text {PLONK+ }}$ | Jellyfish | HyperPlonk |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3-to-1 Rescue Hash | $288[$ Aly+20 $]$ | 422 ms | $144[$ Sys22 $]$ | 40 ms | 88 ms |
| Zexe's recursive circuit | $2^{22}[$ Xio+22 $]$ | 6 min | $2^{17}[$ Xio+22 $]$ | 13.1 s | 5.1 s |
| Rollup of 50 private tx | $2^{25}$ | 39 min | $2^{20}[$ Sys22 $]$ | 110 s | 38.2 s |

Table 3.1: The prover runtime of Hyperplonk, Spartan [Set20], and Jellyfish Plonk, for popular applications. The first column (next to the column of the applications) shows the number of R1CS constraints for each application. The third column shows the corresponding number of constraints in HyperPlonk+. Note that the Zexe and the Rollup applications are using the BW6-761 curve. For more detail see Section 3.6.5.

Evaluation results. After applying the optimizations in Appendix 3.10, when instantiated with the pairing-based multilinear commitment scheme of [PST13], the proof size of Hyperplonk is $\mu+5$ group elements and $4 \mu+29$ field elements ${ }^{1}$. Using BLS12-381 as the pairing group, we obtain $4.7 K B$ proofs for $\mu=20$ and $5.5 K B$ proofs for $\mu=25$. For comparison, Kopis [SL20] and Gemini $[\mathrm{Boo}+22 \mathrm{~b}]$, which also have linear-time provers, report proofs of size 39 KB and 18 KB respectively for $\mu=20$. In Table 3.1 and Table 3.6 we show that our prototype HyperPlonk implementation outperforms an optimized commercial-strength Plonk system for circuits with more than $2^{14}$ gates. It also shows the effects of PLONK arithmetization compared to R1CS by comparing the prover runtime for several important applications. Hyperplonk outperforms Spartan [Set20] for these applications by a factor of over 60 . We discuss the evaluation further in Section 3.6.

### 3.1.1 Technical overview

In this section we give a high level overview of how to make Plonk and its extensions work over the hybercube. We begin by describing Plonk in a modular way, breaking it down into a sequence of elementary components shown in Figure 3.1. In Section 3.3 we show how to instantiate each component over the hybercube.

Some components of Plonk in Figure 3.1 rely on the simple linear ordering of the elements of a finite cyclic group induced by the powers of a generator. On the hypercube there is no natural simple ordering, and this causes a problem in the Plookup protocol [GW20a] that is used to implement a lookup gate. To address this we modify the Plookup argument in Section 3.5 to make it work over the hypercube. We give an overview of our approach below.

A review of Plonk. Let us briefly review the Plonk SNARK. Let $\mathcal{C}[G]: \mathbb{F}^{n+m} \rightarrow \mathbb{F}$ be a circuit with a total of $s$ gates, where each gate has fan-in two and can be one of addition, multiplication, or a custom gate $G: \mathbb{F}^{2} \rightarrow \mathbb{F}$. Let $\mathbb{x} \in \mathbb{F}^{n}$ be a public input to the circuit. Plonk represents the

[^8]resulting computation as a sequence of $n+s+1$ triples $^{2}:=$
\[

$$
\begin{equation*}
\hat{M}:=\left\{\left(L_{i}, R_{i}, O_{i}\right) \in \mathbb{F}^{3}\right\}_{i=0, \ldots, n+s} \tag{3.1}
\end{equation*}
$$

\]

This $\hat{M}$ is a matrix with three columns and $n+s+1$ rows. The first $n$ rows encode the $n$ public input; the next $s$ rows represent the left and right inputs and the output for each gate; and the final row enforces that the final output of the circuit is zero. We will see how in a minute.

In basic (univariate) Plonk, the prover encodes the cells of $\hat{M}$ using a cyclic subgroup $\Omega \subseteq \mathbb{F}$ of order $3(n+s+1)$. Specifically, let $\omega \in \Omega$ be a generator. Then the prover interpolates and commits to a polynomial $M \in \mathbb{F}[X]$ such that

$$
M\left(\omega^{3 i}\right)=L_{i}, \quad M\left(\omega^{3 i+1}\right)=R_{i}, \quad M\left(\omega^{3 i+2}\right)=O_{i} \quad \text { for } i=0, \ldots, n+s
$$

Now the prover needs to convince the verifier that the committed $M$ encodes a valid computation of the circuit $\mathcal{C}$. This is the bulk of Plonk system.

Hyperplonk. In HyperPlonk we instead use the boolean hypercube to encode $\hat{M}$. From now on, suppose that $n+s+1$ is a power of two, so that $n+s+1=2^{\mu}$. The prover interpolates and commits to a multilinear polynomial $M \in \mathbb{F}\left[X^{\mu+2}\right]=\mathbb{F}\left[X_{1}, \ldots, X_{\mu+2}\right]$ such that

$$
\begin{equation*}
M(0,0,\langle i\rangle)=L_{i}, \quad M(0,1,\langle i\rangle)=R_{i}, \quad M(1,0,\langle i\rangle)=O_{i}, \quad \text { for } i=0, \ldots, n+s \tag{3.2}
\end{equation*}
$$

Here $\langle i\rangle$ is the $\mu$-bit binary representation of $i$. Note that a multilinear polynomial on $\mu+2$ variables is defined by a vector of $2^{\mu+2}=4 \times 2^{\mu}$ coefficients. Hence, it is always possible to find a multilinear polynomial that satisfies the $3 \times 2^{\mu}$ constraints in (3.2). Next, the prover needs to convince the verifier that the committed $M$ encodes a valid computation of the circuit $\mathcal{C}$. To do so, we need to adapt Plonk to work over the hypercube.

Let us start with the pre-processing algorithm $\mathcal{I}(\mathrm{gp}, \mathcal{C})$ that outputs prover and verifier parameters pp and vp . The verifier parameters vp encode the circuit $\mathcal{C}[G]$ as a commitment to four multilinear polynomials $\left(S_{1}, S_{2}, S_{3}, \sigma\right)$, where $S_{1}, S_{2}, S_{3} \in \mathbb{F}\left[X^{\mu}\right]$ and $\sigma \in \mathbb{F}\left[X^{\mu+2}\right]$. The first three are called selector polynomials and $\sigma$ is called the wiring polynomial. We will see how they are defined in a minute. There is one more auxiliary multilinear polynomial $I \in \mathbb{F}\left[X^{\mu}\right]$ that encodes the input $\mathrm{x} \in \mathbb{F}^{n}$. This polynomial is defined as $I(\langle i\rangle)=\mathbb{x}_{i}$ for $i=0, \ldots, n-1$, and is zero on the rest of the boolean cube $B_{\mu}$. The verifier, on its own, computes a commitment to the polynomial $I$ to ensure that the correct input $\mathbb{x} \in \mathbb{F}^{n}$ is being used in the proof. Computing a commitment to $I$ can be done in time $O_{\lambda}(n)$, which is within the verifier's time budget.

With this setup, the Plonk prover P convinces the verifier that the committed $M$ satisfies two

[^9]polynomial identities:

The gate identity: Let $S_{1}, S_{2}, S_{3}: \mathbb{F}^{\mu} \rightarrow\{0,1\}$ be the three selector polynomials that the preprocessing algorithm $\mathcal{I}(\mathrm{gp}, \mathcal{C})$ committed to in vp. To prove that all gates were evaluated correctly, the prover convinces the verifier that the following identity holds for all $\mathbf{x} \in B_{\mu}:=\{0,1\}^{\mu}$ :

$$
\begin{align*}
0=S_{1}(\mathbf{x}) \cdot & (\underbrace{M(0,0, \mathbf{x})}_{L_{[\mathbf{x}]}}+\underbrace{M(0,1, \mathbf{x})}_{R_{[\mathbf{x}]}})+S_{2}(\mathbf{x}) \cdot \underbrace{M(0,0, \mathbf{x})}_{L_{[\mathbf{x}]}} \cdot \underbrace{M(0,1, \mathbf{x})}_{R_{[\mathbf{x}]}} \\
& +S_{3}(\mathbf{x}) \cdot \boldsymbol{G}(\underbrace{M(0,0, \mathbf{x})}_{L_{[\mathbf{x}]}}, \underbrace{M(0,1, \mathbf{x})}_{R_{[\mathbf{x}]}})-\underbrace{M(1,0, \mathbf{x})}_{O_{[\mathbf{x}]}}+I(\mathbf{x}) \tag{3.3}
\end{align*}
$$

where $[\mathbf{x}]=\sum_{i=0}^{\mu-1} \mathbf{x}_{i} 2^{i}$ is the integer whose binary representation is $\mathbf{x} \in B_{\mu}$. For each $i=0, \ldots, n+s$, the selector polynomials $S_{1}, S_{2}, S_{3}$ are defined to do the "right" thing:

- for an addition gate: $\quad S_{1}(\langle i\rangle)=1, \quad S_{2}(\langle i\rangle)=S_{3}(\langle i\rangle)=0 \quad\left(\right.$ so $\left.O_{i}=L_{i}+R_{i}\right)$
- for a multiplication gate: $\quad S_{1}(\langle i\rangle)=S_{3}(\langle i\rangle)=0, \quad S_{2}(\langle i\rangle)=1 \quad\left(\right.$ so $\left.O_{i}=L_{i} \cdot R_{i}\right)$
- for a $G$ gate: $\quad S_{1}(\langle i\rangle)=S_{2}(\langle i\rangle)=0, \quad S_{3}(\langle i\rangle)=1 \quad\left(\right.$ so $\left.O_{i}=G\left(L_{i}, R_{i}\right)\right)$
- when $i<n$ or $i=n+s: \quad S_{1}(\langle i\rangle)=S_{2}(\langle i\rangle)=S_{3}(\langle i\rangle)=0 \quad$ (so $\left.O_{i}=I(\langle i\rangle)\right)$.

The last bullet ensures that $O_{i}$ is equal to the $i$-th input for $i=0, \ldots, n-1$, and that the final output of the circuit, $O_{n+s}$, is equal to zero.

The wiring identity: Every wire in the circuit $\mathcal{C}$ induces an equality constraint on two cells in the matrix $\hat{M}$. In HyperPlonk, the wiring constraints are captured by a permutation $\hat{\sigma}: B_{\mu+2} \rightarrow B_{\mu+2}$. The prover needs to convince the verifier that

$$
\begin{equation*}
M(\mathbf{x})=M(\hat{\sigma}(\mathbf{x})) \quad \text { for all } \mathbf{x} \in B_{\mu+2}:=\{0,1\}^{\mu+2} \tag{3.4}
\end{equation*}
$$

To do so, the pre-processing algorithm $\mathcal{I}(\mathrm{gp}, \mathcal{C})$ commits to a multilinear polynomial $\sigma: \mathbb{F}^{\mu+2} \rightarrow \mathbb{F}$ that satisfies $\sigma(\mathbf{x})=[\hat{\sigma}(\mathbf{x})]$ for all $\mathbf{x} \in B_{\mu+2}$ (recall that $[\hat{\sigma}(\mathbf{x})]$ is the integer whose binary representation is $\left.\hat{\sigma}(\mathbf{x}) \in B_{\mu+2}\right)$. The prover then convinces the verifier that the following two sets are equal (both sets are subsets of $\mathbb{F}^{2}$ ):

$$
\begin{equation*}
\{([\mathbf{x}], M(\mathbf{x}))\}_{\mathbf{x} \in B_{\mu+2}}=\{([\hat{\sigma}(\mathbf{x})], M(\mathbf{x}))\}_{\mathbf{x} \in B_{\mu+2}} \tag{3.5}
\end{equation*}
$$

This equality of sets implies that (3.4) holds.

Proving the gate identity. The prover convinces the verifier that the Gate identity holds by proving that the polynomial defined by the right hand side of (3.3) is zero for all $\mathbf{x} \in B_{\mu}$. This is done using a ZeroCheck IOP, defined in Section 3.3.2. If the custom gate $G$ has total degree $d$ and
there are $s$ gates in the circuit, then the total number of coefficientsx of the polynomial in (3.3) is $(d+1)(s+n+1)$ which is about $(d \cdot s)$. If this were a univariate polynomial, as in Plonk, then a ZeroCheck would require a multi-exponentiation of dimension $(d \cdot s)$ and an FFT of the same dimension. When the polynomial is defined over the hypercube, the ZeroCheck is implemented using the SumCheck protocol in Section 3.3.1, which requires no FFTs. In that section we describe two optimizations to the SumCheck protocol for the settings where the multivariate polynomial has a high degree $d$ in every variable:

- First, in every round of SumCheck the prover sends a polynomial commitment to a univariate polynomial of degree $d$, instead of sending the polynomial in the clear as in regular SumCheck. This greatly reduces the proof size.
- Second, in standard SumCheck, the prover opens the univariate polynomial commitment at three points: at 0,1 , and at a random $r \in \mathbb{F}$. We optimize this step by showing that opening the commitment at a single point is sufficient. This further shortens the final proof.

The key point is that the resulting ZeroCheck requires the prover to do only about $s+d \cdot \mu$ group exponentiations, which is much smaller than $d \cdot s$ in Plonk. The additional arithmetic work that the prover needs to do depends on the number of multiplication gates in the circuit implementing the custom gate $G$, not on the total degree of $G$, as in Plonk. As such, we can support much larger custom gates than Plonk.

In summary, proof generation time is reduced for two reasons: (i) the elimination of the FFTs, and (ii) the better handling of high-degree custom gates.

Proving the wiring identity. The prover convinces the verifier that the Wiring identity holds by proving the set equality in (3.5). We describe a set equality protocol over the hypercube in Section 3.3.4. Briefly, we use a technique from Bayer and Groth [BG12], that is also used in Plonk, to reduce this problem to a certain ProductCheck over the hypercube (Section 3.3.3). We then use an idea from Quarks [SL20] to reduce the hypercube ProductCheck to a ZeroCheck, which then reduces to a SumCheck. This sequence of reductions is shown in Figure 3.1. Again, no FFTs are needed.

Table lookups. An important extension to Plonk supports circuits with table lookup gates. The table is represented as a fixed vector $\mathbf{t} \in \mathbb{F}^{2^{\mu}-1}$. A table lookup gate ensures that a specific cell in the matrix $\hat{M}$ is contained in $\mathbf{t}$. For example, one can set $\mathbf{t}$ to be the field elements in $\{0,1, \ldots, B\}$ for some $B$ (padding the vector by 0 as needed). Now, checking that a cell in $\hat{M}$ is contained in $\mathbf{t}$ is a simple way to implement a range check.

Let $f, t: B_{\mu} \rightarrow \mathbb{F}$ be two multilinear polynomials. Here the polynomial $t$ encodes the table $\mathbf{t}$, where the table values are $t\left(B_{\mu}\right)$. The polynomial $f$ encodes the cells of $\hat{M}$ that need to be checked. An important step in supporting lookup gates in Plonk is a way for the prover to convince the verifier that $f\left(B_{\mu}\right) \subseteq t\left(B_{\mu}\right)$, when the verifier has commitments to $f$ and $t$. The Plookup proof


Figure 3.1: The multilinear polynomial-IOPs that make up HyperPlonk.
system by Gabizon and Williamson [GW20a] is a way for the prover to do just that. More recently preprocessed alternatives to lookup have been developed[Zap+22a; PK22]. These perform better if the table is known, e.g. a range of values but are in general orthogonal to Plookup.

The problem is that Plookup is designed to work when the polynomials are defined over a cyclic subgroup $\mathbb{G} \subseteq \mathbb{F}^{*}$ of order $q$ with generator $\omega \in \mathbb{G}$. In particular, Plookup requires a function next : $\mathbb{F} \rightarrow \mathbb{F}$ that induces an ordering of $\mathbb{G}$. This function must satisfy two properties: (i) the sequence

$$
\begin{equation*}
\omega, \quad \operatorname{next}(\omega), \quad \operatorname{next}(\operatorname{next}(\omega)), \quad \ldots, \quad \operatorname{next}^{(q-1)}(\omega) \tag{3.6}
\end{equation*}
$$

should traverse all of $\mathbb{G}$, and (ii) the function next should be a linear function. This is quite easy in a cyclic group: simply define next $(x):=\omega x$.

To adapt Plookup to the hypercube we need a linear function next : $\mathbb{F}^{\mu} \rightarrow \mathbb{F}^{\mu}$ that traverses all of $B_{\mu}$ as in (3.6), starting with some element $\mathbf{x}_{0} \in B_{\mu}$. However, such an $\mathbb{F}$-linear function does not exist. Nevertheless, we construct in Section 3.3.7 a quadratic function from $\mathbb{F}^{\mu}$ to $\mathbb{F}^{\mu}$ that traverses $B_{\mu}$. The function simulates $B_{\mu}$ using a binary extension and has a beautiful connection to similar techniques used in early PCP work[BSS08]. We then show how to linearize the function by modifying some of the building blocks that Plookup uses. This gives an efficient Plookup protocol over the hypercube. Finally, in Section 3.5 we use this hypercube Plookup protocol to support lookup gates in HyperPlonk. The resulting protocol is called HyperPlonk+.

### 3.1.2 Additional related work

The origins of SNARKs date back to the work of Kilian [Kil92] and Micali [Mic94] based on the PCP theorem. Many of the SNARK constructions cited in the previous sections rely on techniques introduced in the proof of the PCP theorem.

Recursive SNARKs [Val08] are an important technique for building a SNARK for a long computation. Early recursive SNARKs [CT10; Bit+12b; Ben+14b; COS20] built a prover for the entire SNARK circuit and then repeatedly used this prover. More recent recursive SNARKs rely on accumulation schemes [BGH19; Bün+20; Bon+21; Bün+21a; KST21] where the bulk of the SNARK verifier runs outside of the prover.

Many practical SNARKs rely on the random oracle model and often use a non-falsifiable assumption. Indeed, a separation result due to Gentry and Wichs [GW11] suggests that a SNARK requires either an idealized model or a non-falsifiable assumption. An interesting recent direction is the construction of batch proofs [CJJ21a; CJJ21b; WW22] in the standard model from standard assumptions. These give succinct proofs for computations in $\mathcal{P}$, namely succinct proofs for computations that do not rely on a hidden witness. SNARKs give succinct proofs for computations in $\mathcal{N} \mathcal{P}$.

### 3.2 Preliminaries

Notation: We use $\lambda$ to denote the security parameter. For $n \in \mathbb{N}$ let $[n]$ be the set $\{1,2, \ldots, n\}$; for $a, b \in \mathbb{N}$ let $[a, b)$ denote the set $\{a, a+1, \ldots b-1\}$. A function $f(\lambda)$ is poly $(\lambda)$ if there exists a $c \in \mathbb{N}$ such that $f(\lambda)=O\left(\lambda^{c}\right)$. If for all $c \in \mathbb{N}, f(\lambda)$ is $o\left(\lambda^{-c}\right)$, then $f(\lambda)$ is in negl $(\lambda)$ and is said to be negligible. A probability that is $1-\operatorname{negl}(\lambda)$ is overwhelming. We use $\mathbb{F}$ to denote a field of prime order $p$ such that $\log (p)=\Omega(\lambda)$.

A multiset is an extension of the concept of a set where every element has a positive multiplicity. Two finite multisets are equal if they contain the same elements with the same multiplicities.

Recall that a relation is a set of pairs $(\mathbb{x}, \mathbb{w})$. An indexed relation is a set of triples $(\dot{\mathbb{i}}, \mathbb{x} ; \mathbb{w})$. The index ii is fixed at setup time.

In defining the syntax of the various protocols, we use the following convention concerning public values (known to both the prover and the verifier) and secret ones (known only to the prover). In any list of arguments or returned tuple $(a, b, c ; d, e)$, those variables listed before the semicolon are public, and those listed after it are secret. When there is no secret information, the semicolon is omitted.

Useful facts. We next list some facts that will be used throughout the paper.
Lemma 3.1 (Multilinear extensions). For every function $f:\{0,1\}^{\mu} \rightarrow \mathbb{F}$, there is a unique multilinear polynomial $\tilde{f} \in \mathbb{F}\left[X_{1}, \ldots, X_{\mu}\right]$ such that $\tilde{f}(\boldsymbol{b})=f(\boldsymbol{b})$ for all $\boldsymbol{b} \in\{0,1\}^{\mu}$. We call $\tilde{f}$ the
multilinear extension of $f$, and $\tilde{f}$ can be expressed as

$$
\tilde{f}(\mathbf{X})=\sum_{\boldsymbol{b} \in\{0,1\}^{\mu}} f(\boldsymbol{b}) \cdot e q(\boldsymbol{b}, \mathbf{X})
$$

where eq $(\boldsymbol{b}, \mathbf{X}):=\prod_{i=1}^{\mu}\left(\boldsymbol{b}_{i} \mathbf{X}_{i}+\left(1-\boldsymbol{b}_{i}\right)\left(1-\mathbf{X}_{i}\right)\right)$.
Lemma 3.2 (Schwartz-Zippel Lemma). Let $f \in \mathbb{F}\left[X_{1}, \ldots, X_{\mu}\right]$ be a non-zero polynomial of total degree $d$ over field $\mathbb{F}$. Let $S$ be any finite subset of $\mathbb{F}$, and let $r_{1}, \ldots, r_{\mu}$ be $\mu$ field elements selected independently and uniformly from set $S$. Then

$$
\operatorname{Pr}\left[f\left(r_{1}, \ldots, r_{\mu}\right)=0\right] \leq \frac{d}{|S|}
$$

Linear codes. We review the definition of linear code.
Definition 3.1 (Linear Code). An ( $n, k, \delta$ )-linear error-correcting code $E: \mathbb{F}^{k} \rightarrow \mathbb{F}^{n}$ is an injective mapping from $\mathbb{F}^{k}$ to a linear subspace $C$ in $\mathbb{F}^{n}$, such that (i) the injective mapping can be computed in linear time in $k$; (ii) any linear combination of codewords is still a codeword; and (iii) the relative hamming distance $\Delta(u, v)$ between any two different codewords $u, v \in \mathbb{F}^{k}$ is at least $\delta$. The rate of the code $E$ is defined as $k / n$.

### 3.2.1 Proofs and arguments of knowledge.

We define interactive proofs of knowledge, which consist of a non-interactive preprocessing phase run by an indexer as well as an interactive online phase between a prover and a verifier.

Definition 3.2 (Interactive Proof and Argument of Knowledge). An interactive protocol $\Pi=$ (Setup, $\mathcal{I}, \mathrm{P}, \mathrm{V}$ ) between a prover P and verifier V is an argument of knowledge for an indexed relation $\mathcal{R}$ with knowledge error $\delta: \mathbb{N} \rightarrow[0,1]$ if the following properties hold, where given an index $\dot{\mathrm{i}}$, common input $\mathbb{x}$ and prover witness w , the deterministic indexer outputs ( $\mathrm{vp}, \mathrm{pp}) \leftarrow \mathcal{I}(\mathfrak{i})$ and the output of the verifier is denoted by the random variable $\langle\mathrm{P}(\mathrm{pp}, \mathrm{x}, \mathbb{w}), \mathrm{V}(\mathrm{vp}, \mathbb{x})\rangle$ :

- Perfect Completeness: for all $(\mathbf{i}, \mathbb{x}, \mathbb{w}) \in \mathcal{R}$

$$
\operatorname{Pr}\left[\langle\mathrm{P}(\mathrm{pp}, \mathbb{x}, \mathbb{w}), \mathrm{V}(\mathrm{vp}, \mathbb{x})\rangle=1 \left\lvert\, \begin{array}{c}
\mathrm{gp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
(\mathrm{vp}, \mathrm{pp}) \leftarrow \mathcal{I}(\mathrm{gp}, \dot{\mathrm{i}})
\end{array}\right.\right]=1
$$

- $\delta$-Soundness (adaptive): Let $\mathcal{L}(\mathcal{R})$ be the language corresponding to the indexed relation $\mathcal{R}$ such that $(\dot{i}, \mathbb{x}) \in \mathcal{L}(\mathcal{R})$ if and only if there exists $\mathbb{w}$ such that $(\dot{i}, \mathbb{x}, \mathbb{w}) \in \mathcal{R}$. $\Pi$ is $\delta$-sound if for every pair of probabilistic polynomial time adversarial prover algorithm $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ the following
holds:

$$
\operatorname{Pr}\left[\left\langle\mathcal{A}_{2}(\dot{\mathrm{i}}, \mathrm{x}, \mathrm{st}), \mathrm{V}(\mathrm{vp}, \mathrm{x})\right\rangle=1 \wedge(\dot{\mathrm{i}}, \mathrm{x}) \notin \mathcal{L}(\mathcal{R}) \left\lvert\, \begin{array}{c}
\mathrm{gp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
(\dot{\mathrm{i}}, \mathrm{x}, \mathrm{st}) \leftarrow \mathcal{A}_{1}(\mathrm{gp}) \\
(\mathrm{vp}, \mathrm{pp}) \leftarrow \mathcal{I}(\mathrm{gp}, \dot{\mathrm{i}})
\end{array}\right.\right] \leq \delta(|\dot{\mathrm{i}}|+|\mathrm{x}|) .
$$

We say a protocol is computationally sound if $\delta$ is negligible. If $\mathcal{A}_{1}, \mathcal{A}_{2}$ are unbounded and $\delta$ is negligible, then the protocol is statistically sound. If $A=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is unbounded, the soundness definition becomes for all $(\mathbf{i}, \mathbb{x}) \notin \mathcal{L}(\mathcal{R})$

$$
\operatorname{Pr}\left[\left\langle\mathcal{A}_{2}(\mathrm{i}, \mathrm{x}, \mathrm{gp}), \mathrm{V}(\mathrm{vp}, \mathrm{x})\right\rangle=1 \left\lvert\, \begin{array}{c}
\mathrm{gp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
(\mathrm{vp}, \mathrm{pp}) \leftarrow \mathcal{I}(\mathrm{gp}, \dot{\mathrm{i}})
\end{array}\right.\right] \leq \delta(|\dot{\mathrm{i}}|+|\mathrm{x}|)
$$

- $\delta$-Knowledge Soundness: There exists a polynomial poly(•) and a probabilistic polynomial-time oracle machine $\mathcal{E}$ called the extractor such that given oracle access to any pair of probabilistic polynomial time adversarial prover algorithm $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ the following holds:

$$
\operatorname{Pr}\left[\begin{array}{c|c}
\left\langle\mathcal{A}_{2}(\dot{\mathrm{i}}, \mathrm{x}, \mathrm{st}), \mathrm{V}(\mathrm{vp}, \mathrm{x})\right\rangle=1 & \mathrm{gp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
\wedge & (\dot{\mathrm{i}}, \mathbb{x}, \mathrm{st}) \leftarrow \mathcal{A}_{1}(\mathrm{gp}) \\
(\dot{\mathrm{i}}, \mathbb{x}, \mathbb{w}) \notin \mathcal{R} & (\mathrm{vp}, \mathrm{pp}) \leftarrow \mathcal{I}(\mathrm{gp}, \dot{\mathrm{i}}) \\
\mathbb{W} \leftarrow \mathrm{Ext}^{\mathcal{A}_{1}, \mathcal{A}_{2}}(\mathrm{gp}, \dot{\mathrm{i}}, \mathrm{x})
\end{array}\right] \leq \delta(|\dot{\mathrm{i}}|+|\mathrm{x}|)
$$

An interactive protocol is "knowledge sound", or simply an "argument of knowledge", if the knowledge error $\delta$ is negligible in $\lambda$. If the adversary is unbounded, then the argument is called an interactive proof of knowledge.

- Public coin An interactive protocol is considered to be public coin if all of the verifier messages (including the final output) can be computed as a deterministic function given a random public input.
- Zero knowledge: An interactive protocol $\langle\mathrm{P}, \mathrm{V}\rangle$ is considered to be zero-knowledge if there is a PPT simulator $\mathcal{S}$ such that for every PPT adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, auxiliary input $z \in$ $\{0,1\}^{\text {poly }(\lambda)}$, it holds that

$$
\begin{gathered}
\operatorname{Pr}\left[\left\langle\mathrm{P}(\mathrm{pp}, \mathrm{x}, \mathbb{w}), \mathcal{A}_{2}(\mathrm{st}, \dot{\mathrm{i}}, \mathrm{x})\right\rangle=1 \wedge(\mathrm{i}, \mathrm{x}, \mathbb{w}) \in \mathcal{R} \left\lvert\, \begin{array}{c}
\mathrm{gp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
(\mathrm{i}, \mathrm{x}, \mathbb{w}, \mathrm{st}) \leftarrow \mathcal{A}_{1}(z, \mathrm{gp}) \\
(\mathrm{vp}, \mathrm{pp}) \leftarrow \mathcal{I}(\mathrm{gp}, \dot{\mathrm{i}})
\end{array}\right.\right]- \\
\operatorname{Pr}\left[\left\langle\mathcal{S}(\sigma, z, \mathrm{pp}, \mathbb{x}), \mathcal{A}_{2}(\mathrm{st}, \dot{\mathrm{i}}, \mathbb{x})\right\rangle=1 \wedge(\dot{\mathrm{i}}, \mathbb{x}, \mathbb{w}) \in \mathcal{R} \left\lvert\, \begin{array}{c}
(\mathrm{gp}, \sigma) \leftarrow \mathcal{S}\left(1^{\lambda}\right) \\
(\mathrm{i}, \mathbb{x}, \mathbb{w}, \mathrm{st}) \leftarrow \mathcal{A}_{1}(z, \mathrm{gp}) \\
(\mathrm{vp}, \mathrm{pp}) \leftarrow \mathcal{I}(\mathrm{gp}, \dot{\mathrm{i}})
\end{array}\right.\right] \leq \operatorname{negl}(\lambda) .
\end{gathered}
$$

We say that $\langle\mathrm{P}, \mathrm{V}\rangle$ is statistically zero knowledge if $\mathcal{A}$ is unbounded; and say it perfectly zero knowledge if $\operatorname{neg}(\lambda)$ is replaced with zero. $\langle\mathrm{P}, \mathrm{V}\rangle$ is honest-verifier zero knowledge (HVZK) if the adversary $\mathcal{A}_{2}$ honestly follows the verifier algorithm.

We introduce both notions of soundness and knowledge soundness. Knowledge soundness implies soundness, as the existence of an extractor implies that $(i, \mathbb{x}) \in \mathcal{L}(\mathcal{R})$. Furthermore, we show in Lemma 3.3 that soundness directly implies knowledge soundness for certain oracle relations and oracle arguments.

PolyIOPs. SNARKs can be constructed from information-theoretic proof systems that give the verifier oracle access to prover messages. The information-theoretic proof is then compiled using a cryptographic tool, such as a polynomial commitment. We now define a specific type of informationtheoretic proof system called polynomial interactive oracle proofs.

Definition 3.3. A polynomial interactive oracle proof (PIOP) is a public-coin interactive proof for a polynomial oracle relation $\mathcal{R}=\{(\dot{i}, \mathbb{x} ; \mathbb{w})\}$. The relation is an oracle relation in that $\dot{\mathrm{i}}$, and x can contain oracles to $\mu$-variate polynomials over some field $\mathbb{F}$. The oracles specify $\mu$ and the degree in each variable. These oracles can be queried at arbitrary points in $\mathbb{F}^{\mu}$ to evaluate the polynomial at these points. The actual polynomials corresponding to the oracles are contained in the pp and the $\mathbb{w}$, respectively. We denote an oracle to a polynomial $f$ by $[[f]]$. In every protocol message, the P sends multi-variate polynomial oracles. The verifier in every round sends a random challenge.

We measure the following parameters for the complexity of a PIOP:

- The prover time measures the runtime of the prover.
- The verifier time measures the runtime of the verifier.
- The query complexity is the number of queries the verifier performs to the oracles.
- The round complexity measures the number of rounds. In our protocols, it is always equivalent to the number of oracles sent.
- The size of the proof oracles is the length of the transmitted polynomials.
- The size of the witness is the length of the witness polynomial.

Proof of Knowledge. As a proof system, the PIOP satisfies perfect completeness and unbounded knowledge-soundness with knowledge-error $\delta$. Note that the extractor can query the oracle at arbitrary points to efficiently recover the entire polynomial.

Non-interactive arguments. Interactive public-coin arguments can be made non-interactive using the Fiat-Shamir transform. The Fiat-Shamir transform replaces the verifier challenges with hashes of the transcript up to that point. The works by [AFK21; Wik21] show that this is secure for multi-round special-sound protocols and multi-round oracle proofs.

## Soundness and knowledge soundness.

Lemma 3.3 (Sound PIOPs are knowledge sound). Consider a $\delta$-sound PIOP for oracle relations $\mathcal{R}$ such that for all $(\dot{i}, \mathbb{x}, \mathbb{w}) \in \mathcal{R}, \mathbb{w}$ consists only of polynomials such that the instance contains oracles to these polynomials. The PIOP has $\delta$ knowledge-soundness, and the extractor runs in time $O(|\mathbf{w}|)$

Proof. We will show that we can construct an extractor Ext that can produce $\mathbb{w}^{*}$ such that $\left(\mathbb{i}, \mathbb{x}, \mathbb{w}^{*}\right) \in$ $\mathcal{R}$ if and only if $(i, x) \in \mathcal{L}(\mathcal{R})$. This implies that the soundness error exactly matches the knowledge soundness error. For each oracle of a $\mu$-variate polynomial with degree $d$ in each variable, the extractor queries the polynomial at $(d+1)^{\mu}$ distinct points to extract the polynomial inside the oracle and thus $w^{*}$. If $\left(i, \mathbb{x}, \mathbb{w}^{*}\right) \in \mathcal{R}$ then by definition $(i, x) \in \mathcal{L}(\mathcal{R})$. Additionally assume that $(i, \mathbb{x}) \in \mathcal{L}(\mathcal{R})$ but $\left(\dot{i}, \mathbb{x}, \mathbb{w}^{*}\right) \notin \mathcal{R}$. Then there must exists $\mathbb{w}^{\prime} \neq \mathbb{w}^{*}$ such that $\left(i, \mathbb{x}, \mathbb{w}^{\prime}\right) \in \mathcal{R}$. Since the relation only admits polynomials as witnesses and these polynomials are degree $d$ and $\mu$-variate, then there cannot be two distinct witnesses that agree on $(d+1)^{\mu}$ oracle queries. Therefore $\mathbb{w}^{\prime}=\mathbb{w}^{*}$ which leads to a contradiction. The extractor, therefore, outputs the unique, valid witness for every ( $\dot{\mathbb{i}}, \mathbb{x}$ ) in the language, and thus, the soundness and knowledge soundness error are the same.

### 3.2.2 Multilinear polynomial commitments.

Definition 3.4 (Commitment scheme). A commitment scheme $\Gamma$ is a tuple $\Gamma=$ (Setup, Commit, Open) of PPT algorithms where:

- Setup $\left(1^{\lambda}\right) \rightarrow$ gp generates public parameters gp;
- Commit $(\mathrm{gp} ; x) \rightarrow(C ; r)$ takes a secret message $x$ and outputs a public commitment $C$ and (optionally) a secret opening hint $r$ (which might or might not be the randomness used in the computation).
- Open (gp, $C, x, r) \rightarrow b \in\{0,1\}$ verifies the opening of commitment $C$ to the message $x$ provided with the opening hint $r$.

A commitment scheme $\Gamma$ is binding if for all PPT adversaries $\mathcal{A}$ :

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& \operatorname{gp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
b_{0}=b_{1} \neq 0 \wedge x_{0} \neq x_{1}: & \left(C, x_{0}, x_{1}, r_{0}, r_{1}\right) \leftarrow \mathcal{A}(\mathrm{gp}) \\
& b_{0} \leftarrow \operatorname{Open}\left(\mathrm{gp}, C, x_{0}, r_{0}\right) \\
& b_{1} \leftarrow \operatorname{Open}\left(\mathrm{gp}, C, x_{1}, r_{1}\right)
\end{array}\right] \leq \operatorname{neg}(\lambda)
$$

A commitment scheme $\Gamma$ is hiding if for any polynomial-time adversary $\mathcal{A}$ :

$$
\left.\operatorname{Pr}\left[\begin{array}{ll}
\quad & \mathrm{gp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
& \left(x_{0}, x_{1}, s t\right) \leftarrow \mathcal{A}(\mathrm{gp}) \\
b=b^{\prime}: & b \leftarrow \$\{0,1\} \\
& \left(C_{b} ; r_{b}\right) \leftarrow \operatorname{Commit}\left(\mathrm{gp} ; x_{b}\right) \\
& b^{\prime} \leftarrow \mathcal{A}\left(\mathrm{gp}, \text { st, } C_{b}\right)
\end{array}\right]-1 / 2 \right\rvert\,=\operatorname{negl}(\lambda)
$$

If the adversary is unbounded, then we say the commitment is statistically hiding. We additionally define polynomial commitment schemes for multi-variate polynomials.

Definition 3.5. (Polynomial commitment) A polynomial commitment scheme is a tuple of protocols $\Gamma=($ Setup, Commit, Open, Eval) where (Setup, Commit, Open) is a binding commitment scheme for a message space $R[X]$ of polynomials over some ring $R$, and

- Eval $((\mathrm{vp}, \mathrm{pp}), C, \mathbf{z}, y, d, \mu ; f) \rightarrow b \in\{0,1\}$ is an interactive public-coin protocol between a PPT prover P and verifier V . Both P and $\vee$ have as input a commitment $C$, points $\mathbf{z} \in \mathbb{F}^{\mu}$ and $y \in \mathbb{F}$, and a degree $d$. The prover has prover parameters pp , and the verifier has verifier parameters vp. The prover additionally knows the opening of $C$ to a secret polynomial $f \in \mathcal{F}_{\mu}^{(\leq d)}$. The protocol convinces the verifier that $f(\mathbf{z})=y$.

A polynomial commitment scheme is correct if an honest committer can successfully convince the verifier of any evaluation. Specifically, if the prover is honest, then for all polynomials $f \in \mathcal{F}_{\mu}^{(\leq d)}$ and all points $z \in \mathbb{F}^{\mu}$,

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& \operatorname{gp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
b=1: & (C ; r) \leftarrow \operatorname{Commit}(\mathrm{gp}, f) \\
& y \leftarrow f(\mathbf{z}) \\
& b \leftarrow \operatorname{Eval}(\mathrm{gp}, c, z, y, d, \mu ; f, r)
\end{array}\right]=1
$$

We require that Eval is an interactive argument of knowledge and has knowledge soundness, which ensures that we can extract the committed polynomial from any evaluation.

Multi-variate polynomial commitments can be instantiated from random oracles using the FRI protocol [Zha+20], bilinear groups [PST13], groups of unknown order [BFS20] and discrete logarithm groups. We give a table of polynomial commitments with their different properties in Table 3.2:

Virtual oracles and commitments. Given multiple polynomial oracles, we can construct virtual oracles to the functions of these polynomials. An oracle to $g\left(\left[\left[f_{1}\right]\right], \ldots,\left[\left[f_{k}\right]\right]\right)$ for some function $g$ is simply the list of oracles $\left\{\left[\left[f_{1}\right]\right], \ldots,\left[\left[f_{k}\right]\right]\right\}$ as well as a description of $g$. In order to evaluate $g\left(\left[\left[f_{1}\right]\right], \ldots,\left[\left[f_{k}\right]\right]\right)$ at some point $\mathbf{x}$ we compute $y_{i}=f_{i}(\mathbf{x}) \forall i \in[k]$ and output $g\left(y_{1}, \ldots y_{k}\right)$. Equivalently given commitments to polynomials, we can construct a virtual commitment to a function of

| Scheme |  | Prover time: <br> Commit+ Eval | Verifier time | Proof size | $n=2^{25}$ | Setup | Add. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| KZG-based [PST13] | BL | $n \mathbb{G}_{1}$ | $\log (n) P$ | $\log (n) \mathbb{G}_{1}$ | 0.8 KB | Univ. | Yes |
| Dory [Lee21] | BL | $n \mathbb{G}_{1}+\sqrt{n} P$ | $\log (n) \mathbb{G}_{T}$ | $6 \log (n) \mathbb{G}_{T}$ | 30 KB | Trans. | Yes |
| Bulletproofs [Bün+18] | DL | $n \mathbb{G}$ | $n \mathbb{G}$ | $2 \log (n) \mathbb{G}$ | 1.6 KB | Trans. | Yes |
| FRI-based $(\S 3.9)$ | RO | $n \log (n) / \rho \mathbb{F}+n / \rho H$ | $\log ^{2}(n) \frac{\lambda}{-\log \rho} H$ | $\log ^{2}(n) \frac{\lambda}{-\log \rho} H$ | 250 KB | Trans. | No |
| Orion | RO | $n H+\frac{n}{k}+k \operatorname{rec.}$ | $\lambda \log ^{2} n H$ | $\lambda \log ^{2} n H$ | 5.5 MB | Trans. | No |
| Orion $+(\S 3.7)$ | BL | $n / k \mathbb{G}_{1}+n H+$ | $\log (n) P$ | $4 \log n \mathbb{G}_{1}$ | 7 KB | Univ. | No |

Table 3.2: Multi-linear polynomial commitment schemes for $\mu$-variate linear polynomials and $n=2^{\mu}$. The prover time measures the complexity of committing to a polynomial and evaluating it once. The commitment size is constant for all protocols. Unless constants are mentioned, the metrics are assumed to be asymptotic. In the 4 th row, $\rho$ denotes the rate of Reed-Solomon codes. In the 5 th and 6 th rows, $k$ denotes the number of rows of the matrix that represents the polynomial coefficients. The 6 th column measures the concrete proof size for $n=2^{25}$, i.e. $\mu=25$ and 128 -bit security. Legend: $\mathrm{BL}=$ Bilinear Group, $\mathrm{DL}=$ Discrete Logarithm, $\mathrm{RO}=$ Random Oracle, $H=$ Hashes, $P=$ pairings, $\mathbb{G}=$ group scalar multiplications, rec. $=$ Recursive circuit size, univ.= universal setup, trans. $=$ transparent setup, Add. $=$ Additive
these polynomials in the same manner. If $g$ is an additive function and the polynomial commitment is additively homomorphic, then we can use the homomorphism to do the evaluation. A common example is that given additive commitments $C_{f}, C_{g}$ to polynomials $f(\mathbf{X}), g(\mathbf{X})$, we want to construct a commitment to $(1-Y) f+Y g$. Then $\left(C_{f}, C_{g}\right)$ serves as such a commitment and we can evaluate it at $(y, \mathbf{x})$ by evaluating $(1-y) C_{f}+y \cdot C_{g}$ at $\mathbf{x}$.

### 3.2.3 PIOP compilation

PIOP compilation transforms the interactive oracle proof into an interactive argument of knowledge (without oracles) $\Pi$. The compilation replaces the oracles with polynomial commitments. Every query by the verifier is replaced with an invocation of the Eval protocol at the query point $\mathbf{z}$. The compiled verifier accepts if the PIOP verifier accepts and if the output of all Eval invocations is 1 . If $\Pi$ is public-coin, then it can further be compiled to a non-interactive argument of knowledge (or NARK) using the Fiat-Shamir transform.

Theorem 3.1 (PIOP Compilation [BFS20; Chi+20]). If the polynomial commitment scheme $\Gamma$ has witness-extended emulation, and if the t-round Polynomial IOP for $\mathcal{R}$ has negligible knowledge error, then $\Pi$, the output of the PIOP compilation, is a secure (non-oracle) argument of knowledge for $\mathcal{R}$. The compilation also preserves zero knowledge. If $\Gamma$ is hiding and Eval is honest-verifier zero-knowledge, then $\Pi$ is honest-verifier zero-knowledge. The efficiency of the resulting argument of knowledge $\Pi$ depends on the efficiency of both the PIOP and $\Gamma$ :

- Prover time The prover time is equal to the sum of (i) prover time of the PIOP, (ii) the oracle length times the commitment time, and (iii) the query complexity times the prover time of $\Gamma$.
- Verifier time The verifier time is equal to the sum of (i) the verifier time of the PIOP and (ii) the verifier time for $\Gamma$ times the query complexity of the PIOP.
- Proof size The proof size is equal to sum of (i) the message complexity of the PIOP times the commitment size and (ii) the query complexity times the proof size of $\Gamma$. If the proof size is $O\left(\log ^{c}(|\mathbb{w}|)\right)$, then we say the proof is succinct.

Batching. The prover time, verifier time, and proof size can be significantly reduced using batch openings of the polynomial commitments. After batching, the proof size only depends on the number of oracles plus a single polynomial commitment opening.

### 3.3 A toolbox for multivariate polynomials

We begin by reviewing several important PolyIOPs that will serve as building blocks for HyperPlonk. Some are well-known, and some are new. Figure 3.1 serves as a guide for this section: we define the PolyIOPs listed in the figure following the dependency order.

Notation. From here on, we let $B_{\mu}:=\{0,1\}^{\mu} \subseteq \mathbb{F}^{\mu}$ be the boolean hypercube. We use $\mathcal{F}_{\mu}^{(\leq d)}$ to denote the set of multivariate polynomials in $\mathbb{F}\left[X_{1}, \ldots, X_{\mu}\right]$ where the degree in each variable is at most $d$; moreover, we require that each polynomial in $\mathcal{F}_{\mu}^{(\leq d)}$ can be expressed as a virtual oracle to $c=O(1)$ multilinear polynomials. that is, with the form $f(\mathbf{X}):=g\left(h_{1}(\mathbf{X}), \ldots, h_{c}(\mathbf{X})\right)$ where $h_{i} \in \mathcal{F}_{\mu}^{(\leq 1)}(1 \leq i \leq c)$ is multilinear and $g$ is a $c$-variate polynomial of total degree at most $d$. Looking ahead, we restrict ourselves to this kind of polynomials so that we can have sumchecks for the polynomials with linear-time provers.
For polynomials $f, g \in \mathcal{F}_{\mu}^{(\leq d)}$, we denote $\operatorname{merge}(f, g) \in \mathcal{F}_{\mu+1}^{(\leq d)}$ as

$$
\begin{equation*}
\operatorname{merge}(f, g):=h\left(\mathbf{X}_{0}, \ldots, \mathbf{X}_{\mu}\right):=\left(1-\mathbf{X}_{0}\right) \cdot f\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{\mu}\right)+\mathbf{X}_{0} \cdot g\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{\mu}\right) \tag{3.7}
\end{equation*}
$$

so that $h(0, \mathbf{X})=f(\mathbf{X})$ and $h(1, \mathbf{X})=g(\mathbf{X})$. In the following definitions, we omit the public parameters $\mathrm{gp}:=(\mathbb{F}, \mu, d)$ when the context is clear. We use $\delta_{\text {check }}^{d, \mu}$ to denote the soundness error of the PolyIOP for relation $\mathcal{R}_{\text {check }}$ with public parameter $(\mathbb{F}, d, \mu)$, where check $\in\{$ sum, zero, prod, mset, perm, lkup $\}$.

### 3.3.1 SumCheck PIOP for high degree polynomials

In this section, we describe a PIOP for the sumcheck relation using the classic sumcheck protocol [Lun +92 ]. However, we modify the protocol and adapt it to our setting of high-degree polynomials.

Definition 3.6 (SumCheck relation). The relation $\mathcal{R}_{S U M}$ is the set of all tuples $(\mathbb{x} ; \mathbb{w})=((v,[[f]]) ; f)$ where $f \in \mathcal{F}_{\mu}^{(\leq d)}$ and $\sum_{\boldsymbol{b} \in B_{\mu}} f(\boldsymbol{b})=v$.

| Scheme | P time | V time | Num of queries | Num of rounds | Proof oracle size | Witness size |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SumCheck | $O\left(2^{\mu} d \log ^{2} d\right)$ | $O(\mu)$ | $\mu+1$ | $\mu$ | $d \mu$ | $O\left(2^{\mu}\right)$ |
| ZeroCheck | $O\left(2^{\mu} d \log ^{2} d\right)$ | $O(\mu)$ | $\mu+1$ | $\mu$ | $d \mu$ | $O\left(2^{\mu}\right)$ |
| ProdCheck | $O\left(2^{\mu} d \log ^{2} d\right)$ | $O(\mu)$ | $\mu+2$ | $\mu+1$ | $O\left(2^{\mu}\right)$ | $O\left(2^{\mu}\right)$ |
| MsetEqChk | $O\left(2^{\mu} d \log ^{2} d\right)$ | $O(\mu)$ | $\mu+2$ | $\mu+1$ | $O\left(2^{\mu}\right)$ | $O\left(k 2^{\mu}\right)$ |
| PermCheck | $O\left(2^{\mu} d \log ^{2} d\right)$ | $O(\mu)$ | $\mu+2$ | $\mu+1$ | $O\left(2^{\mu}\right)$ | $O\left(2^{\mu}\right)$ |
| Plookup | $O\left(2^{\mu} d \log ^{2} d\right)$ | $O(\mu)$ | $\mu+3$ | $\mu+2$ | $O\left(2^{\mu}\right)$ | $O\left(2^{\mu}\right)$ |
| BatchEval | $O\left(2^{\mu} k\right)$ | $O(k \mu)$ | 1 | $\mu+\log k$ | $O(\mu+\log k)$ | $O\left(k 2^{\mu}\right)$ |

Table 3.3: The complexity of PIOPs. $d$ and $\mu$ denote the degree and the number of variables of the multivariate polynomials; $k$ in MsetCheck is the length of each element in the multisets; $k$ in BatchEval is the number of evaluations.

Construction. The classic SumCheck protocol [Lun+92] is a PolyIOP for the relation $\mathcal{R}_{\text {SUM }}$. When applying the protocol to a polynomial $f \in \mathcal{F}_{\mu}^{(\leq d)}$, the protocol runs in $\mu$ rounds where in every round, the prover sends a univariate polynomial of degree at most $d$ to the verifier. The verifier then sends a random challenge point for the univariate polynomial. At the end of the protocol, the verifier checks the consistency between the univariate polynomials and the multi-variate polynomial using a single query to $f$.
Given a tuple $(\mathbb{x} ; \mathbb{w})=(v,[[f]] ; f)$ for $\mu$-variate degree $d$ polynomial $f$ such that $\sum_{\boldsymbol{b} \in B_{\mu}} f(\boldsymbol{b})=v$ :

- For $i=\mu, \mu-1, \ldots, 1$ :
- The prover computes $r_{i}(X):=\sum_{\boldsymbol{b} \in B_{i-1}} f\left(\boldsymbol{b}, X, \alpha_{i+1}, \ldots, \alpha_{\mu}\right)$ and sends the oracle $\left[\left[r_{i}\right]\right]$ to the verifier. $r_{i}$ is univariate and of degree at most $d$.
- The verifier checks that $v=r_{i}(0)+r_{i}(1)$, samples $\alpha_{i} \leftarrow \mathbb{F}$, sends $\alpha_{i}$ to the prover, and sets $v \leftarrow r_{i}\left(\alpha_{i}\right)$.
- Finally, the verifier accepts if $f\left(\alpha_{1}, \ldots, \alpha_{\mu}\right)=v$.

Theorem 3.2. The PIOP for $\mathcal{R}_{S U M}$ is perfectly complete and has knowledge error $\delta_{\text {sum }}^{d, \mu}:=d \mu /|\mathbb{F}|$.
We refer to [Tha20] for the proof of the theorem.

Sending $r$ as an oracle. Unlike in the classic sumcheck protocol, we send an oracle to $r_{i}$, in each round, instead of the actual polynomial. This does not change the soundness analysis, as the soundness is still proportional to the degree of the univariate polynomials sent in each round. However, it reduces the communication and verifier complexity, especially if the degree of $r$ is large, as in our application of Hyperplonk with custom gates.

Moreover, the verifier has to evaluate $r_{i}$ at three points: 0,1 , and $\alpha_{i}$. As a useful optimization, the prover can instead send an oracle for the degree $d-2$ polynomial

$$
r_{i}^{\prime}(X):=\frac{r_{i}(X)-(1-X) \cdot r_{i}(0)-X \cdot r_{i}(1)}{X \cdot(1-X)}
$$

along with $r_{i}(0)$. The verifier then computes $r_{i}(1) \leftarrow v-r_{i}(0)$ and

$$
r_{i}\left(\alpha_{i}\right) \leftarrow r_{i}^{\prime}\left(\alpha_{i}\right) \cdot\left(1-\alpha_{i}\right) \cdot \alpha_{i}+\left(1-\alpha_{i}\right) \cdot r_{i}(0)+\alpha_{i} \cdot r_{i}(1) .
$$

This requires only one query to the oracle of $r_{i}^{\prime}$ at $\alpha_{i}$ and one field element per round.

Computing sumcheck for high-degree polynomials. Consider a multi-variate polynomial $f(\mathbf{X}):=h\left(g_{1}(\mathbf{X}), \ldots, g_{c}(\mathbf{X})\right)$ such that $h$ is degree $d$ and can be evaluated through an arithmetic circuit with $O(d)$ gates. In the sumcheck protocol, the prover has to compute a univariate polynomial $r_{i}(X)$ in each round using the previous verifier messages $\alpha_{1}, \ldots, \alpha_{i-1}$. We adapt the algorithm by [Tha13; Xie+19] that showed how the sumcheck prover can be run in time linear in $2^{\mu}$ using dynamic programming. The algorithm takes as input a description of $f$ as well as the sumcheck round challenges $\alpha_{1}, \ldots, \alpha_{\mu}$. It outputs the round polynomials $r_{1}, \ldots, r_{\mu}$. The sumcheck prover runs the algorithm in parallel to the sumcheck protocol, taking each computed $r_{i}$ as that rounds message:

```
Algorithm 1 Computing \(r_{1}, \ldots, r_{\mu}\) [Tha13; Xie+19]
    procedure \(\operatorname{SumCheck} \operatorname{Prover}\left(h, g_{1}(\mathbf{X}), \ldots, g_{c}(\mathbf{X})\right)\)
        For each \(g_{j}\) build table \(A_{j}:\{0,1\}^{\mu} \rightarrow \mathbb{F}\) of all evaluations over \(B_{\mu}\)
        for \(i \leftarrow \mu \ldots 1\) do
            For each \(\boldsymbol{b} \in B_{i-1}\) and each \(j \in[c]\), define \(r^{(j, \boldsymbol{b})}(X):=(1-X) A_{j}[\boldsymbol{b}, 0]+X A_{j}[\boldsymbol{b}, 1]\).
            Compute \(r^{(\boldsymbol{b})}(X) \leftarrow h\left(r^{(1, \boldsymbol{b})}(X), \ldots, r^{(c, \boldsymbol{b})}(X)\right)\) for all \(\boldsymbol{b} \in B_{i-1}\) using Algorithm 2 .
            \(r_{i}(X) \leftarrow \sum_{\boldsymbol{b} \in B_{i-1}} r_{\boldsymbol{b}}(X)\).
            Send \(r_{i}(X)\) to V .
            Receive \(\alpha_{i}\) from V .
            Set \(A_{j}[\boldsymbol{b}] \leftarrow r^{(j, \boldsymbol{b})}\left(\alpha_{i}\right)\) for each \(\boldsymbol{b} \in B_{i-1}\).
        end for
    end procedure
```

In [Tha13; Xie+19], $r^{(\boldsymbol{b})}(X):=h\left(r^{(1, \boldsymbol{b})}(X), \ldots, r^{(c, \boldsymbol{b})}(X)\right)$ is computed by evaluating $h$ on $d$ distinct values for $X$, e.g. $X \in\{0, \ldots, d\}$ and interpolating the output. This works as $h$ is a degree $d$ polynomial and each $r^{j, \boldsymbol{b}}$ is linear. Evaluating $r^{j, \boldsymbol{b}}$ on $d$ points can be done in $d$ steps. So the total time to evaluate all $r^{j, b}$ for $j \in[c]$ is $c \cdot d$. Furthermore, the circuit has $O(d)$ gates, and evaluating it on $d$ inputs, takes time $O\left(d^{2}\right)$. Assuming that $c \approx d$ the total time to compute $r^{(\boldsymbol{b})}$ with this algorithm is $O\left(d^{2}\right)$ and the time to run Algorithm 1 is $O\left(2^{\mu} d^{2}\right)$.

We show how this can be reduced to $O\left(2^{\mu} \cdot d \log ^{2} d\right)$ for certain low depth circuits, such as $h:=\prod_{c} r_{c}(\mathbf{X})$. The core idea is that evaluating the circuit for $h$ symbolically, instead of at $d$ individual points, is faster if fast polynomial multiplication algorithms are used.

We will present the algorithm for computing $h(X):=\prod_{j=1}^{d} r_{j}(X)$, then we will discuss how to extend this for more general $h$. Assume w.l.o.g. that $d$ is a power of 2 .

```
Algorithm 2 Evaluating \(h:=\prod_{j=1}^{d} r_{j}\)
Require: \(r_{1}, \ldots, r_{d}\) are linear functions
    procedure \(h\left(r_{1}(X), \ldots, r_{d}(X)\right)\)
        \(t_{1, j} \leftarrow r_{j}\) for all \(j \in[d]\).
        for \(i \leftarrow 1 \ldots \log d\) do
            for \(j \in\left[d / 2^{i}\right]\) do
                \(t_{i+1, j}(X) \leftarrow t_{i, 2 j-1}(X) \cdot t_{i, 2 j}(X) \quad \triangleright\) Using fast polynomial multiplication
            end for
        end for
        return \(h=t_{\log _{2}(d), 1}\)
    end procedure
```

In round $i$ there are $d / 2^{i}$ polynomial multiplications for polynomials of degree $2^{i-1}$. In FFTfriendly ${ }^{3}$ fields, polynomial multiplication can be performed in time $O(d \log (d)) .{ }^{4}$ The total running time of the algorithm is therefore $\sum_{i=1}^{\log _{2}(d)} \frac{d}{2^{i}} 2^{i-1} \log \left(2^{i-1}\right)=\sum_{i=1}^{\log _{2}(d)} O(d \cdot i)=O\left(d \log ^{2}(d)\right)$.

Algorithm 2 naturally extends to more complicated, low-depth circuits. Addition gates are performed directly through polynomial addition, which takes $O(d)$ time for degree $d$ polynomials. As long as the circuit is low-depth and has $O(d)$ multiplication gates, the complexity remains $O\left(d \log ^{2}(d)\right)$. Furthermore, we can compute $r^{k}(X)$ for $k \leq d$ using only a single FFT of length $\operatorname{deg}(r) \cdot k$ for an input polynomial $r$. The FFT evaluates $r$ at $\operatorname{deg}(r) \cdot k$ points. Then we raise each point to the power of $k$. This takes time $O(\operatorname{deg}(r) \cdot k(\log (\operatorname{deg}(r))+\log (k)))$ and saves a factor of $\log (k)$ over a repeated squaring implementation.

Batching. Multiple sumcheck instances, e.g. ( $s,[[f]]$ ) and ( $\left.s^{\prime},[[g]]\right)$ can easily be batched together. This is done using a random-linear combination, i.e. showing that $\left(s+\alpha s^{\prime},[[f]]+\alpha[[g]]\right) \in \mathcal{L}\left(\mathcal{R}_{\mathrm{SUM}}\right)$ for a random verifier-generated $\alpha$ [Wah +18 ; CFS17]. The batching step has soundness $\frac{1}{\mathbb{F}}$.

Complexity. Overall, Algorithm 1 calls Algorithm 2 for each point in the boolean hypercube and then on each point in a cube of half the size. The total runtime of Algorithm 1 is, therefore, $O\left(2^{\mu} d \log ^{2} d\right)$ if $h$ is degree $d$ and low-depth. We summarize the complexity of the PIOP for $\mathcal{R}_{\text {SUM }}$ with respect to $f \in \mathcal{F}_{\mu}^{(\leq d)}$, below:

- The prover time is $\operatorname{tp}_{\text {sum }}^{f}=\mathcal{O}\left(2^{\mu} \cdot d \log ^{2} d\right) \mathbb{F}$-ops (for low-depth $f$ that can be evaluated in time $O(d))$.
- The verifier time is $\operatorname{tv}_{\text {sum }}^{f}=\mathcal{O}(\mu)$.
- The query complexity is $\mathrm{q}_{\mathrm{sum}}^{f}=\mu+1, \mu$ queries to univariate oracles, one to multi-variate $f$.
- The round complexity and the number of proof oracles is $\mathrm{rc}_{\text {sum }}^{f}=\mu$.

[^10]- The number of field elements sent by P is $\mu$.
- The size of the proof oracles is $\mathrm{pl}_{\mathrm{sum}}^{f}=d \cdot \mu$; the size of the witness is $c \cdot 2^{\mu}$.


### 3.3.2 ZeroCheck PIOP

In this section, we describe a PIOP showing that a multivariate polynomial evaluates to zero everywhere on the boolean hypercube. The PIOP builds upon the sumcheck PIOP in Section 3.3.1 and is a key building block for product-check PIOP in Section 3.3.3. The zerocheck PIOP is also helpful in HyperPlonk for proving the gate identity.

Definition 3.7 (ZeroCheck relation). The relation $\mathcal{R}_{\text {ZERO }}$ is the set of all tuples $(\mathbb{x} ; \mathbb{w})=(([[f]]) ; f)$ where $f \in \mathcal{F}_{\mu}^{(\leq d)}$ and $f(\mathbf{x})=0$ for all $\mathbf{x} \in B_{\mu}$.

We use an idea from [Set20] to reduce a ZeroCheck to a SumCheck.

Construction. Given a tuple $(\mathbb{x} ; \mathbb{w})=(([[f]]) ; f)$, the protocol is the following:

- V sends P a random vector $\mathbf{r} \leftarrow \$ \mathbb{F}^{\mu}$
- Let $\hat{f}(\mathbf{X}):=f(\mathbf{X}) \cdot e q(\mathbf{X}, \mathbf{r})$ where $e q(\mathbf{x}, \mathbf{y}):=\prod_{i=1}^{\mu}\left(x_{i} y_{i}+\left(1-x_{i}\right)\left(1-y_{i}\right)\right)$.
- Run a sumcheck PolyIOP to convince the verifier that $((0,[[\hat{f}]]) ; \hat{f}) \in \mathcal{R}_{\mathrm{SUM}}$.

Batching. It is possible to batch two instances $(([[f]]) ; f) \in \mathcal{R}_{\text {ZERO }}$ and $(([[g]]) ; g) \in \mathcal{R}_{\text {ZERO }}$ by running a zerocheck on $(([[f+\alpha g]]) ; f+\alpha g)$ for a random $\alpha \in \mathbb{F}$. The soundness error of the batching protocol $\frac{1}{\mathbb{F}}$.

Theorem 3.3. The PIOP for $\mathcal{R}_{Z E R O}$ is perfectly complete and has knowledge error $\delta_{\text {zero }}^{d, \mu}:=d \mu /|\mathbb{F}|+$ $\delta_{\text {sum }}^{d+1, \mu}=\mathcal{O}(d \mu /|\mathbb{F}|)$.

Proof. Completeness. For every $(([[f]]) ; f) \in \mathcal{R}_{\text {ZERO }}, \hat{f}$ is also zero everywhere on the boolean hypercube, thus the sumcheck of $\hat{f}$ is zero, and completeness follows from sumcheck's completeness.

Knowledge soundness. By Lemma 3.3, it is sufficient to argue the soundness error of the protocol. We note that $[[f]] \in \mathcal{L}\left(\mathcal{R}_{\text {ZERO }}\right)$ (i.e., $\left.(([[f]]) ; f) \in \mathcal{R}_{\text {ZERO }}\right)$ if and only if the following auxiliary polynomial

$$
g(\mathbf{Y}):=\sum_{\mathbf{x} \in B_{\mu}} f(\mathbf{x}) \cdot e q(\mathbf{x}, \mathbf{Y})
$$

is identically zero. This is because $e q(x, y)$ for a $\mathbf{x}, \mathbf{y} \in B_{\mu}$ is 1 if $\mathbf{x}=\mathbf{y}$ and 0 otherwise. So $g(\mathbf{y})=f(\mathbf{y})$ for all $\mathbf{y} \in B_{\mu}$. Therefore, for any $[[f]] \notin \mathcal{L}\left(\mathcal{R}_{\text {ZERO }}\right)$, the corresponding $g$ is a non-zero polynomial and by Lemma 3.2,

$$
g(\mathbf{r})=\sum_{\mathbf{x} \in B_{\mu}} f(\mathbf{x}) \cdot e q(\mathbf{x}, \mathbf{r})=0
$$

with probability $d \mu /|\mathbb{F}|$ over the choice of $\mathbf{r}$, thus the probability that the verifier accepts is at most $d \mu /|\mathbb{F}|$ plus the probability that the SumCheck PIOP verifier accepts when $((0,[[\hat{f}]]) ; \hat{f}) \notin \mathcal{R}_{\mathrm{SUM}}$, which is $d \mu /|\mathbb{F}|+\delta_{\text {sum }}^{d+1, \mu}$ as desired.

Complexity. We analyze the complexity of the PIOP for $\mathcal{R}_{\text {ZERO }}$ with respect to $f \in \mathcal{F}_{\mu}^{(\leq d)}$.

- The prover time is $\operatorname{tp}_{\text {zero }}^{f}=\operatorname{tp}_{\text {sum }}^{\hat{f}}=\mathcal{O}\left(d \log ^{2} d \cdot 2^{\mu}\right) \mathbb{F}$-ops.
- The verifier time is $\operatorname{tv}_{\text {zero }}^{f}=\mathcal{O}(\mu)$.
- The query complexity is $\mathbf{q}_{\text {zero }}^{f}=\mathbf{q}_{\text {sum }}^{\hat{f}}=\mu+1$.
- The round complexity and the number of proof oracles is $\mathrm{rc}_{\text {zero }}^{f}=\mathrm{rc}_{\mathrm{sum}}^{\hat{f}}=\mu$.
- The number of field elements sent by P is $\mathrm{nf}_{\text {zero }}^{f}=\mathrm{nf}_{\text {sum }}^{\hat{f}}=\mu$.
- The size of the proof oracles is $\mathrm{p}_{\text {zero }}^{f}=\mathrm{p} \mathrm{l}_{\text {sum }}^{\hat{f}}=d \mu$; the size of the witness is $\mathcal{O}\left(2^{\mu}\right)$.


### 3.3.3 ProductCheck PIOP

We describe a PIOP for the product check relation, that is, for a rational polynomial (where both the nominator and the denominator are multivariate polynomials), the product of the evaluations on the boolean hypercube is a claimed value $s$. The PIOP uses the idea from the Quark system [SL20, §5], we adapt it to build upon the zerocheck PIOP in Section 3.3.2. Product check PIOP is a key building block for the multiset equality check PIOP in Section 3.3.4.

Definition 3.8 (ProductCheck relation). The relation $\mathcal{R}_{P R O D}$ is the set of all tuples $(\mathbb{x} ; \mathbb{w})=$ $\left(\left(s,\left[\left[f_{1}\right]\right],\left[\left[f_{2}\right]\right]\right) ; f_{1}, f_{2}\right)$ where $f_{1} \in \mathcal{F}_{\mu}^{(\leq d)}, f_{2} \in \mathcal{F}_{\mu}^{(\leq d)}, f_{2}(b) \neq 0 \forall b \in B_{\mu}$ and $\prod_{\mathbf{x} \in B_{\mu}} f^{\prime}(\mathbf{x})=s$, where $f^{\prime}$ is the rational polynomial $f^{\prime}:=f_{1} / f_{2}$. In the case that $f_{2}=c$ is a constant polynomial, we directly set $f:=f_{1} / c$ and write $(\mathbb{x} ; \mathbb{w})=((s,[[f]]) ; f)$.

Construction. The Quark system [SL20, §5] constructs a proof system for the $\mathcal{R}_{\text {PROD }}$ relation. The proof system uses an instance of the $\mathcal{R}_{\text {ZERO }}$ PolyIOP on $\mu+1$ variables. Given a tuple $(\mathbb{x} ; \mathbb{w})=\left(\left(s,\left[\left[f_{1}\right]\right],\left[\left[f_{2}\right]\right]\right) ; f_{1}, f_{2}\right)$, we denote by $f^{\prime}:=f_{1} / f_{2}$. The protocol is the following:

- P sends an oracle $\tilde{v} \in \mathcal{F}_{\mu+1}^{(\leq 1)}$ such that for all $\mathbf{x} \in B_{\mu}$,

$$
\tilde{v}(0, \mathbf{x})=f^{\prime}(\mathbf{x}), \quad \tilde{v}(1, \mathbf{x})=\tilde{v}(\mathbf{x}, 0) \cdot \tilde{v}(\mathbf{x}, 1), \quad \tilde{v}(\mathbf{1})=0
$$

- Define $\hat{h}:=\operatorname{merge}(\hat{f}, \hat{g}) \in \mathcal{F}_{\mu+1}^{(\leq \max (2, d+1))}$ where

$$
\hat{f}(\mathbf{X}):=\tilde{v}(1, \mathbf{X})-\tilde{v}(\mathbf{X}, 0) \cdot \tilde{v}(\mathbf{X}, 1), \quad \hat{g}(\mathbf{X}):=f_{2}(\mathbf{X}) \cdot \tilde{v}(0, \mathbf{X})-f_{1}(\mathbf{X})
$$

Run a ZeroCheck PolyIOP for $([[\hat{h}]] ; \hat{h}) \in \mathcal{R}_{\text {ZERO }}$, i.e., the polynomial $\tilde{v}$ is computed correctly.

- V queries $[[\tilde{v}]]$ at point $(1, \ldots, 1,0) \in \mathbb{F}^{\mu+1}$, and checks that the evaluation is $s$.

Theorem 3.4. Let $d^{\prime}:=\max (2, d+1)$. The PIOP for $\mathcal{R}_{P R O D}$ is perfectly complete and has knowledge error $\delta_{\text {prod }}^{d, \mu}:=\delta_{\text {zero }}^{d^{\prime}, \mu+1}=\mathcal{O}\left(d^{\prime} \mu /|\mathbb{F}|\right)$.

Proof. Completeness. First, if the prover honestly generates $\tilde{v}$, it holds that $(([[\hat{h}]]) ; \hat{h}) \in \mathcal{R}_{\text {ZERO }}$, and the verifier accepts in the sub-PIOP, given that ZeroCheck is complete. Second, if $\left(\left(s,\left[\left[f_{1}\right]\right],\left[\left[f_{2}\right]\right]\right) ; f_{1}, f_{2}\right) \in$ $\mathcal{R}_{\text {PROD }}$, the evaluation $\tilde{v}(1, \ldots, 1,0)$ is exactly the product of $f$ 's evaluations on the boolean hypercube $B_{\mu}$ (c.f. $[\mathrm{SL} 20, \S 5]$ ), which is $s$ as desired.

Knowledge soundness. By Lemma 3.3, it is sufficient to argue the soundness error of the protocol. For any $\left(s,\left[\left[f_{1}\right]\right],\left[\left[f_{2}\right]\right]\right) \notin \mathcal{L}\left(\mathcal{R}_{\text {PROD }}\right)$ and any $\tilde{v}$ sent by a malicious prover, it holds that either $\tilde{v}$ is not computed correctly (i.e., $(([[\hat{h}]]) ; \hat{h}) \notin \mathcal{R}_{\text {ZERO }}$ ), or the evaluation $\tilde{v}(1, \ldots, 1,0) \neq s$ and $\vee$ rejects. Hence the probability that V accepts is at $\operatorname{most} \max \left(\delta_{\text {zero }}^{d^{\prime}, \mu+1}, 0\right)=\delta_{\text {zero }}^{d^{\prime}, \mu+1}$ as claimed.

Complexity. Let $\hat{h}$ be the polynomials described in the construction, we analyze the complexity of the PIOP for $\mathcal{R}_{\text {PROD }}$ with respect to $f^{\prime}:=f_{1} / f_{2}$ where $f_{1}, f_{2} \in \mathcal{F}_{\mu}^{(\leq d)}$.

- The prover time is $\operatorname{tp}_{\text {prod }}^{f^{\prime}}=\operatorname{tp}_{\text {zero }}^{\hat{h}}+2^{\mu}=\mathcal{O}\left(d \log ^{2} d \cdot 2^{\mu}\right) \mathbb{F}$-ops. The term $2^{\mu}$ is for computing the product polynomial $\tilde{v}$.
- The verifier time is $\operatorname{tv}_{\text {prod }}^{f^{\prime}}=\operatorname{tv}_{\text {zero }}^{\hat{h}}=\mathcal{O}(\mu)$.
- The query complexity is $\mathrm{q}_{\text {prod }}^{f^{\prime}}=\mathrm{q}_{\text {zero }}^{\hat{h}}+1=\mu+2$, the additional query is for $\tilde{v}(1, \ldots, 1,0)$.
- The round complexity and the number of proof oracles is $\mathrm{rc}_{\text {prod }}^{f^{\prime}}=\mathrm{rc}_{\text {zero }}^{\hat{h}}+1=\mu+1$.
- The number of field elements sent by $P$ is $n f_{\text {prod }}^{f^{\prime}}=n f_{\text {zero }}^{\hat{h}}=\mu$.
- The size of the proof oracles is $\mathrm{pl}_{\text {prod }}^{f}=2^{\mu}+\mathrm{pl}_{\text {zero }}^{\hat{h}}=\mathcal{O}\left(2^{\mu}\right)$; the size of the witness is $\mathcal{O}\left(2^{\mu}\right)$.


### 3.3.4 Multiset Check PIOP

We describe a multivariate PIOP checking that two multisets are equal. The PIOP builds upon the product-check PIOP in Section 3.3.3. The multiset check PIOP is a key building block for the permutation PIOP in Section 3.3.5 and the lookup PIOP in Section 3.3.7. A similar idea has been proposed in the univariate polynomial setting by Gabizon in a blogpost [Gab].

Definition 3.9 (Multiset Check relation). For any $k \geq 1$, the relation $\mathcal{R}_{M S E T}^{k}$ is the set of all tuples

$$
(\mathbb{x} ; \mathbb{w})=\left(\left(\left[\left[f_{1}\right]\right], \ldots,\left[\left[f_{k}\right]\right],\left[\left[g_{1}\right]\right], \ldots,\left[\left[g_{k}\right]\right]\right) ;\left(f_{1}, \ldots, f_{k}, g_{1}, \ldots, g_{k}\right)\right)
$$

where $f_{i}, g_{i} \in \mathcal{F}_{\mu}^{(\leq d)}(1 \leq i \leq k)$ and the following two multisets of tuples are equal:

$$
\left\{\mathbf{f}_{\mathbf{x}}:=\left[f_{1}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right]\right\}_{\mathbf{x} \in B_{\mu}}=\left\{\mathbf{g}_{\mathbf{x}}:=\left[g_{1}(\mathbf{x}), \ldots, g_{k}(\mathbf{x})\right]\right\}_{\mathbf{x} \in B_{\mu}}
$$

Basic construction. We start by describing a PolyIOP for $\mathcal{R}_{\text {MSET }}^{1}$. The protocol can be obtained from a protocol for $\mathcal{R}_{\text {PROD }}$. Given a tuple $(([[f]],[[g]]) ;(f, g))$, the protocol is the following:

- $V$ samples and sends P a challenge $r \longleftarrow \mathbb{F}$.
- Set $f^{\prime}:=r+f$ and $g^{\prime}:=r+g$
- If $g^{\prime} \neq 0 \forall b \in B_{\mu}$ run a ProductCheck PolyIOP for $\left(\left(1,\left[\left[f^{\prime}\right]\right],\left[\left[g^{\prime}\right]\right]\right) ; f^{\prime}, g^{\prime}\right) \in \mathcal{R}_{\text {PRod }}$.
- Else the prover sends $b$ such that $g^{\prime}(b)=0$ and the verifier accepts if $g(b)=-r$ (this case happens with negligible probability).

Theorem 3.5. The PIOP for $\mathcal{R}_{\text {MSET }}^{1}$ has perfect completeness and has knowledge error $\delta_{m s e t, 1}^{d, \mu}:=$ $2^{\mu+1} /|\mathbb{F}|+\delta_{\text {prod }}^{d, \mu}=\mathcal{O}\left(\left(2^{\mu}+d \mu\right) /|\mathbb{F}|\right)$.

Proof. Completeness. For any $(([[f]],[[g]]) ;(f, g)) \in \mathcal{R}_{\text {MSET }}^{1}$, it holds that

$$
\prod_{\mathbf{x} \in B_{\mu}}(r+f(\mathbf{x}))=\prod_{\mathbf{x} \in B_{\mu}}(r+g(\mathbf{x})),
$$

. If $g(b)=-r$ then the prover will just open $g$ at that point and the verifier accepts. Otherwise $r+g(b) \neq 0, \forall b \in B_{\mu}$, thus $\prod_{\mathbf{x} \in B_{\mu}}(r+f(\mathbf{x})) /(r+g(\mathbf{x}))=1$, i.e., $((1,[[r+f]],[[r+g]]) ; r+f, r+g) \in$ $\mathcal{R}_{\text {PROD }}$. Therefore completeness holds given that the PolyIOP for $\mathcal{R}_{\text {PROD }}$ is complete.

Knowledge soundness. By Lemma 3.3, it is sufficient to argue the soundness error of the protocol. For any $([[f]],[[g]]) \notin \mathcal{L}\left(\mathcal{R}_{\text {MSET }}^{1}\right)$ (i.e., $\left.(([[f]],[[g]]) ;(f, g)) \notin \mathcal{R}_{\text {MSET }}^{1}\right)$, it holds that

$$
F(Y):=\prod_{\mathbf{x} \in B_{\mu}}(Y+f(\mathbf{x})) \neq G(Y):=\prod_{\mathbf{x} \in B_{\mu}}(Y+g(\mathbf{x})) .
$$

By Lemma 3.2, $F(r) \neq G(r)$ and $G(r)=0$ with probability at least $1-2 *\left(2^{\mu} /|\mathbb{F}|\right)$. Conditioned on $F(r) \neq G(r)$ and $G(r) \neq 0$, it holds that $((1,[[r+f]],[[r+g]]) ; r+f, r+g) \notin \mathcal{R}_{\text {Prod }}$. Hence the probability that $\vee$ accepts conditioned on $F(r) \neq G(r)$ and $G(r) \neq 0$ is at most $\delta_{\text {prod }}^{d, \mu}$. In summary, the probability that V accepts is at most $2^{\mu+1} /|\mathbb{F}|+\delta_{\text {prod }}^{d, \mu}$ as claimed.

The final construction. Next we describe the protocol for $\mathcal{R}_{\mathrm{MSET}}^{k}$ for any $k \geq 1$. Given a tuple

$$
\left(\left(\left[\left[f_{1}\right]\right], \ldots,\left[\left[f_{k}\right]\right],\left[\left[g_{1}\right]\right], \ldots,\left[\left[g_{k}\right]\right]\right) ;\left(f_{1}, \ldots, f_{k}, g_{1}, \ldots, g_{k}\right)\right),
$$

the protocol is the following:

- V samples and sends P challenges $r_{2}, \ldots, r_{k} \leftarrow \mathbb{F}$.
- Run a Multiset Check PolyIOP for $(([[\hat{f}]],[[\hat{g}]]) ;(\hat{f}, \hat{g})) \in \mathcal{R}_{\mathrm{MSET}}^{1}$, where $\hat{f}, \hat{g} \in \mathcal{F}_{\mu}^{(\leq d)}$ are defined as $\hat{f}:=f_{1}+r_{2} \cdot f_{2}+\cdots+r_{k} \cdot f_{k}$ and $\hat{g}:=g_{1}+r_{2} \cdot g_{2}+\cdots+r_{k} \cdot g_{k}$.

Theorem 3.6. The PIOP for $\mathcal{R}_{M S E T}^{k}$ is perfectly complete and has knowledge error $\delta_{m s e t, k}^{d, \mu}:=$ $2^{\mu} /|\mathbb{F}|+\delta_{m s e t, 1}^{d, \mu}=\mathcal{O}\left(\left(2^{\mu}+d \mu\right) /|\mathbb{F}|\right)$.

Proof. Completeness. Completeness holds since the PolyIOP for $(([[f]],[[g]]) ;(f, g)) \in \mathcal{R}_{\text {MSET }}^{1}$ is complete.

Knowledge soundness. By Lemma 3.3, it is sufficient to argue the soundness error of the protocol. Given any

$$
\left(\left[\left[f_{1}\right]\right], \ldots,\left[\left[f_{k}\right]\right],\left[\left[g_{1}\right]\right], \ldots,\left[\left[g_{k}\right]\right]\right) \notin \mathcal{L}\left(\mathcal{R}_{\mathrm{MSET}}^{k}\right)
$$

let

$$
U:=\left\{\mathbf{f}_{\mathbf{x}}:=\left[f_{1}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right]\right\}_{\mathbf{x} \in B_{\mu}}, \quad V:=\left\{\mathbf{g}_{\mathbf{x}}:=\left[g_{1}(\mathbf{x}), \ldots, g_{k}(\mathbf{x})\right]\right\}_{\mathbf{x} \in B_{\mu}}
$$

denote the corresponding multisets. Let $W$ be the maximal multiset such that $W \subseteq U$ and $W \subseteq V$. We set $U^{\prime}:=U \backslash W, V^{\prime}:=V \backslash W .{ }^{5}$ We observe that $\left|U^{\prime}\right|=\left|V^{\prime}\right|>0$ as $U \neq V$, and $U^{\prime} \cap V^{\prime}=\emptyset$ by definition of $W$. Thus there exists an element $\mathbf{x} \in \mathbb{F}^{k}$ where $\mathbf{x} \in U^{\prime}$ but $\mathbf{x} \notin V^{\prime}$. It is well-known that the $\operatorname{map} \phi_{\mathbf{r}}:\left(x_{1}, \ldots, x_{k}\right) \rightarrow x_{1}+r_{2} x_{2}+\cdots+r_{k} x_{k}$ is a universal hash family [CW77; WC81; Sti94], that is, for any $\mathbf{x}, \mathbf{y} \in \mathbb{F}^{k}, \mathbf{x} \neq \mathbf{y}$, it holds that

$$
\operatorname{Pr}_{\mathbf{r}}\left[\phi_{\mathbf{r}}(\mathbf{x})=\phi_{\mathbf{r}}(\mathbf{y})\right] \leq \frac{1}{|\mathbb{F}|} .
$$

Thus by union bound, the probability (over the choice of $\mathbf{r}$ ) that

$$
\phi_{\mathbf{r}}(\mathbf{x}) \in\left\{\phi_{\mathbf{r}}(\mathbf{y}): \mathbf{y} \in V^{\prime}\right\}
$$

is at most $\left|V^{\prime}\right| /|\mathbb{F}| \leq 2^{\mu} /|\mathbb{F}|$. Conditioned on that above does not happen, we have that $(([[\hat{f}]],[[\hat{g}]])) \notin$ $\mathcal{L}\left(\mathcal{R}_{\text {MSET }}^{1}\right)$ and the probability that V accepts in the PolyIOP for $\mathcal{R}_{\text {MSET }}^{1}$ is at most $\delta_{\text {mset }, 1}^{d, \mu}$. In summary, the soundness error is at most $2^{\mu} /|\mathbb{F}|+\delta_{\text {mset, } 1}^{d, \mu}$ as claimed.

Complexity. We analyze the complexity of the PIOP for $\mathcal{R}_{\text {MSET }}$ with respect to

$$
\mathbf{F}:=\left(f_{1}, \ldots, f_{k}, g_{1}, \ldots, g_{k}\right) \in\left(\mathcal{F}_{\mu}^{(\leq d)}\right)^{2 k}
$$

- The prover time is $\operatorname{tp}_{k, \text { mset }}^{\mathbf{F}}=\operatorname{tp}_{1, \text { mset }}^{\hat{f}, \hat{g}}=\operatorname{tp}_{\text {prod }}^{f^{\prime} / g^{\prime}}=\mathcal{O}\left(d \log ^{2} d \cdot 2^{\mu}\right) \mathbb{F}$-ops (for $k$ where $\hat{f}:=$ $f_{1}+r_{2} \cdot f_{2}+\cdots+r_{k} \cdot f_{k}$ and $\hat{g}:=g_{1}+r_{2} \cdot g_{2}+\cdots+r_{k} \cdot g_{k}$ can be evaluated in time $\left.O(d)\right)$.
- The verifier time is $\mathrm{tv}_{\mathrm{mset}}^{\mathbf{F}}=\mathrm{tv}_{\text {prod }}^{f^{\prime} / g^{\prime}}=\mathcal{O}(\mu)$.
- The query complexity is $\mathbf{q}_{\text {mset }}^{\mathbf{F}}=\mathbf{q}_{\text {prod }}^{f^{\prime} / g^{\prime}}=\mu+2$.
- The round complexity and the number of proof oracles is $\mathrm{rc}_{\mathrm{mset}}^{\mathbf{F}}=\mathrm{rc}_{\mathrm{prod}}^{f^{\prime} / g^{\prime}}=\mu+1$.
- The number of field elements sent by $\mathbf{P}$ is $\mathrm{nf}_{\mathrm{mset}}^{\mathbf{F}}=\mathrm{nf}_{\text {prod }}^{f^{\prime} / g^{\prime}}=\mu$.
- The size of the proof oracles is $\mathrm{pl}_{\mathrm{mset}}^{\mathbf{F}}=\mathrm{pl} \mathrm{p}_{\text {prod }}^{f^{\prime} / g^{\prime}}=\mathcal{O}\left(2^{\mu}\right)$; the size of the witness is $\mathcal{O}\left(k \cdot 2^{\mu}\right)$.


### 3.3.5 Permutation PIOP

We describe a multivariate PIOP showing that for two multivariate polynomials $f, g \in \mathcal{F}_{\mu}^{(\leq d)}$, the evaluations of $g$ on the boolean hypercube is a predefined permutation $\sigma$ of $f$ 's evaluations on the

[^11]boolean hypercube. The permutation PIOP is a key building block of HyperPlonk for proving the wiring identity.

Definition 3.10 (Permutation relation). The indexed relation $\mathcal{R}_{P E R M}$ is the set of tuples

$$
(\dot{i} ; \mathbb{x} ; \mathbb{w})=(\sigma ;([[f]],[[g]]) ;(f, g)),
$$

where $\sigma: B_{\mu} \rightarrow B_{\mu}$ is a permutation, $f, g \in \mathcal{F}_{\mu}^{(\leq d)}$, and $g(\mathbf{x})=f(\sigma(\mathbf{x}))$ for all $\mathbf{x} \in B_{\mu}$.

Construction. Gabizon et. al. [GWC19] construct a permutation argument. We adapt their scheme into a multivariate PolyIOP. The construction uses a PolyIOP instance for $\mathcal{R}_{\text {MSET }}$. Given a tuple $(\sigma ;([[f]],[[g]]) ;(f, g))$ where $\sigma$ is the predefined permutation, the indexer generates two oracles $\left[\left[s_{\mathrm{id}}\right]\right],\left[\left[s_{\sigma}\right]\right]$ such that $s_{\mathrm{id}} \in \mathcal{F}_{\mu}^{(\leq 1)}$ maps each $\mathbf{x} \in B_{\mu}$ to $[\mathbf{x}]:=\sum_{i=1}^{\mu} \mathbf{x}_{i} \cdot 2^{i-1} \in \mathbb{F}$, and $s_{\sigma} \in \mathcal{F}_{\mu}^{(\leq 1)}$ maps each $\mathbf{x} \in B_{\mu}$ to $[\sigma(\mathbf{x})] .{ }^{6}$ The PolyIOP is the following:

- Run a Multiset Check PolyIOP for

$$
\left(\left(\left[\left[s_{\mathrm{id}}\right]\right],[[f]],\left[\left[s_{\sigma}\right]\right],[[g]]\right) ;\left(s_{\mathrm{id}}, f, s_{\sigma}, g\right)\right) \in \mathcal{R}_{\mathrm{MSET}}^{2} .
$$

Theorem 3.7. The PIOP for $\mathcal{R}_{\text {PERM }}$ is perfectly complete and has knowledge error $\delta_{\text {perm }}^{d, \mu}:=$ $\delta_{\text {mset }, 2}^{d, \mu}=\mathcal{O}\left(\left(2^{\mu}+d \mu\right) /|\mathbb{F}|\right)$.

Proof. Completeness. For any $(\sigma ;([[f]],[[g]]) ;(f, g)) \in \mathcal{R}_{\text {PERM }}$, it holds that the multiset $\{([\mathbf{x}], f(\mathbf{x}))\}_{\mathbf{x} \in B_{\mu}}$ is identical to the multiset $\{([\sigma(\mathbf{x})], g(\mathbf{x}))\}_{\mathbf{x} \in B_{\mu}}$. Thus

$$
\left(\left(\left[\left[s_{\mathrm{id}}\right]\right],[[f]],\left[\left[s_{\sigma}\right]\right],[[g]]\right) ;\left(s_{\mathrm{id}}, f, s_{\sigma}, g\right)\right) \in \mathcal{R}_{\mathrm{MSET}}^{2}
$$

and completeness follows from the completeness of the PolyIOP for $\mathcal{R}_{\text {MSET }}^{2}$.
Knowledge soundness. By Lemma 3.3, it is sufficient to argue the soundness error of the protocol. The PolyIOP has soundness error $\delta_{\mathrm{mset}, 2}^{d, \mu}$ as the permutation relation holds if and only if the above multiset check relation holds.

Complexity. The complexity of the PIOP for $\mathcal{R}_{\text {PERM }}$ with respect to $f, g \in \mathcal{F}_{\mu}^{(\leq d)}$ is identical to the complexity of the PIOP for $\mathcal{R}_{\text {MSET }}^{2}$ with respect to $\left(s_{\mathrm{id}}, f, s_{\sigma}, g\right)$.

### 3.3.6 Another permutation PIOP for small fields

We describe a different multivariate PIOP for $\mathcal{R}_{\text {PERM }}$. This PIOP directly reduces to $\mathcal{R}_{\text {SUM }}$ and has soundness $O\left(\mu^{2} /|\mathbb{F}|\right)$ instead of $O\left(2^{\mu} /|\mathbb{F}|\right)$. This enables using polynomial-sized fields such as

[^12]in $[\mathrm{Boo}+22 \mathrm{a}]$. The downside is that the PIOP has quasi-linear (rather than linear) prover time. This comes from splitting up the permutation into $\mu$ multi-linear polynomials. We emphasize that to obtain linear-time provers, the PIOPs used in Section 3.4 and Section 3.5 are the version in Section 3.3.5, rather than in this section.

For simplicity, we only describe the construction for multi-linear polynomials $f, g$. It can be easily extended to higher degree polynomials by adding an additional ZeroCheck and proving equivalence between a multi-variate and a multi-linear polynomial on the boolean hypercube.

Construction. Our core idea is similar to the protocol in $\mathcal{R}_{\text {BATCH }}$. Given a permutation $\sigma$ : $B_{\mu} \rightarrow B_{\mu}$, we reduce the equality check $f\left(b^{\prime}\right)=g\left(\sigma\left(b^{\prime}\right)\right)$ for a given point $b^{\prime} \in B_{\mu}$ to a sum-check via multilinear extension. We then use a zero-check over all $b^{\prime}$ to prove the equality for all $b^{\prime} \in B_{\mu}$, which in turn can be reduced to another sumcheck. The resulting sumcheck is over a polynomial with $2 \mu$ variables and individual degree $\mu+1$, and naively running the protocol takes time quadratic in $2^{\mu}$. Fortunately, we can utilize that $\sigma$ is a permutation on $B_{\mu}$ and reduce the prover computation to $O\left(2^{\mu} \mu \log ^{2}(\mu)\right)$.

We begin by defining a multi-linear version of the permutation $\sigma . \quad \tilde{\sigma}=\left(\sigma_{1}(\mathbf{X}), \ldots, \sigma_{\mu}(\mathbf{X})\right)$ : $\mathbb{F}^{\mu} \rightarrow \mathbb{F}^{\mu}$, such that for all $i \in[\mu], \sigma_{i}$ is the multi-linear extension of the $i$ th binary digit of $\sigma$. Note that $\sigma_{i}(\mathbf{x}) \in\{0,1\}$ for all $\mathbf{x} \in B_{\mu}$ and $i \in[\mu]$. We now rewrite the permutation relation as an $\mathcal{R}_{\text {ZERO }}$ relation for a polynomial equality equation.

$$
f(\tilde{\sigma}(\mathbf{x}))-g(\mathbf{x})=0 \forall \mathbf{x} \in B_{\mu} .
$$

We can now expand $f(\tilde{\sigma}(\mathbf{x}))-g(\mathbf{x})$ to its multilinear extension form just as in the protocol for $\mathcal{R}_{\text {Batch }}$. This becomes

$$
\sum_{\mathbf{y} \in B_{\mu}}(f(\mathbf{y}) e q(\tilde{\sigma}(\mathbf{x}), \mathbf{y})-g(\mathbf{y}) e q(\mathbf{x}, \mathbf{y}))=0 \forall \mathbf{x} \in B_{\mu}
$$

Next, we use the standard trick in Section 3.3.2 to reduce the zerocheck to another sumcheck. Namely, for a random challenge $\mathbf{t} \in \mathbb{F}^{\mu}$, we check that

$$
\begin{equation*}
\sum_{\mathbf{x} \in B_{\mu}} e q(\mathbf{t}, \mathbf{x}) \cdot \sum_{\mathbf{y} \in B_{\mu}}(f(\mathbf{y}) e q(\tilde{\sigma}(\mathbf{x}), \mathbf{y})-g(\mathbf{y}) e q(\mathbf{x}, \mathbf{y}))=0 . \tag{3.8}
\end{equation*}
$$

This is a $2 \mu$-round sumcheck. Unfortunately, we cannot directly evaluate this sumcheck efficiently. To see this, consider the second round of the sumcheck after the verifier has sent a challenge $\alpha_{1}$. The prover needs to evaluate

$$
e q\left(\tilde{\sigma}\left(\alpha_{1}, x_{2}, \ldots, x_{\mu}\right), \mathbf{y}\right)=e q\left(\left(\sigma_{1}\left(\alpha_{1}, x_{2}, \ldots, x_{\mu}\right) \ldots, \sigma_{\mu}\left(\alpha_{1}, x_{2}, \ldots\right), x_{\mu}\right), \mathbf{y}\right)
$$

for all $\left(x_{2}, \ldots, x_{\mu}\right) \in B_{\mu-1}$ and all $\mathbf{y} \in B_{\mu}$. This takes time $O\left(2^{2 \mu}\right)$, i.e. quadratic in the size of the permutation.

To remedy this we take advantage of the fact that $\sigma$ is a permutation and has an inverse permutation $\sigma^{-1}$ such that $\sigma\left(\sigma^{-1}(\mathbf{x})\right)=\mathbf{x} \forall \mathbf{x} \in B_{\mu}$. We similarly define $\tilde{\sigma}^{-1}: \mathbb{F}^{\mu} \rightarrow \mathbb{F}^{\mu}$ as the multi-linear version of the inverse permutation $\sigma^{-1}$. More precisely, $\tilde{\sigma}^{-1}=\left(\sigma_{1}^{-1}(\mathbf{X}), \ldots, \sigma_{\mu}^{-1}(\mathbf{X})\right): \mathbb{F}^{\mu} \rightarrow \mathbb{F}^{\mu}$, such that for all $i \in[\mu], \sigma_{i}^{-1}$ is the multi-linear extension of the $i$ th binary digit of $\sigma^{-1}$. We can then rewrite the sumcheck from Equation 3.8 as

$$
\begin{equation*}
\sum_{\mathbf{x} \in B_{\mu}} e q(\mathbf{t}, \mathbf{x}) \cdot \sum_{\mathbf{y} \in B_{\mu}}\left(f(\mathbf{y}) e q\left(\mathbf{x}, \tilde{\sigma}^{-1}(\mathbf{y})\right)-g(\mathbf{y}) e q(\mathbf{x}, \mathbf{y})\right)=0 \tag{3.9}
\end{equation*}
$$

For any $\mathbf{x}$ and $\mathbf{y} \in B_{\mu}$ the inner sum is $f(\mathbf{y})$ if $\mathbf{x}=\sigma^{-1}(\mathbf{y})$ or equivalently $f(\sigma(\mathbf{x}))$ and $-g(\mathbf{x})$ if $\mathbf{x}=\mathbf{y}$ and 0 otherwise. Since we sum over the entire boolean hypercube for both $\mathbf{x}$ and $\mathbf{y}$ and $\sigma$ is a permutation on $B_{\mu},(3.9)$ is equivalent to $\sum_{\mathbf{x} \in B_{\mu}} e q(\mathbf{t}, \mathbf{x})(f(\sigma(\mathbf{x}))-g(\mathbf{x}))$

The prover can run the sumcheck from (3.9) efficiently by treating $\tilde{\sigma}^{-1}$ as a permutation in the first $\mu$ rounds of the sumcheck, where we only consider $\mathbf{x}$ values within the hypercube. In the latter $\mu$ rounds $\mathbf{x}$ has been replaced with verifier challenges $\alpha_{1}, \ldots, \alpha_{\mu}$ and we can now treat $\tilde{\sigma}^{-1}$ as a collection of $\mu$ multi-linear functions. We present the PIOP and the corresponding prover algorithm in Algorithm 3. The verifier is identical to the $\mathcal{R}_{\text {SUM }}$ verifier for the sumcheck equation (3.9).

```
Algorithm 3 Permutation PIOP with better soundness.
    procedure PERM2 PROVER \(\left(f \in \mathcal{F}_{\mu}^{(\leq 1)}, g \in \mathcal{F}_{\mu}^{(\leq 1)}, \sigma: B_{\mu} \rightarrow B_{\mu}\right)\)
        V sends P a random vector \(\mathbf{t} \leftarrow \$ \mathbb{F}^{\mu}\).
        Run the sumcheck for \(\mu\) rounds on the outer sum as described in Algorithm 1. Note that
    in the \(i\) th round, for any given value of \(\mathbf{x} \in B_{\mu-i}, e q\left(\left(\alpha_{1}, \ldots, \alpha_{i}, \mathbf{x}\right), \tilde{\sigma}^{-1}(\mathbf{y})\right)\) is non-zero for at
    most \(2^{i}\) values of \(\mathbf{y} \in B_{\mu}\). This is because \(\tilde{\sigma}^{-1}\) is a permutation on the boolean hypercube,
    thus the \(e q\) value is non-zero only if the last \(\mu-i\) values of \(\tilde{\sigma}^{-1}(\mathbf{y})\) are identical to \(\mathbf{x}\). Similarly
    \(e q\left(\left(\alpha_{1}, \ldots, \alpha_{i}, \mathbf{x}\right), \mathbf{y}\right) \neq 0\) for at most \(2^{i}\) values of \(\mathbf{y}\) for any given \(\mathbf{x}\). The prover can, therefore,
    evaluate all inner sumchecks in each round in time \(O\left(2^{\mu}\right)\). The prover runs in time \(O\left(\mu 2^{\mu}\right)\).
        Run the inner sumcheck with \(\mathbf{x}=\boldsymbol{\alpha}\) as described in Algorithm 1 and treating \(\tilde{\sigma}_{1}^{-1}, \ldots, \tilde{\sigma}_{\mu}^{-1}\)
    as multi-linear polynomials. The prover runs in time \(O\left(2^{\mu} \mu \log ^{2}(\mu)\right)\) as the sumcheck has \(\mu\)
    rounds and degree \(\mu\).
    end procedure
```

Theorem 3.8. The PERM2 PIOP described by the sumcheck for Equation (3.9) and the corresponding prover from Algorithm 3 for $\mathcal{R}_{P E R M}$ is perfectly complete and has knowledge error $\delta_{\text {perm } 2}^{1, \mu}:=\delta_{\text {sum }}^{\mu+1,2 \mu}=O\left(\mu^{2} /|\mathbb{F}|\right)$.

Proof. Completeness. For any $(\sigma ;([[f]],[[g]]) ;(f, g)) \in \mathcal{R}_{\text {PERM }}$, it holds that $f(\sigma(\mathbf{x}))-g(\mathbf{x})=0$ for all $\mathbf{x} \in B_{\mu}$. Moreover, for all $\mathbf{x}, \mathbf{y} \in B_{\mu}$, it holds that $e q\left(\mathbf{x}, \tilde{\sigma}^{-1}(\mathbf{y})\right)=1$ if $\sigma(\mathbf{x})=\mathbf{y}$ and $e q\left(\mathbf{x}, \tilde{\sigma}^{-1}(\mathbf{y})\right)=0$ otherwise; and $e q(\mathbf{x}, \mathbf{y})=1$ if $\mathbf{x}=\mathbf{y}$ and $e q(\mathbf{x}, \mathbf{y})=0$ otherwise. Thus for
$h(\mathbf{x})=\sum_{\mathbf{y} \in B_{\mu}} f(\mathbf{y}) \cdot e q\left(\mathbf{x}, \tilde{\sigma}^{-1}(\mathbf{y})\right)-g(\mathbf{y}) e q(\mathbf{x}, \mathbf{y})$

$$
([[h]] ; h) \in \mathcal{R}_{\mathrm{ZERO}}
$$

and completeness follows from the completeness of the PolyIOP for $\mathcal{R}_{\text {ZERO }}$.
Knowledge soundness. By Lemma 3.3, it is sufficient to argue the soundness error of the protocol. The permutation relation holds if and only if the above zerocheck relation holds, which reduces to a sumcheck for Equation (3.9). The sumcheck PolyIOP is over a virtual polynomial that has $2 \mu$ variables and individual degree $\mu+1$. Thus the soundness error is $\delta_{\mathcal{R}_{\mathrm{SUM}}}^{\mu+1,2 \mu}=O\left(\mu^{2} /|\mathbb{F}|\right)$.

Complexity. The prover complexity of the PERM2 PIOP with respect to $f, g \in \mathcal{F}_{\mu}^{(\leq 1)}$ is $O\left(2^{\mu} \mu \log ^{2}(\mu)\right)$ as the prover uses $O\left(\mu 2^{\mu}\right)$ in step 3 and $O\left(2^{\mu} \mu \log ^{2}(\mu)\right)$ in step 4 of the algorithm. The verifier is simply the sumcheck verifier for a $2 \mu$ round sumcheck and runs in time $O(\mu)$. The verifier queries $2 \mu$ univariate polynomials and $2+\mu$ multi-linear polynomials $\left(f, g, \tilde{\sigma}^{-1}\right)$ each at one point. The PIOP proof size consists of $2 \mu$ univariate oracles (one per round of the sumcheck).

### 3.3.7 Lookup PIOP

This section describes a multivariate PIOP checking the table lookup relation. The PIOP builds upon the multiset check PIOP (Section 3.3.4) and is a key building block for HyperPlonk+ (Section 3.5). Our construction is inspired by a univariate PIOP for the table lookup relation called Plookup [GW20a]. However, it is non-trivial to adapt Plookup to the multivariate setting because their scheme requires the existence of a subdomain of the polynomial that is a cyclic subgroup $\mathbb{G}$ with a generator $\omega \in \mathbb{G}$. Translating to the multilinear case, we need to build an efficient function $g$ that generates the entire boolean hypercube; moreover, $g$ has to be linear so that the degree of the polynomial does not blow up. However, such a linear function does not exist. Fortunately, we can construct a quadratic function from $\mathbb{F}^{\mu}$ to $\mathbb{F}^{\mu}$ that traverses $B_{\mu}$. We then show how to linearize it by modifying some of the building blocks that Plookup uses. This gives an efficient Plookup protocol over the hypercube.

Definition 3.11 (Lookup relation). The indexed relation $\mathcal{R}_{\text {LOOKUP }}$ is the set of tuples

$$
(\dot{\mathrm{i}} ; \mathbb{x} ; \mathbb{w})=(\mathbf{t} ;[[f]] ;(f, \operatorname{addr}))
$$

where $\mathbf{t} \in \mathbb{F}^{2^{\mu}-1}, f \in \mathcal{F}_{\mu}^{(\leq d)}$, and addr : $B_{\mu} \rightarrow\left[1,2^{\mu}\right)$ is a map such that $f(\mathbf{x})=\mathbf{t}_{\text {addr }(\mathbf{x})}$ for all $\mathbf{x} \in B_{\mu}$.

Before presenting the PIOP for $\mathcal{R}_{\text {LOOKUP }}$, we first show how to build a quadratic function that generates the entire boolean hypercube.

A quadratic generator in $\mathbb{F}_{2^{\mu}}$. For every $\mu \in \mathbb{N}$, we fix a primitive polynomial $p_{\mu} \in \mathbb{F}_{2}[X]$ where $p_{\mu}:=X^{\mu}+\sum_{s \in S} X^{s}+1$ for some set $S \subseteq[\mu-1]$, so that $\mathbb{F}_{2}[X] /\left(p_{\mu}\right) \cong \mathbb{F}_{2}^{\mu}[X] \cong \mathbb{F}_{2^{\mu}}$. By definition of primitive polynomials, $X \in \mathbb{F}_{2}^{\mu}[X]$ is a generator of $\mathbb{F}_{2}^{\mu}[X] \backslash\{0\}$. This naturally defines a generator function $g_{\mu}: B_{\mu} \rightarrow B_{\mu}$ as

$$
g_{\mu}\left(\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{\mu}\right)=\left(\boldsymbol{b}_{\mu}, \boldsymbol{b}_{1}^{\prime}, \ldots, \boldsymbol{b}_{\mu-1}^{\prime}\right)
$$

where $\boldsymbol{b}_{i}^{\prime}=\boldsymbol{b}_{i} \oplus \boldsymbol{b}_{\mu}(i \leq 1<\mu)$ if $i \in S$, and $\boldsymbol{b}_{i}^{\prime}=\boldsymbol{b}_{i}$ otherwise. Essentially, for a polynomial $f \in \mathbb{F}_{2}^{\mu}[X]$ with coefficients $\boldsymbol{b}, g_{\mu}(\boldsymbol{b})$ is the coefficient vector of $X \cdot f(X)$. Hence the following lemma is straightforward.

Lemma 3.4. Let $g_{\mu}: B_{\mu} \rightarrow B_{\mu}$ be the generator function defined above. For every $\mathbf{x} \in B_{\mu} \backslash\left\{0^{\mu}\right\}$, it holds that $\left\{g_{\mu}^{(i)}(\mathbf{x})\right\}_{i \in\left[2^{\mu}-1\right]}=B_{\mu} \backslash\left\{0^{\mu}\right\}$, where $g_{\mu}^{(i)}(\cdot)$ denotes $i$ repeated application of $g_{\mu}$.

Directly composing a polynomial $f$ with the generator $g$ will blow up the degree of the resulting polynomial; moreover, the prover needs to send the composed oracle $f(g(\cdot))$. Both of which affect the efficiency of the PIOP. We address the issue by describing a trick that manipulates $f$ in a way that simulates the behavior of $f(g(\cdot))$ on the boolean hypercube, but without blowing up the degree.

Linearizing the generator. For a multivariate polynomial $f \in \mathcal{F}_{\mu}^{(\leq d)}$, we define $f_{\Delta_{\mu}} \in \mathcal{F}_{\mu}^{(\leq d)}$ as

$$
f_{\Delta_{\mu}}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{\mu}\right):=\mathbf{X}_{\mu} \cdot f\left(1, \mathbf{X}_{1}^{\prime}, \ldots, \mathbf{X}_{\mu-1}^{\prime}\right)+\left(1-\mathbf{X}_{\mu}\right) \cdot f\left(0, \mathbf{X}_{1}, \ldots, \mathbf{X}_{\mu-1}\right)
$$

where $\mathbf{X}_{i}^{\prime}:=1-\mathbf{X}_{i}(i \leq 1<\mu)$ if $i \in S$, and $\mathbf{X}_{i}^{\prime}:=\mathbf{X}_{i}$ otherwise.
Lemma 3.5. For every $\mu \in \mathbb{N}$, let $g_{\mu}: B_{\mu} \rightarrow B_{\mu}$ be the generator function defined in Lemma 3.4. For every $d \in \mathbb{N}$ and polynomial $f \in \mathcal{F}_{\mu}^{(\leq d)}$, it holds that $f_{\Delta_{\mu}}(\mathbf{x})=f\left(g_{\mu}(\mathbf{x})\right)$ for every $\mathbf{x} \in B_{\mu}$. Moreover, $f_{\Delta_{\mu}}$ has individual degree $d$ and one can evaluate $f_{\Delta_{\mu}}$ from 2 evaluations of $f$.

Proof. By definition, $f_{\Delta_{\mu}}$ has individual degree $d$ and an evaluation of $f_{\Delta_{\mu}}$ can be derived from 2 evaluations of $f$. Next, we argue that $f_{\Delta_{\mu}}(\mathbf{x})=f\left(g_{\mu}(\mathbf{x})\right)$ for every $\mathbf{x} \in B_{\mu}$.

First, $f_{\Delta_{\mu}}\left(0^{\mu}\right)=f\left(g_{\mu}\left(0^{\mu}\right)\right)$ because $f_{\Delta_{\mu}}\left(0^{\mu}\right)=f\left(0^{\mu}\right)$ and $g_{\mu}\left(0^{\mu}\right)=0^{\mu}$ by definition of $f_{\Delta_{\mu}}, g_{\mu}$. Second, for every $\mathbf{x} \in B_{\mu} \backslash\left\{0^{\mu}\right\}$, by definition of $g_{\mu}$,

$$
f\left(g_{\mu}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mu}\right)\right)=f\left(\mathbf{x}_{\mu}, \mathbf{x}_{1}^{\prime}, \ldots, \mathbf{x}_{\mu-1}^{\prime}\right)
$$

where $\mathbf{x}_{i}^{\prime}=\mathbf{x}_{i} \oplus \mathbf{x}_{\mu}(i \leq 1<\mu)$ for every $i$ in the fixed set $S$, and $\mathbf{x}_{i}^{\prime}=\mathbf{x}_{i}$ otherwise. We observe that $\mathbf{x}_{i} \oplus \mathbf{x}_{\mu}=1-\mathbf{x}_{i}$ when $\mathbf{x}_{\mu}=1$ and $\mathbf{x}_{i} \oplus \mathbf{x}_{\mu}=\mathbf{x}_{i}$ when $\mathbf{x}_{\mu}=0$, thus we can rewrite

$$
\begin{aligned}
f\left(\mathbf{x}_{\mu}, \mathbf{x}_{1}^{\prime}, \ldots, \mathbf{x}_{\mu-1}^{\prime}\right) & =\mathbf{x}_{\mu} \cdot f\left(1, \mathbf{x}_{1}^{*}, \ldots, \mathbf{x}_{\mu-1}^{*}\right)+\left(1-\mathbf{x}_{\mu}\right) \cdot f\left(0, \mathbf{x}_{1}, \ldots, \mathbf{x}_{\mu-1}\right) \\
& =f_{\Delta_{\mu}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mu}\right)
\end{aligned}
$$

where $\mathbf{x}_{i}^{*}=1-\mathbf{x}_{i}(i \leq 1<\mu)$ for every $i$ in the fixed set $S$, and $\mathbf{x}_{i}^{*}=\mathbf{x}_{i}$ otherwise. The last equality holds by definition of $f_{\Delta_{\mu}}$. In summary, $f\left(g_{\mu}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mu}\right)\right)=f_{\Delta_{\mu}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mu}\right)$ for every $B_{\mu}$ and the lemma holds.

Construction. Now we are ready to present the PIOP for $\mathcal{R}_{\text {LOOKUP }}$, which is an adaptation of Plookup [GW20a] in the multivariate setting. The PIOP invokes a protocol for $\mathcal{R}_{\text {MSET }}^{2}$. We introduce a notation that embeds a vector to the hypercube while still preserving the vector order with respect to the generator function. For a vector $\mathbf{t} \in \mathbb{F}^{2^{\mu}-1}$, we denote by $t \leftarrow \operatorname{emb}(\mathbf{t}) \in \mathcal{F}_{\mu}^{(\leq 1)}$ the multilinear polynomial such that $t\left(0^{\mu}\right)=0$ and $t\left(g_{\mu}^{(i)}\left(1,0^{\mu-1}\right)\right)=\mathbf{t}_{i}$ for every $i \in\left[2^{\mu}-1\right]$. By Lemma 3.4, $t$ is well-defined and embeds the entire vector $\mathbf{t}$ onto $B_{\mu} \backslash\left\{0^{\mu}\right\}$.

For an index $\mathbf{t} \in \mathbb{F}^{2^{\mu}-1}$, the indexer generates an oracle $[[t]]$ where $t \leftarrow \mathrm{emb}(\mathbf{t})$. For a tuple $(\mathbf{t} ;[[f]] ;(f$, addr $))$ where $f\left(B_{\mu}\right) \subseteq t\left(B_{\mu}\right) \backslash\{0\}$, let $\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{2^{\mu}-1}\right)$ be the vector where $\boldsymbol{a}_{i} \in \mathbb{N}$ is the number of appearance of $\mathbf{t}_{i}$ in $f\left(B_{\mu}\right)$. Note that $\sum_{i=1}^{2^{\mu}-1} \boldsymbol{a}_{i}=2^{\mu}$. Denote by $\mathbf{h} \in \mathbb{F}^{2^{\mu+1}-1}$ the vector

$$
\mathbf{h}:=(\underbrace{\mathbf{t}_{1}, \ldots, \mathbf{t}_{1}}_{1+\boldsymbol{a}_{1}}, \mathbf{t}_{2}, \ldots, \mathbf{t}_{i-1}, \underbrace{\mathbf{t}_{i}, \ldots, \mathbf{t}_{i}}_{1+\boldsymbol{a}_{i}}, \mathbf{t}_{i+1}, \ldots, \mathbf{t}_{2^{\mu}-2}, \underbrace{\mathbf{t}_{2^{\mu}-1}, \ldots \mathbf{t}_{2^{\mu}-1}}_{1+\boldsymbol{a}_{2^{\mu}-1}}) .
$$

We present the protocol below:

- P sends V oracles $[[h]]$, where $h \leftarrow \mathrm{emb}(\mathbf{h}) \in \mathcal{F}_{\mu+1}^{(\leq 1)}$.
- Define $g_{1}:=\operatorname{merge}(f, t) \in \mathcal{F}_{\mu+1}^{(\leq d)}$ and $g_{2}:=\operatorname{merge}\left(f, t_{\Delta_{\mu}}\right) \in \mathcal{F}_{\mu+1}^{(\leq d)}$, where merge is defined in equation (3.7). Run a multiset check PIOP (Section 3.3.4) for

$$
\left(\left(\left[\left[g_{1}\right]\right],\left[\left[g_{2}\right]\right],[[h]],\left[\left[h_{\Delta_{\mu+1}}\right]\right]\right) ;(f, t, h)\right) \in \mathcal{R}_{\mathrm{MSET}}^{2} .
$$

- $V$ queries $h\left(0^{\mu+1}\right)$ and checks that the answer equals 0 .

Theorem 3.9. The PIOP for $\mathcal{R}_{L O O K U P}$ is perfectly complete and has knowledge error $\delta_{\text {lkup }}^{d, \mu}:=$ $\delta_{\text {mset }, 2}^{d, \mu+1}=\mathcal{O}\left(\left(2^{\mu}+d \mu\right) /|\mathbb{F}|\right)$.

Proof. Completeness. Denote by $n:=2^{\mu}$. For any $(\mathbf{t} ;[[f]] ;(f$, addr $)) \in \mathcal{R}_{\text {LOOKUP }}$, let $\mathbf{h} \in \mathbb{F}^{2 n-1}$ be the vector defined in the construction. Gabizon and Williamson [GW20a] observed that

$$
\left\{\mathbf{f}_{\mathbf{i}}, \mathbf{f}_{\mathbf{i}}\right\}_{i \in[n]} \cup\left\{\mathbf{t}_{\mathbf{i}}, \mathbf{t}_{(\mathbf{i} \bmod (\mathbf{n}-\mathbf{1}))+\mathbf{1}}\right\}_{i \in[n-1]}=\left\{\mathbf{h}_{\mathbf{i}}, \mathbf{h}_{(\mathbf{i} \bmod (\mathbf{2 n}-\mathbf{1}))+\mathbf{1}}\right\}_{i \in[2 n-1]}
$$

equivalently, by definition of $t, h$ and by Lemma 3.5, the following two multisets of tuples are equal

$$
\{\mathbf{f}(\mathbf{x}), \mathbf{f}(\mathbf{x})\}_{\mathbf{x} \in B_{\mu}} \cup\left\{\mathbf{t}(\mathbf{x}), \mathbf{t}_{\boldsymbol{\Delta}_{\mu}}(\mathbf{x})\right\}_{\mathbf{x} \in B_{\mu} \backslash\left\{0^{\mu}\right\}}=\left\{\mathbf{h}(\mathbf{x}), \mathbf{h}_{\boldsymbol{\Delta}_{\mu+1}}(\mathbf{x})\right\}_{\mathbf{x} \in B_{\mu+1} \backslash\left\{0^{\mu+1}\right\}} .
$$

By adding element $\mathbf{0}, \mathbf{0}=\mathbf{t}\left(\mathbf{0}^{\mu}\right), \mathbf{t}_{\boldsymbol{\Delta}_{\mu}}\left(\mathbf{0}^{\mu}\right)=\mathbf{h}\left(\mathbf{0}^{\mu+\mathbf{1}}\right), \mathbf{h}_{\boldsymbol{\Delta}_{\mu+\mathbf{1}}}\left(\mathbf{0}^{\mu+\mathbf{1}}\right)$ on both sides, we have

$$
\{\mathbf{f}(\mathbf{x}), \mathbf{f}(\mathbf{x})\}_{\mathbf{x} \in B_{\mu}} \cup\left\{\mathbf{t}(\mathbf{x}), \mathbf{t}_{\boldsymbol{\Delta}_{\mu}}(\mathbf{x})\right\}_{\mathbf{x} \in B_{\mu}}=\left\{\mathbf{h}(\mathbf{x}), \mathbf{h}_{\boldsymbol{\Delta}_{\mu+\mathbf{1}}}(\mathbf{x})\right\}_{\mathbf{x} \in B_{\mu+1}}
$$

Hence the verifier accepts in the multiset check by completeness of the PIOP for $\mathcal{R}_{\text {MSET }}^{2}$.
Knowledge soundness. By Lemma 3.3, to argue knowledge soundness, it is sufficient to argue the soundness error of the protocol. Fix $n:=2^{\mu}$, for any $(\mathbf{t} ;[[f]]) \notin \mathcal{L}\left(\mathcal{R}_{\text {LOOKUP }}\right)$, denote by $\mathbf{f} \in \mathbb{F}^{n}$ the evaluations of $f$ on $B_{\mu}$. Gabizon et. al. [GW20a] showed that for any $\mathbf{h} \in \mathbb{F}^{2 n-1}$, it holds that

$$
\left\{\mathbf{f}_{\mathbf{i}}, \mathbf{f}_{\mathbf{i}}\right\}_{i \in[n]} \cup\left\{\mathbf{t}_{\mathbf{i}}, \mathbf{t}_{(\mathbf{i} \bmod (\mathbf{n}-\mathbf{1}))+\mathbf{1}}\right\}_{i \in[n-1]} \neq\left\{\mathbf{h}_{\mathbf{i}}, \mathbf{h}_{(\mathbf{i} \bmod (\mathbf{2 n}-\mathbf{1}))+\mathbf{1}}\right\}_{i \in[2 n-1]},
$$

since $t\left(0^{\mu}\right)=0$ and V checks that $h\left(0^{\mu+1}\right)=0$, with a similar argument as in the completeness proof, we have

$$
\{\mathbf{f}(\mathbf{x}), \mathbf{f}(\mathbf{x})\}_{\mathbf{x} \in B_{\mu}} \cup\left\{\mathbf{t}(\mathbf{x}), \mathbf{t}_{\Delta_{\mu}}(\mathbf{x})\right\}_{\mathbf{x} \in B_{\mu}} \neq\left\{\mathbf{h}(\mathbf{x}), \mathbf{h}_{\boldsymbol{\Delta}_{\mu+\mathbf{1}}}(\mathbf{x})\right\}_{\mathbf{x} \in B_{\mu+1}}
$$

and the multiset check relation does not hold. Therefore, the probability that V accepts is at most $\delta_{\mathrm{mset}, 2}^{d, \mu+1}$ as claimed.

Complexity. Let $f, \mathbf{F}:=\left(g_{1}, g_{2}, h, h_{\Delta_{\mu+1}}\right) \in\left(\mathcal{F}_{\mu+1}^{(\leq d)}\right)^{2} \times\left(\mathcal{F}_{\mu+1}^{(\leq 1)}\right)^{2}$ be the polynomials defined in the construction. We analyze the complexity of the PIOP for $\mathcal{R}_{\text {LOOKUP }}$ with respect to $f \in \mathcal{F}_{\mu}^{(\leq d)}$.

- The prover time is $\operatorname{tp}_{\text {lkup }}^{f}=\operatorname{tp}_{\mathrm{mset}}^{\mathbf{F}}=\mathcal{O}\left(d \log ^{2} d \cdot 2^{\mu}\right) \mathbb{F}$-ops.
- The verifier time is $\operatorname{tv}_{1 \mathrm{lkup}}^{f}=\operatorname{tv}_{\mathrm{mset}}^{\mathbf{F}}=\mathcal{O}(\mu)$.
- The query complexity is $\mathbf{q}_{\mathrm{lkup}}^{f}=1+\mathbf{q}_{\mathrm{mset}}^{\mathbf{F}}=\mu+3$.
- The round complexity and the number of proof oracles is $\mathrm{rc}_{\mathrm{lkup}}^{f}=1+\mathrm{rc}_{\mathrm{mset}}^{\mathbf{F}}=\mu+2$.
- The number of field elements sent by $\mathbf{P}$ is $\mathrm{nf}_{\mathrm{lkup}}^{f}=\mathrm{nf}_{\mathrm{mset}}^{\mathbf{F}}=\mu$.
- The size of the proof oracles is $\mathrm{pl}_{\mathrm{lkup}}^{f}=2^{\mu+1}+\mathrm{pl}_{\mathrm{mset}}^{\mathbf{F}}=\mathcal{O}\left(2^{\mu}\right)$ where $2^{\mu+1}$ is the oracle size of $h$. The size of the witness is $\mathcal{O}\left(2^{\mu}\right)$.


### 3.3.8 Batch openings

This section describes a batching protocol proving the correctness of multiple multivariate polynomial evaluations. Essentially, the protocol reduces multiple oracle queries to different polynomials into a single query to a multivariate oracle. The batching protocol is helpful for HyperPlonk to enable efficient batch evaluation openings. In particular, the SNARK prover only needs to compute a single multilinear PCS evaluation proof, even if there are multiple PCS evaluations.

We note that Thaler [Tha20, §4.5.2] shows how to batch two evaluations of a single multilinear polynomial. The algorithm can be generalized for multiple evaluations of different multilinear polynomials. However, the prover time complexity is $O\left(k^{2} \mu \cdot 2^{\mu}\right)$ where $k$ is the number of evaluations,
and $\mu$ is the number of variables. In comparison, our algorithm achieves complexity $O\left(k \cdot 2^{\mu}\right)$ which is $k \mu$-factor faster. Note that $O\left(k \cdot 2^{\mu}\right)$ is already optimal as the prover needs to take $O\left(k \cdot 2^{\mu}\right)$ time to evaluate $\left\{f_{i}\left(\mathbf{z}_{i}\right)\right\}_{i \in[k]}$ before batching.

Definition 3.12 (BatchEval relation). The relation $\mathcal{R}_{B A T C H}^{k}$ is the set of all tuples $(\mathbb{x} ; \mathbb{w})=$ $\left(\left(\mathbf{z}_{i}\right)_{i \in[k]},\left(y_{i}\right)_{i \in[k]},\left(\left[\left[f_{i}\right]\right]\right)_{i \in[k]} ;\left(f_{i}\right)_{i \in[k]}\right)$ where $\mathbf{z}_{i} \in \mathbb{F}^{\mu}, y_{i} \in \mathbb{F}, f_{i} \in \mathcal{F}_{\mu}^{(\leq d)}$ and $f_{i}\left(\mathbf{z}_{i}\right)=y_{i}$ for all $i \in[k]$.

Remark 3.3.1. The polynomials $\left\{f_{i}\right\}_{i \in[k]}$ are not necessarily distinct. E.g., to evaluate a single polynomial $f$ at $k$ distinct points, we can set $f_{1}=f_{2}=\cdots=f_{k}=f$.

Remark 3.3.2. The polynomials $\left\{f_{i}\right\}_{i \in[k]}$ are all $\mu$-variate. This is without loss of generality. E.g., suppose one of the evaluated polynomial $f_{j}^{\prime}$ has only $\mu-1$ variables, we can define $f_{j}(Y, \mathbf{X})=$ $Y \cdot f_{j}^{\prime}(\mathbf{X})+(1-Y) \cdot f_{j}^{\prime}(\mathbf{X})$ which is essentially $f_{j}^{\prime}$ but with $\mu$ variables. The same trick easily extends to $f_{j}^{\prime}$ with arbitrary $\mu^{\prime}<\mu$ variables.

Construction. For ease of exposition, we consider the case where $f_{1}, \ldots, f_{k}$ are multilinear. We emphasize that the same techniques can be extended for multi-variate polynomials.

Assume w.l.o.g that $k=2^{\ell}$ is a power of 2 . We observe that $\mathcal{R}_{\text {BATCH }}^{k}$ is essentially a ZeroCheck relation over the set $Z:=\left\{\mathbf{z}_{i}\right\}_{i \in[k]} \subseteq \mathbb{F}^{\mu}$, that is, for every $i \in[k], f_{i}\left(\mathbf{z}_{i}\right)-y_{i}=0$. Nonetheless, $Z$ is outside the boolean hypercube, and we cannot directly reuse the ZeroCheck PIOP.

The key idea is to interpret each zero constraint as a sumcheck via multilinear extension, so that we can work on the boolean hypercube later. In particular, for every $i \in[k]$, we want to constrain $f_{i}\left(\mathbf{z}_{i}\right)-y_{i}=0$. Since $f_{i}$ is multilinear, by definition of multilinear extension, this is equivalent to constraining that

$$
\begin{equation*}
c_{i}:=\left(\sum_{\boldsymbol{b} \in B_{\mu}} f_{i}(\boldsymbol{b}) \cdot e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\right)-y_{i}=0 . \tag{3.10}
\end{equation*}
$$

Note that equation (3.10) holds for every $i \in[k]$ if and only if the polynomial

$$
\sum_{i \in[k]} e q(\mathbf{Z},\langle i\rangle) \cdot c_{i}
$$

is identically zero, where $\langle i\rangle$ is $\ell$-bit representation of $i-1$. By Lemma 3.2, it is sufficient to check that for a random vector $\mathbf{t} \leftarrow \$ \mathbb{F}^{\ell}$, it holds that

$$
\begin{equation*}
\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot c_{i}=\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot\left[\left(\sum_{\boldsymbol{b} \in B_{\mu}} f_{i}(\boldsymbol{b}) \cdot e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\right)-y_{i}\right]=0 \tag{3.11}
\end{equation*}
$$

Next, we arithmetize equation (3.11) and make it an algebraic formula. For every $(i, \boldsymbol{b}) \in$ $[k] \times B_{\mu}$, we set value $g_{i, \boldsymbol{b}}:=e q(\mathbf{t},\langle i\rangle) \cdot f_{i}(\boldsymbol{b})$, and define an MLE $\tilde{g}$ for $\left(g_{i, \boldsymbol{b}}\right)_{i \in[k], \boldsymbol{b} \in B_{\mu}}$ such that
$\tilde{g}(\langle i\rangle, \boldsymbol{b})=g_{i, \boldsymbol{b}} \forall(i, \boldsymbol{b}) \in[k] \times B_{\mu}$; similarly, we define an MLE $\tilde{e q}$ for $\left(e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\right)_{i \in[k], \boldsymbol{b} \in B_{\mu}}$ where $\tilde{e q}(\langle i\rangle, \boldsymbol{b})=e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right) \forall(i, \boldsymbol{b}) \in[k] \times B_{\mu}$. Let $s:=\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot y_{i}$, then equation (3.11) can be rewritten as

$$
\sum_{i \in[k], \boldsymbol{b} \in B_{\mu}} \tilde{g}(\langle i\rangle, \boldsymbol{b}) \cdot \tilde{e} q(\langle i\rangle, \boldsymbol{b})=s
$$

This is equivalent to prove a sumcheck claim for the degree-2 polynomial $g^{*}:=\tilde{g}(\mathbf{Y}, \mathbf{X}) \cdot \tilde{e} q(\mathbf{Y}, \mathbf{X})$ over set $B_{\ell+\mu}$. Hence we obtain the following PIOP protocol in Algorithm 4. Note that $g^{*}=\tilde{g} \cdot \tilde{e q}$ is only with degree 2 . Thus we can run a classic sumcheck without sending any univariate oracles.

```
Algorithm 4 Batch evaluation of multi-linear polynomials
    procedure BatchEval \(\left(\left[f_{i} \in \mathcal{F}_{\mu}^{(\leq 1)}, \mathbf{z}_{i} \in \mathbb{F}^{\mu}, y_{i} \in \mathbb{F}\right]_{i=1}^{k}\right)\)
        V sends P a random vector \(\mathbf{t} \leftarrow \$ \mathbb{F}^{\ell}\).
        Define sum \(s:=\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot y_{i}\).
        Let \(\tilde{g}\) be the MLE for \(\left(g_{i, \boldsymbol{b}}\right)_{i \in[k], \boldsymbol{b} \in B_{\mu}}\) where
\[
g_{i, \boldsymbol{b}}:=e q(\mathbf{t},\langle i\rangle) \cdot f_{i}(\boldsymbol{b})
\]
Let \(\tilde{e} q\) be the MLE for \(\left(e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\right)_{i \in[k], \boldsymbol{b} \in B_{\mu}}\) such that \(\tilde{e} q(\langle i\rangle, \boldsymbol{b})=e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\). P and V run a SumCheck PIOP for \(\left(s,\left[\left[g^{*}\right]\right] ; g^{*}\right) \in \mathcal{R}_{\text {SUM }}\), where \(g^{*}:=\tilde{g} \cdot \tilde{e q}\). Let \(\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right) \in \mathbb{F}^{\ell+\mu}\) be the sumcheck challenge vector. P answers the oracle query \(\tilde{g}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)\). \(V\) evaluates \(\tilde{e} q\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)\) herself, and checks that
```

$$
\tilde{g}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right) \cdot \tilde{e} q\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)
$$

is consistent with the last message of the sumcheck.
end procedure

Remark 3.3.3. If the SNARK is using a homomorphic commitment scheme, to answer query $\tilde{g}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)$ the prover only needs to provide a single PCS opening proof for a $\mu$-variate polynomial

$$
g^{\prime}(\mathbf{X}):=\tilde{g}\left(\boldsymbol{a}_{1}, \mathbf{X}\right)=\sum_{i \in[k]} e q\left(\langle i\rangle, \boldsymbol{a}_{1}\right) \cdot e q(\mathbf{t},\langle i\rangle) \cdot f_{i}(\mathbf{X})
$$

on point $\boldsymbol{a}_{2}$. The verifier can evaluate $\left\{e q\left(\langle i\rangle, \boldsymbol{a}_{1}\right) \cdot e q(\mathbf{t},\langle i\rangle)\right\}_{i \in[k]}$ in time $O(k)$, and homomorphically compute $g^{\prime}$ 's commitment from the commitments to $\left\{f_{i}\right\}_{i \in[k]}$, and checks the opening proof against $g^{\prime}$ 's commitment. Finally, the verifier checks that $g^{\prime}\left(\boldsymbol{a}_{2}\right)$ matches the claimed evaluation $\tilde{g}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)$.

Analysis. The PIOP for $\mathcal{R}_{\text {Batch }}$ is complete and knowledge-sound given the completeness and knowledge-soundness of the sumcheck PIOP.

Next, we analyze the complexity of the protocol: The prover time is $O\left(k \cdot 2^{\mu}\right)$ as it runs a sumcheck PIOP for a polynomial $g^{*}:=\tilde{g} \cdot \tilde{e} q$ of degree 2 and $\mu+\log k$ variables, where $\tilde{g}$ and
$\tilde{e q}$ can both be constructed in time $O\left(k \cdot 2^{\mu}\right)$. Note that this is already optimal as the prover anyway needs to take $O\left(k \cdot 2^{\mu}\right)$ time to evaluate $\left\{f_{i}\left(\mathbf{z}_{i}\right)\right\}_{i \in[k]}$ before batching. The verifier takes time $O(\mu+\log k)$ in the sumcheck; the sum $s$ can be computed in time $O(k)$; the evaluation $\tilde{e} q\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)=\sum_{i \in[k]} e q\left(\boldsymbol{a}_{1},\langle i\rangle\right) \cdot \tilde{e} q\left(\langle i\rangle, \boldsymbol{a}_{2}\right)$ can be derived from $\boldsymbol{a}_{1}$ and the $k$ evaluations $\left\{\tilde{e} q\left(\langle i\rangle, \boldsymbol{a}_{2}\right)=\right.$ $\left.e q\left(\boldsymbol{a}_{2}, \mathbf{z}_{i}\right)\right\}_{i \in[k]}$ where each evaluation $e q\left(\boldsymbol{a}_{2}, \mathbf{z}_{i}\right)$ takes time $O(\mu)$. In summary, the verifier time is $O(k \mu)$.

## A more efficient batching scheme in a special setting

Sometimes one only needs to open a single multilinear polynomial at multiple points, where each point is in the boolean hypercube. In this setting, we provide a more efficient algorithm with complexity $O\left(2^{\mu}\right)$ which is $k$ times faster than Algorithm 4 . We also note that the technique can be used to construct an efficient Commit-and-Prove SNARK scheme from multilinear commitments.

Recall the sumcheck equation (3.11) in the general batch opening scheme, when there is only one polynomial $f$ and assume for simplicity that $y_{i}=0 \forall i \in[k]^{7}$, we can rewrite it as

$$
\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot\left(\sum_{\boldsymbol{b} \in B_{\mu}} f(\boldsymbol{b}) \cdot e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\right)=\sum_{\boldsymbol{b} \in B_{\mu}} f(\boldsymbol{b})\left(\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\right)
$$

Denote by $d_{i}=e q(\mathbf{t},\langle i\rangle)$. The above is essentially a sumcheck for polynomial $f \cdot e \tilde{q}^{*}$ on set $B_{\mu}$, where

$$
e \tilde{q}^{*}(\mathbf{X}):=\sum_{i \in[k]} d_{i} \cdot e q\left(\mathbf{X}, \mathbf{z}_{i}\right) .
$$

Thus we can reduce the batching argument to a PCS opening on polynomial $f$.
In the sumcheck protocol, in each round $\mu-i+1 \in[\mu]$, the prover needs to evaluate a degree- 2 polynomial $r_{i}(X)$ on point $x_{i} \in\{0,1,2\}$, where

$$
\begin{equation*}
r_{i}(X):=\sum_{\boldsymbol{b} \in B_{i-1}} f(\boldsymbol{b}, X, \boldsymbol{\alpha}) \cdot e \tilde{q}^{*}(\boldsymbol{b}, X, \boldsymbol{\alpha}) \tag{3.12}
\end{equation*}
$$

and $\boldsymbol{\alpha}=\left(\alpha_{i+1}, \ldots, \alpha_{\mu}\right)$ are the round challenges. Note that the evaluation $f\left(\boldsymbol{b}, x_{i}, \boldsymbol{\alpha}\right)$ is easy to obtain by maintaining a table $f\left(B_{i-1},\{0,1,2\}, \boldsymbol{\alpha}\right)$ as in Algorithm 1. Next we argue that the evaluation $r_{i}\left(x_{i}\right)$ can be computed in time $O(k)$ given the evaluations $f\left(B_{i-1},\{0,1,2\}, \boldsymbol{\alpha}\right)$. Since there are $\mu$ rounds and the complexity for maintaining the table is $O\left(2^{\mu}\right)$, the total complexity is $O\left(2^{\mu}+k \mu\right)$.

[^13]We observe that in equation (3.12), since $\left\{\mathbf{z}_{i}\right\}_{i \in[k]}$ are in the boolean hypercube, and

$$
\begin{aligned}
e \tilde{q}^{*}(\boldsymbol{b}, X, \boldsymbol{\alpha}) & =\sum_{j \in[k]} d_{i} \cdot e q\left((\boldsymbol{b}, X, \boldsymbol{\alpha}), \mathbf{z}_{j}\right) \\
& =\sum_{j \in[k]} d_{j} \cdot e q\left(\boldsymbol{b}, \mathbf{z}_{j}[1 . . i-1]\right) \cdot e q\left(X, \mathbf{z}_{j}[i]\right) \cdot e q\left(\boldsymbol{\alpha}, \mathbf{z}_{j}[i+1 . .]\right)
\end{aligned}
$$

by definition of $e q$, there are at most $k$ choices of $\boldsymbol{b}$ where $e \tilde{q}^{*}(\boldsymbol{b}, X, \boldsymbol{\alpha})$ is non-zero. In particular, the $\ell$-th $(1 \leq \ell \leq k)$ such vector is $\mathbf{c}_{\ell}:=\mathbf{z}_{\ell}[1 . . i-1]$ such that

$$
e \tilde{q}^{*}\left(\mathbf{c}_{\ell}, X, \boldsymbol{\alpha}\right)=\sum_{j \in[k]} d_{j} \cdot e q\left(\mathbf{z}_{\ell}[1 . . i-1], \mathbf{z}_{j}[1 . . i-1]\right) \cdot e q\left(X, \mathbf{z}_{j}[i]\right) \cdot e q\left(\boldsymbol{\alpha}, \mathbf{z}_{j}[i+1 . .]\right) .
$$

we note that for each $j \in[k]$, the value $e q\left(\boldsymbol{\alpha}, \mathbf{z}_{j}[i+1 .].\right)$ can be maintained dynamically; the value $e q\left(X, \mathbf{z}_{j}[i]\right)$ can be computed in time $O(1)$. Moreover, $e q\left(\mathbf{z}_{\ell}[1 . . i-1], \mathbf{z}_{j}[1 . . i-1]\right)$ equals 1 if $\mathbf{z}_{\ell}[1 . . i-1]=\mathbf{z}_{j}[1 . . i-1]$ and equals 0 otherwise. In summary, all non-zero values $\left\{e \tilde{q}^{*}\left(\mathbf{c}_{\ell}, X, \boldsymbol{\alpha}\right)\right\}_{\ell \in[k]}$ can be computed in a batch in time $O(k)$. Therefore for each $x_{i} \in\{0,1,2\}$, one can evaluate $r_{i}\left(x_{i}\right)$ from evaluations $\left\{f\left(\mathbf{c}_{\ell}, x_{i}, \boldsymbol{\alpha}\right)\right\}_{\ell \in[k]}$ in time $O(k)$, by evaluating $\left\{\tilde{e q}^{*}\left(\mathbf{c}_{\ell}, x_{i}, \boldsymbol{\alpha}\right)\right\}_{\ell \in[k]}$ first and computing the inner product between $\left(e \tilde{q}^{*}\left(\mathbf{c}_{\ell}, x_{i}, \boldsymbol{\alpha}\right)\right)_{\ell \in[k]}$ and $\left(f\left(\mathbf{c}_{\ell}, x_{i}, \boldsymbol{\alpha}\right)\right)_{\ell \in[k]}$.

Applications to Commit-and-Prove SNARKs. Our batching scheme is helpful for building Commit-and-Prove SNARKs (CP-SNARKs) from multilinear commitments. In the setting of CPSNARKs, given two commitments $C_{f}, C_{g}$ that commit to vectors $\mathbf{f} \in \mathbb{F}^{n}, \mathbf{g} \in \mathbb{F}^{m}(m \leq n)$, and given two sets $I_{f} \subseteq[n], I_{g} \subseteq[m]$, one needs to prove that the values of $\mathbf{f}\left(I_{f}\right)$ is consistent with $\mathbf{g}\left(I_{g}\right)$. This problem can be solved using a variant of our special batching scheme with complexity $O(n)$.

For simplicity suppose that $n=m,{ }^{8}$ and we assume w.l.o.g that $n=2^{\mu}$. The idea is to view $\mathbf{f}, \mathbf{g}$ as the evaluations of polynomials $f, g \in \mathcal{F}_{\mu}^{(\leq 1)}$ on the boolean hypercube $B_{\mu}$. Then the commitments $C_{f}, C_{g}$ can be instantiated with multilinear commitments to polynomials $f, g$ respectively. The relation that $\mathbf{f}\left(I_{f}\right)=\mathbf{g}\left(I_{g}\right)$ is a slightly more general version of the batching relation: let $k=\left|I_{f}\right|=\left|I_{g}\right|$, it is equivalent to prove that $f\left(\mathbf{z}_{i}\right)=g\left(\mathbf{u}_{i}\right)$ for all $i \in[k]$, where $\mathbf{z}_{i}, \mathbf{u}_{i} \in B_{\mu}$ map to the $i$-th index of set $I_{f}, I_{g}$ respectively.

Similar to equation (3.11), we can define a sumcheck relation

$$
\begin{aligned}
& \sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot\left[\left(\sum_{\boldsymbol{b} \in B_{\mu}} f(\boldsymbol{b}) \cdot e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\right)-\left(\sum_{\boldsymbol{b} \in B_{\mu}} g(\boldsymbol{b}) \cdot e q\left(\boldsymbol{b}, \mathbf{u}_{i}\right)\right)\right] \\
= & \sum_{\boldsymbol{b} \in B_{\mu}} f(\boldsymbol{b})\left(\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot e q\left(\boldsymbol{b}, \mathbf{z}_{i}\right)\right)-\sum_{\boldsymbol{b} \in B_{\mu}} g(\boldsymbol{b})\left(\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot e q\left(\boldsymbol{b}, \mathbf{u}_{i}\right)\right)=0,
\end{aligned}
$$

[^14]which is essentially a sumcheck for the degree-2 polynomial $h:=f \cdot e \tilde{q}_{f}-g \cdot e \tilde{q}_{g}$ on set $B_{\mu}$, where
$$
e \tilde{q}_{f}(\mathbf{X}):=\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot e q\left(\mathbf{X}, \mathbf{z}_{i}\right), \quad e \tilde{q}_{g}(\mathbf{X}):=\sum_{i \in[k]} e q(\mathbf{t},\langle i\rangle) \cdot e q\left(\mathbf{X}, \mathbf{u}_{i}\right) .
$$

We can use the same sumcheck algorithm underlying the special batching scheme. The complexity is $O\left(2^{\mu}\right)$. The CP-SNARK proving is then reduced to two PCS openings, one for commitment $C_{f}$ and one for $C_{g}$.

### 3.4 HyperPlonk: Scalable SNARKs for scaling Blockchains

Equipped with the building blocks in Section 3.3, we now describe the Polynomial IOP for HyperPlonk. In Section 3.4.1, we introduce $\mathcal{R}_{\text {PLONK }}$ - an indexed relation on the boolean hypercube that generalizes the vanilla Plonk constraint system [GWC19]. We present a Polynomial IOP protocol for $\mathcal{R}_{\text {PLONK }}$ and analyze its security and efficiency in Section 3.4.2.

### 3.4.1 Constraint systems

Notation. For any $m \in \mathbb{Z}$ and $i \in\left[0,2^{m}\right)$, we use $\langle i\rangle_{m}=\mathbf{v} \in B_{m}$ to denote the $m$-bit binary representation of $i$, that is, $i=\sum_{j=1}^{m} \mathbf{v}_{j} \cdot 2^{j-1}$.

Definition 3.13 (HyperPlonk indexed relation). Fix public parameters $\mathrm{gp}:=\left(\mathbb{F}, \ell, n, \ell_{w}, \ell_{q}, f\right)$ where $\mathbb{F}$ is the field, $\ell=2^{\nu}$ is the public input length, $n=2^{\mu}$ is the number of constraints, $\ell_{w}=$ $2^{\nu_{w}}, \ell_{q}=2^{\nu_{q}}$ are the number of witnesses and selectors per constraint ${ }^{9}$, and $f: \mathbb{F}^{\ell_{q}+\ell_{w}} \rightarrow \mathbb{F}$ is an algebraic map with degree $d$. The indexed relation $\mathcal{R}_{\text {PLONK }}$ is the set of all tuples

$$
(\dot{i} ; \mathbb{x} ; \mathbb{w})=((q, \sigma) ;(p,[[w]]) ; w),
$$

where $\sigma: B_{\mu+\nu_{w}} \rightarrow B_{\mu+\nu_{w}}$ is a permutation, $q \in \mathcal{F}_{\mu+\nu_{q}}^{(\leq 1)}, p \in \mathcal{F}_{\mu+\nu}^{(\leq 1)}, w \in \mathcal{F}_{\mu+\nu_{w}}^{(\leq 1)}$, such that

- the wiring identity is satisfied, that is, $(\sigma ;([[w]],[[w]]) ; w) \in \mathcal{R}_{\text {PERM }}$ (Definition 3.10);
- the gate identity is satisfied, that, is, $(([[\tilde{f}]]) ; \tilde{f}) \in \mathcal{R}_{Z E R O}$ (Definition 3.7), where the virtual polynomial $\tilde{f} \in \mathcal{F}_{\mu}^{(\leq d)}$ is defined as $\quad \tilde{f}(\mathbf{X}):=f\left(q\left(\langle 0\rangle_{\nu_{q}}, \mathbf{X}\right), \ldots, q\left(\left\langle\ell_{q}-1\right\rangle_{\nu_{q}}, \mathbf{X}\right), w\left(\langle 0\rangle_{\nu_{w}}, \mathbf{X}\right), \ldots, w\left(\left\langle\ell_{w}-\right.\right.\right.$
- the public input is consistent with the witness, that is, the public input polynomial $p \in \mathcal{F}_{\nu}^{(\leq 1)}$ is identical to $w\left(0^{\mu+\nu_{w}-\nu}, \mathbf{X}\right) \in \mathcal{F}_{\nu}^{(\leq 1)}$.
$\mathcal{R}_{\text {PLONK }}$ is general enough to capture many computational models. In the introduction, we reviewed how $\mathcal{R}_{\text {PLONK }}$ captures simple arithmetic circuits. $\mathcal{R}_{\text {PLONK }}$ can be used to capture higher degree circuits with higher arity and more complex gates, including state machine computations.

[^15]State machines. $\mathcal{R}_{\text {PLONK }}$ can model state machine computations, as shown by Gabizon and Williamson [GW20b]. A state machine execution with $n-1$ steps starts with an initial state state $_{0} \in \mathbb{F}^{k}$ where $k$ is the width of the state vector. In each step $i \in[0, n-1)$, given input the previous state state $_{i}$ and an online input $\operatorname{inp}_{i} \in \mathbb{F}$, the state machine executes a transition function $f$ and outputs state ${ }_{i+1} \in \mathbb{F}^{w}$. Let $\mathcal{T}:=\left(\right.$ state $_{0}, \ldots$, state $\left._{n-1}\right)$ be the execution trace and define $\operatorname{inp}_{n-1}:=\perp$, we say that $\mathcal{T}$ is valid for input $\left(\operatorname{inp}_{0}, \ldots, \operatorname{inp}_{n-1}\right)$ if and only if (i) state ${ }_{n-1}[0]=0^{k}$, and (ii) state $_{i+1}=f\left(\right.$ state $_{i}$, inp $\left._{i}\right)$ for all $i \in[0, n-1)$.

We build a HyperPlonk indexed relation that captures the state machine computation. W.l.o.g we assume that $n=2^{\mu}$ for some $\mu \in \mathbb{N}^{10}$ Let $\nu_{w}$ be the minimal integer such that $2^{\nu_{w}}>2 k$. We also assume that there is a low-depth algebraic predicate $f_{*}$ that captures the transition function $f$, that is, $f_{*}\left(\right.$ state $^{\prime}$, state, inp $)=0$ if and only if state ${ }^{\prime}=f($ state, inp $)$. For each $i \in[0, n)$ :

- the online input at the $i$-th step is $\operatorname{inp}_{i}:=w\left(\langle 0\rangle_{\nu_{w}},\langle i\rangle_{\mu}\right)$;
- the input state of step $i$ is state $_{\mathrm{in}, i}:=\left[w\left(\langle 1\rangle_{\nu_{w}},\langle i\rangle_{\mu}\right), \ldots, w\left(\langle k\rangle_{\nu_{w}},\langle i\rangle_{\mu}\right)\right]$;
- the output state of step $i$ is state $_{\text {out }, i}:=\left[w\left(\langle k+1\rangle_{\nu_{w}},\langle i\rangle_{\mu}\right), \ldots, w\left(\langle 2 k\rangle_{\nu_{w}},\langle i\rangle_{\mu}\right)\right]$;
- the selector for step $i$ is $\mathbf{q}_{i}:=q\left(\langle i\rangle_{\mu}\right)$;
- the transition and output correctness are jointly captured by a high-degree algebraic map $f^{\prime}$,

$$
f^{\prime}\left(\text { inp }_{i}, \text { state }_{\mathrm{in}, i}, \text { state }_{\text {out }, i} ; \mathbf{q}_{i}\right):=\left(1-\mathbf{q}_{i}\right) \cdot f_{*}\left(\text { state }_{\text {out }, i}, \text { state }_{\mathrm{in}, i}, \text { inp }_{i}\right)+\mathbf{q}_{i} \cdot \text { state }_{\mathrm{in}, i}[0] .
$$

For all $i \in[0, n-1)$, we set $\mathbf{q}_{i}=0$ so that state ${ }_{i+1}=f_{i}\left(\right.$ state $_{i}$, inp $\left._{i}\right)$ if and only if

$$
f^{\prime}\left(\text { inp }_{i}, \text { state }_{\text {in }, i}, \text { state }_{\text {out }, i} ; \mathbf{q}_{i}\right)=f_{*}\left(\text { state }_{\text {out }, i}, \text { state }_{\text {in }, i}, \text { inp }_{i}\right)=0 ;
$$

we set $\mathbf{q}_{n-1}=1$ so that state ${ }_{i n, n-1}[0]=0$ if and only if

$$
f^{\prime}\left(\operatorname{inp}_{n-1}, \text { state }_{\mathrm{in}, n-1}, \text { state }_{\mathrm{out}, n-1} ; \mathbf{q}_{n-1}\right)=\text { state }_{\mathrm{in}, n-1}[0]=0
$$

Note that we also need to enforce equality between the $i$-th input state and the $(i-1)$-th output state for all $i \in[n-1]$. We achieve it by fixing a permutation $\sigma$ and constraining that the witness assignment is invariant after applying the permutation.

Remark 3.4.1. We can halve the size of the witness and remove the permutation check by using the polynomial shifting technique in Section 3.3.7. Specifically, we can remove output state columns state $_{\text {out, } i}$ and replace it with state $_{i n, i+1}$ for every $i \in[0, n)$.

[^16]
### 3.4.2 The PolyIOP protocol

In this Section, we present a multivariate PIOP for $\mathcal{R}_{\text {PLONK }}$ that removes expensive FFTs.

Construction. Intuitively, the PIOP for $\mathcal{R}_{\text {PLONK }}$ builds on a zero-check PIOP (Section 3.3.2) for custom algebraic gates and a permutation-check PIOP (Section 3.3.5) for copy constraints; consistency between the public input and the online witness is achieved via a random evaluation check between the public input polynomial and the witness polynomial.

Let $\mathrm{gp}:=\left(\mathbb{F}, \ell, n, \ell_{w}, \ell_{q}, f\right)$ be the public parameters and let $d:=\operatorname{deg}(f)$. For a tuple $(\dot{i} ; \mathbb{x} ; \mathbb{w})=$ $((q, \sigma) ;(p,[[w]]) ; w)$, we describe the protocol in Figure 3.2.

Indexer. $\mathcal{I}(q, \sigma)$ calls the permutation PIOP indexer $\left(\left[\left[s_{\mathrm{id}}\right]\right],\left[\left[s_{\sigma}\right]\right]\right) \leftarrow \mathcal{I}_{\text {perm }}(\sigma)$. The oracle output is $\left([[q]],\left[\left[s_{\mathrm{id}}\right]\right],\left[\left[s_{\sigma}\right]\right]\right)$, where $q \in \mathcal{F}_{\mu+\nu_{q}}^{(\leq 1)}, s_{\mathrm{id}}, s_{\sigma} \in \mathcal{F}_{\mu+\nu_{w}}^{(\leq 1)}$.

The protocol. $\mathrm{P}(\mathrm{gp}, \dot{\mathrm{i}}, p, w)$ and $\mathrm{V}\left(\mathrm{gp}, p,[[q]],\left[\left[s_{\mathrm{id}}\right]\right],\left[\left[s_{\sigma}\right]\right]\right)$ run the following protocol.

1. P sends V the witness oracle $[[w]]$ where $w \in \mathcal{F}_{\mu+\nu_{w}}^{(\leq 1)}$.
2. P and V run a PIOP for the gate identity, which is a zero-check PIOP (Section 3.3.2) for $([[\tilde{f}]] ; \tilde{f}) \in \mathcal{R}_{\text {ZERO }}$ where $\tilde{f} \in \mathcal{F}_{\mu}^{(\leq d)}$ is as defined in Equation 3.13.
3. P and V run a PIOP for the wiring identity, which is a permutation PIOP (Section 3.3.5) for $(\sigma ;([[w]],[[w]]) ;(w, w)) \in \mathcal{R}_{\text {PERM }}$.
4. $V$ checks the consistency between witness and public input. It samples $\mathbf{r} \leftarrow \$ \mathbb{F}^{\nu}$, queries $[[w]]$ on input $\left(\langle 0\rangle_{\mu+\nu_{w}-\nu}, \mathbf{r}\right)$, and checks $p(\mathbf{r}) \stackrel{?}{=} w\left(\langle 0\rangle_{\mu+\nu_{w}-\nu}, \mathbf{r}\right)$.

Figure 3.2: PIOP for $\mathcal{R}_{\text {PLONK }}$.

Theorem 3.10. Let $\mathrm{gp}:=\left(\mathbb{F}, \ell, n, \ell_{w}, \ell_{q}, f\right)$ be the public parameters where $\ell_{w}, \ell_{q}=O(1)$ are some constants. Let $d:=\operatorname{deg}(f)$. The construction in Figure 3.2 is a multivariate PolyIOP for relation $\mathcal{R}_{\text {PLONK }}$ (Definition 3.13) with soundness error $\mathcal{O}\left(\frac{2^{\mu}+d \mu}{|\mathbb{F}|}\right)$ and the following complexity:

- the prover time is $\mathrm{tp}_{p l o n k}^{\mathrm{gp}}=\mathcal{O}\left(n d \log ^{2} d\right)$;
- the verifier time is $\mathrm{tv}_{\text {plonk }}^{\mathrm{gp}}=\mathcal{O}(\mu+\ell)$;
- the query complexity is $\mathrm{q}_{\text {plonk }}^{\mathrm{gp}}=2 \mu+4+\log \ell_{w}$, that $i s, 2 \mu+\log \ell_{w}$ univariate oracle queries, 3 multilinear oracle queries, and 1 query to the virtual polynomial $\tilde{f}$.
- the round complexity and the number of proof oracles is $\mathrm{rc}_{\text {plonk }}^{\mathrm{gp}}=2 \mu+1+\nu_{w}$;
- the number of field elements sent by the prover is $\mathrm{nf}_{\text {plonk }}^{\mathrm{gp}}=2 \mu$;
- the size of the proof oracles is $\mathrm{pl}_{\text {plonk }}^{\mathrm{gp}}=\mathcal{O}(n)$; the size of the witness is $n \ell_{w}$.

Remark 3.4.2. Two separate sumcheck PIOPs are underlying the HyperPlonk PIOP. We can batch the two sumchecks into one by random linear combination. The optimized protocol has round complexity $\mu+1+\log \ell_{w}$, and the number of field elements sent by the prover is $\mu$. The query complexity $\mu+3+\log \ell_{w}$, that is, $\mu+\log \ell_{w}$ univariate queries, 2 multilinear queries, and 1 queries to the virtual polynomial $\tilde{f}$.

Remark 3.4.3. The prover's memory consumption is linear to the number of constraints. For spacebounded provers, we can split the proving work to multiple parallel parties or apply the techniques from [Boo+22b] to obtain a space-efficient prover with quasilinear proving time. We leave concrete specifications of space-efficient HyperPlonk provers as future work.

Lemma 3.6. The PIOP in Figure 3.2 is perfectly complete.
Proof. For any $((q, \sigma) ;(p,[[w]]) ; w) \in \mathcal{R}_{\text {PLONK }}$, by Definition 3.13, it holds that

- $([[\tilde{f}]] ; \tilde{f}) \in \mathcal{R}_{\text {ZERO }}$, thus V passes the check in Step 2 as the ZeroCheck PIOP is complete;
- $(\sigma ;([[w]],[[w]]) ; w) \in \mathcal{R}_{\text {PERM }}$, thus $\vee$ passes the check in Step 3 as the permutation PIOP is complete;
- the public input polynomial $p \in \mathcal{F}_{\nu}^{(\leq 1)}$ is identical to $w\left(0^{\mu+\nu_{w}-\nu}, \mathbf{X}\right) \in \mathcal{F}_{\nu}^{(\leq 1)}$, thus their evaluations are always the same, and V passes the check in Step 4.

In summary, the lemma holds as desired.
Lemma 3.7. Let $\mathrm{gp}:=\left(\mathbb{F}, \ell=2^{\nu}, n=2^{\mu}, \ell_{w}=2^{\nu_{w}}, \ell_{q}, f\right)$ be the public parameters and let $d:=\operatorname{deg}(f)$ The PIOP in Figure 3.2 has soundness error

$$
\delta_{\text {plonk }}^{\mathrm{gp}}:=\max \left\{\delta_{z e r o}^{d, \mu}, \delta_{\text {perm }}^{1, \mu+\nu_{w}}, \frac{\nu}{|\mathbb{F}|}\right\}
$$

Proof. For any $((q, \sigma) ;(p,[[w]])) \notin \mathcal{L}\left(\mathcal{R}_{\text {PLONK }}\right)$, that is, $((q, \sigma) ;(p,[[w]]) ; w) \notin \mathcal{R}_{\text {PLONK }}$, at least one of the following conditions holds:

- $([[\tilde{f}]] ; \tilde{f}) \notin \mathcal{R}_{\mathrm{ZERO}} ;$
- $(\sigma ;([[w]],[[w]]) ; w) \notin \mathcal{R}_{\text {PERM }} ;$
- $p(\mathbf{X}) \neq w\left(0^{\mu+\nu_{w}-\nu}, \mathbf{X}\right)$;

In the first condition, the probability that V passes the ZeroCheck in Step 2 is at most $\delta_{\text {zero }}^{d, \mu}$; in the second condition, the probability that V passes the permutation check in Step 3 is at most $\delta_{\text {perm }}^{1, \mu+\nu_{w}}$; in the last condition, by Lemma 3.2, V passes the evaluation check in Step 4 with probability at most $\nu /|\mathbb{F}|$. In summary, for any $((q, \sigma) ;(p,[[w]]) ; w) \notin \mathcal{R}_{\text {PLONK }}$, the probability that $V$ accepts is at most $\max \left\{\delta_{\text {zero }}^{d, \mu}, \delta_{\text {perm }}^{1, \mu+\nu_{w}}, \nu /|\mathbb{F}|\right\}$ as claimed.

Zero knowledge. We refer to Section 3.8 for the zero-knowledge version of the HyperPlonk PIOP.

### 3.5 HyperPlonk+: HyperPlonk with Lookup Gates

This section illustrates how to integrate lookup gates into the HyperPlonk constraint system. Then we present and analyze a Polynomial IOP protocol for the extended relation.

### 3.5.1 Constraint systems

The HyperPlonk+ indexed relation $\mathcal{R}_{\text {PLONK }}$ is built on $\mathcal{R}_{\text {PLONK }}$ (Definition 3.13). The difference is that $\mathcal{R}_{\text {PLONK+ }}$ further enables a set of non-algebraic constraints enforcing that some function over the witness values belongs to a preprocessed table. We illustrate via a simple example. Suppose we capture a fan-in-2 circuit with $n$ addition/multiplication gates using relation $\mathcal{R}_{\text {PLONK }}$. We need to further constrain that for a subset of gates, the sum of two input wires should be in the range $[0, \ldots, B)$. What we can do is to set up a preprocessed table table $=\{0,1, \ldots, B\}$ and a selector $q_{1 \mathrm{k}} \in \mathbb{F}^{n}$ so that for every $i \in[n], q_{1 \mathrm{k}}(i)=1$ if the $i$-th gate has a range-check, and $q_{1 \mathrm{k}}(i)=0$ otherwise. Then we prove a lookup relation that for all $i \in[n]$, the value $q_{\mathrm{lk}}(i) \cdot\left(w_{1}(i)+w_{2}(i)\right)$ is in table, where $w_{1}(i), w_{2}(i)$ are the first and the second input wire of gate $i$.

We generalize the idea above and enable enforcing arbitrary algebraic functions (over the selectors and witnesses) to be in the table. Namely, the index further setups an algebraic functions $f_{\mathrm{lk}}$. Each constraint is of the form

$$
f_{\mathrm{lk}}\left(q_{\mathrm{lk}}(\langle 0\rangle,\langle i\rangle), \ldots, q_{\mathrm{lk}}\left(\left\langle\ell_{\mathrm{lk}}-1\right\rangle,\langle i\rangle\right), w(\langle 0\rangle,\langle i\rangle), \ldots, w\left(\left\langle\ell_{w}-1\right\rangle,\langle i\rangle\right)\right) \in \text { table }
$$

where $\ell_{1 \mathrm{k}}$ is the number of selectors, $\ell_{w}$ is the number of witness wires and $\langle i\rangle$ is the binary representation of $i$. Note that the constraint in the previous paragraph is a special case where $f_{\mathrm{lk}}=q_{\mathrm{lk}}(i) \cdot\left(w_{1}(i)+w_{2}(i)\right)$. We formally define the relation below.

Definition 3.14 (HyperPlonk+ indexed relation). Let $\mathrm{gp}_{1}:=\left(\mathbb{F}, \ell, n, \ell_{w}, \ell_{q}, f\right)$ be the public parameters for relation $\mathcal{R}_{\text {PLONK }}$ (Definition 3.13). Let $\mathrm{gp}_{2}:=\left(\ell_{l k}, f_{l k}\right)$ be the additional public parameters where $\ell_{l k}=2^{\nu_{l k}}$ is the number of lookup selectors and $f_{l k}: \mathbb{F}^{\ell_{l k}+\ell_{w}} \rightarrow \mathbb{F}$ is an algebraic map. The indexed relation $\mathcal{R}_{\text {PLONK }}$ is the set of all triples

$$
(\dot{i} ; \mathbb{x} ; \mathbb{w})=\left(\left(\dot{\mathfrak{i}}_{1}, \dot{\mathbb{i}}_{2}\right) ;(p,[[w]]) ; w\right)
$$

where $\dot{\mathrm{i}}_{2}:=\left(\right.$ table $\left.\in \mathbb{F}^{n-1}, q_{l k} \in \mathcal{F}_{\mu+\nu_{l k}}^{(\leq 1)}\right)$ such that

- $\left(\mathrm{i}_{1} ; \mathbb{x} ; \mathbb{w}\right) \in \mathcal{R}_{\text {PLONK }} ;$
- there exists addr : $B_{\mu} \rightarrow\left[1,2^{\mu}\right)$ such that $($ table; $[[g]] ;(g$, addr $)) \in \mathcal{R}_{\text {LOOKUP }}$ (Definition 3.11),
where $g \in \mathcal{F}_{\mu}^{\left(\leq \operatorname{deg}\left(f_{k k}\right)\right)}$ is defined as

$$
\begin{equation*}
g(\mathbf{X}):=f_{l k}\left(q_{l k}\left(\langle 0\rangle_{\nu_{k}}, \mathbf{X}\right), \ldots, q_{l k}\left(\left\langle\ell_{l k}-1\right\rangle_{\nu_{k k}}, \mathbf{X}\right), w\left(\langle 0\rangle_{\nu_{w}}, \mathbf{X}\right), \ldots, w\left(\left\langle\ell_{w}-1\right\rangle_{\nu_{w}}, \mathbf{X}\right)\right) . \tag{3.14}
\end{equation*}
$$

Remark 3.5.1 (Supporting vector lookups). We can generalize $\mathcal{R}_{\text {PLONK+ }}$ to support vector lookups where each "element" in the table is a vector rather than a single field element. Let $k \in \mathbb{N}$ be the length of the vector. The lookup table is table $\in \mathbb{F}^{k \times(n-1)}$; the lookup function $f_{l k}: \mathbb{F}^{\nu_{l k}+2^{\nu w}} \rightarrow \mathbb{F}^{k}$ is an algebraic map that outputs $k$ field elements.

Remark 3.5.2 (Supporting multiple tables). We can generalize $\mathcal{R}_{\text {PLONK+ }}$ to support multiple lookup tables. In particular, the index $\dot{\mathrm{i}}_{2}$ can specify $k>1$ lookup tables table ${ }_{1}, \ldots$, table $_{k}$ and $k$ lookup functions $f_{l k}^{(1)}, \ldots, f_{l k}^{(k)}$; and we require that all of the $k$ lookup relations hold.

### 3.5.2 The PolyIOP protocol

Construction. The PIOP for $\mathcal{R}_{\text {Plonk+ }}$ is a combination of the PIOP for $\mathcal{R}_{\text {PLONK }}$ and the PIOP for a lookup relation (Section 3.3.7). Let $\mathrm{gp}:=\left(\mathrm{gp}_{1}, \mathrm{gp}_{2}\right)$ be the public parameters where $\mathrm{gp}_{1}:=\left(\mathbb{F}, \ell, n, \ell_{w}, \ell_{q}, f\right)$ and $\mathrm{gp}_{2}:=\left(\ell_{\mathrm{lk}}, f_{\mathrm{lk}}\right)$. We denote $d_{\mathrm{lk}}:=\operatorname{deg}\left(f_{\mathrm{lk}}\right)$. For a tuple $(\mathrm{i} ; \mathbb{x} ; \mathbb{w})=$ $\left(\left(\dot{\mathrm{i}}_{1}, \dot{\mathrm{i}}_{2}\right) ;(p,[[w]]) ; w\right)$ where $\dot{\mathrm{i}}_{2}:=\left(\operatorname{table} \in \mathbb{F}^{n-1}, q_{\mathrm{lk}} \in \mathcal{F}_{\mu+\nu_{\mathrm{lk}}}^{(\leq 1)}\right)$ we describe the protocol in Figure 3.3.

Indexer. $\mathcal{I}\left(\mathrm{i}_{1}, \mathrm{i}_{2}=\left(\right.\right.$ table, $\left.\left.q_{1 \mathrm{k}}\right)\right)$ calls the HyperPlonk PIOP indexer $\mathrm{vp}_{\text {plonk }} \leftarrow \mathcal{I}_{\text {plonk }}\left(\mathrm{i}_{1}\right)$, and calls the Lookup PIOP indexer $\mathrm{vp}_{t} \leftarrow \mathcal{I}_{1 \mathrm{kup}}($ table $)$. The oracle output is $\mathrm{vp}:=\left(\left[\left[q_{1 k}\right]\right], \mathrm{vp}_{t}, \mathrm{vp}_{\text {plonk }}\right)$.

The protocol. $\mathrm{P}(\mathrm{gp}, \mathrm{i}, p, w)$ and $\mathrm{V}(\mathrm{gp}, p, \mathrm{vp})$ run the following protocol.

1. P sends $\vee$ the witness oracle $[[w]]$ where $w \in \mathcal{F}_{\mu+\nu_{w}}^{(\leq 1)}$.
2. Run a HyperPlonk PIOP (Section 3.4.2) for $\left(\mathrm{i}_{1} ; \mathbb{x} ; \mathbf{w}\right) \in \mathcal{R}_{\text {PLONK }}$.
3. Run a lookup PIOP (Section 3.3.7) for (table; $[[g]]) \in \mathcal{L}\left(\mathcal{R}_{\text {LOOKUP }}\right)$ where $g \in \mathcal{F}_{\mu}^{\left(\leq d_{\text {k }}\right)}$ is as defined in Equation 3.14.

Figure 3.3: PIOP for $\mathcal{R}_{\text {PLONK+ }}$.

Theorem 3.11. Let $\mathrm{gp}:=\left(\mathrm{gp}_{1}, \mathrm{gp}_{2}\right)$ be the public parameters, where $\mathrm{gp}_{1}:=\left(\mathbb{F}, \ell, n, \ell_{w}, \ell_{q}, f\right)$ and $\ell_{w}, \ell_{q}=O(1)$ are some constants; $\mathrm{gp}_{2}:=\left(\ell_{l k}, f_{l k}\right)$ and $\ell_{l k}=O(1)$ is some constant. Let $d^{\prime}:=\max \left(\operatorname{deg}(f), \operatorname{deg}\left(f_{l k}\right)\right)$ and let $g$ be the polynomial defined in Equation 3.14. The construction in Figure 3.3 is a multivariate PolyIOP for relation $\mathcal{R}_{\text {PLONK+ }}$ with soundness error $\mathcal{O}\left(\frac{2^{\mu}+d^{\prime} \mu}{|\mathbb{F}|}\right)$ and the following complexity:

- The prover time is $\mathrm{tp}_{\text {plonk }+}^{\mathrm{gp}}=\operatorname{tp}_{p l o n k}^{\mathrm{gp}}+\operatorname{tp}_{\text {lkup }}^{g}=\mathcal{O}\left(n d^{\prime} \log ^{2} d^{\prime}\right) \mathbb{F}$-ops.
- The verifier time is $\mathrm{tv}_{\text {plonk+ }}^{\mathrm{gp}}:=\mathrm{tv}_{\text {plonk }}^{\mathrm{gp}_{1}}+\operatorname{tv}_{\text {lkup }}^{g}=\mathcal{O}(\mu+\ell) \mathbb{F}$-ops.
- The query complexity is $\mathrm{q}_{\text {plonk+ }}^{\mathrm{gp}}=\mathrm{q}_{\text {plonk }}^{\mathrm{gp}_{1}}+\mathrm{q}_{\text {lkup }}^{g}=3 \mu+7+\log \ell_{w}$, that is, $3 \mu+\log \ell_{w}$ univariate oracle queries, 5 multilinear oracle queries, 1 query to the virtual polynomial $\tilde{f}$, and 1 query to the virtual polynomial $g$ defined in Equation 3.14.
- The round complexity and the number of proof oracles is $\mathrm{rc}_{\text {plonk+ }}^{\mathrm{gp}}=\mathrm{rc}_{\text {plonk }}^{\mathrm{gp}_{1}}+\mathrm{rc}_{\text {lkup }}^{g}=3 \mu+3+$ $\log \ell_{w}$.
- The number of field elements sent by P is $3 \mu$.
- The size of the proof oracles is $\mathcal{O}(n)$; the size of the witness is $n \ell_{w}$.

Remark 3.5.3. Similar to Remark 3.4.2, there are 3 separate sumcheck PIOPs underlying the HyperPlonk+ PIOP. By random linear combination, we can batch the 3 sumchecks into a single one. The optimized protocol has query complexity $\mu+7+\log \ell_{w}$, round complexity $\mu+3+\log \ell_{w}$, and the number of field elements sent by the prover is $\mu$.

Remark 3.5.4. We emphasize that the PolyIOP for $\mathcal{R}_{\text {PLONK+ }}$ naturally works for the more general versions of $\mathcal{R}_{P L O N K+}$ that involve vector lookups (Remark 3.5.1) or multiple tables (Remark 3.5.2). Because we can transform the problem of building PIOPs for the more general relations to the problem of building PIOPs for $\mathcal{R}_{\text {PLONK }}$ by applying the randomization and domain separation techniques in Section 4 of [GW20a].

Lemma 3.8. The PIOP in Figure 3.3 is perfectly complete.
Proof. For any $\left(\left(\dot{\mathrm{i}}_{1}\right.\right.$, table, $\left.\left.q_{1 \mathrm{k}}\right) ;(p,[[w]]) ; w\right) \in \mathcal{R}_{\text {PLONK }+}$, by Definition 3.14, it holds that

- $\left(\dot{\mathrm{i}}_{1} ; \mathbb{x} ; \mathbb{w}\right) \in \mathcal{R}_{\text {PLONK }}$, thus V passes the check in Step 2 as the HyperPlonk PIOP is complete;
- $($ table $;[[g]]) \in \mathcal{L}\left(\mathcal{R}_{\text {LOOKUP }}\right)$, thus V passes the check in Step 3 as the lookup PIOP is complete.

In summary, the lemma holds as desired.
Lemma 3.9. Let $\mathrm{gp}:=\left(\mathrm{gp}_{1}, \mathrm{gp}_{2}\right)$ be the public parameters. Let $n=2^{\mu} \in \mathrm{gp}_{1}$ denote the number of constraints. Let $f_{l k} \in \mathrm{gp}_{2}$ be the lookup gate map and set $d_{l k}:=\operatorname{deg}\left(f_{l k}\right)$. The PIOP in Figure 3.3 has soundness error

$$
\delta_{p l o n k+}^{\mathrm{gp}}:=\max \left\{\delta_{p l o n k}^{\mathrm{gp}_{1}}, \delta_{l k u p}^{d_{l k}, \mu}\right\}
$$

Proof. For any $\left(\left(\dot{\mathrm{i}}_{1}\right.\right.$, table, $\left.\left.q_{1 \mathrm{k}}\right) ;(p,[[w]])\right) \notin \mathcal{L}\left(\mathcal{R}_{\text {PLONK }+}\right)$, that is, $\left(\left(\dot{\mathrm{i}}_{1}\right.\right.$, table, $\left.\left.q_{\mathrm{lk}}\right) ;(p,[[w]]) ; w\right) \notin$ $\mathcal{R}_{\text {PLONK }}$, at least one of the following conditions holds:

- $\left(\dot{\mathrm{i}}_{1} ; \mathbb{x} ; \mathbb{w}\right) \notin \mathcal{R}_{\text {PLONK }} ;$
- (table; $[[g]]) \notin \mathcal{L}\left(\mathcal{R}_{\text {LOOKUP }}\right)$, where $g \in \mathcal{F}_{\mu}^{\left(\leq d_{\mathrm{lk}}\right)}$ is as defined in Equation 3.14.

For the first case, the probability that V accepts in the HyperPlonk PIOP is at most $\delta_{\text {plonk }}^{\mathrm{gp}_{1}}$; for the second case, the probability that V passes the lookup check is at most $\delta_{\mathrm{lkup}}^{d_{\mathrm{lk}}, \mu}$. Thus for every instance not in $\mathcal{L}\left(\mathcal{R}_{\text {PLONK }+}\right)$, the probability that V accepts is at most $\max \left(\delta_{\text {plonk }}^{\mathrm{gp}}, \delta_{\text {lkup }}^{d_{\text {lk }}, \mu}\right)$.

Zero knowledge. We refer to Section 3.8 for the zero-knowledge version of the HyperPlonk+ PIOP.

### 3.6 Instantiation and evaluation

### 3.6.1 Implementation

We implement HyperPlonk as a library using about 5600 lines of RUST. Figure 3.4 highlights the building blocks contributing to our HyperPlonk code base. Our backend is built on top of the Arkworks [con22]. Specifically, we adopted the finite field, elliptic curve, and polynomial libraries from this project. We then build our PIOP libraries, including our core zero and permutation checks, and use merlin transcript [Val22] to turn it into a non-interactive protocol. We also implement a multilinear KZG commitment scheme variant that is compatible with our batch-evaluation PIOP.

Our implementation is highly modular: one may switch between different elliptic curves, other multilinear polynomial commitment schemes and various circuit frontends within our framework.

The current version of our code base has a few limitations, which do not affect the benchmarks reported in this section. Firstly, it is built for benchmarking purposes with mock circuits, but we aim to support Halo2 and Jellyfish arithmetization as frontends. Secondly, we are not yet supporting lookup tables and thus HyperPlonk+.


Figure 3.4: Stack of libraries comprising HyperPlonk. The components in grey we implemented ourselves. The arithmetization frontends have not yet been linked to the implementation.

### 3.6.2 Evaluation

We benchmark HyperPlonk on an AWS EC2 instance running Ubuntu 20.04. The server has 64 cores (AMD EPYC 7R13 at 2.65 GHz ) and 128 GB of RAM. The hyperplonk benchmarks were run using a rust implementation available online ${ }^{11}$. We utilize a multi-linear KZG commitment built using

[^17]curve BLS12-381. If not otherwise indicated, we use the same custom gate as the Jellyfish library. The gate has 5 inputs, 13 selectors, and degree 5 .

Proof size and verification time. Our implementation is modeled after the unrolled and optimized Hyperplonk scheme described in Section 3.10. The proof size is $176 \mu+1168$ bytes. One caveat is that we do not yet commit to the univariate polynomials in each round of the sum check. This slightly increases the proof size. The verification time for $\mu=20$ is less than 20 ms on a consumer-grade laptop.

Cost breakdown. We present a cost breakdown of HyperPlonk's prover cost. The breakdown is measured on a consumer-grade laptop ${ }^{12}$. As we see in Figure 3.5a, the majority of the computation is spent on committing and (batch) opening the commitment; the actual time spent on the informationtheoretic PIOPs (Perm Check and Circuit Check) is about 30\%. The batch opening does not yet take advantage of the fact that many evaluation points and polynomials are identical. This could reduce the complexity of the resulting zero-check.

Figure 3.5 b gives another breakdown. It shows that the majority of the time $(61 \%)$ is spent on multi-linear evaluations. This includes the operations performed within the sumcheck protocol. The rest of the time is spent on elliptic curve multi-exponentiations. Batching zero-checks and improving the batch-opening implementation could further reduce the number of MLE operations. We note that both multi-exponentiations and sumchecks are highly parallelizable and hardware-friendly, thus we expect further performance improvement on special-purpose hardware (e.g. GPUs).

It is also worth noting that HyperPlonk never requires the explicit multiplication of polynomials. This enables high-degree custom gates for HyperPlonk.

(a) In terms of building blocks
(b) In terms of computations

Figure 3.5: Cost breakdown for vanilla $\mathcal{R}_{\text {PLONK }}$ with $2^{20}$ constraints.

[^18]

Figure 3.6

### 3.6.3 MultiThreading performance

A key advantage of HyperPlonk is that it does not rely on FFT algorithms that are less parallelizable. Indeed, in Figure 3.6a we observe an almost linear improvement when num of threads is small. We also observe that with low parallelization, the prover's run time is linear in the number of gates. For example, increase from a single thread to two threads, the prover time is reduced by $45 \%$ on average. In contrast, from 32 to 64 threads, there is almost no additional speedup. We assume that this is implementation dependent.

### 3.6.4 High degree gates

It has been shown in VeriZexe [Xio+22] that custom gates, even at degree 5, allow for significant improvement of circuit size and prover time. For example, one may perform an elliptic curve group addition with just two gates; while a naive version may require $10+$ gates. The better expressibility of high-degree gates enables VeriZexe to improve 9x of prover time over the previous state-of-the-art [Bow+20].

However, in a univariate Plonk system, such as [GW20a; Pea+22], high-degree custom gates increase the size of the required FFTs as well as the number of group operations. This limits their utility as they get larger. In comparison, in HyperPlonk, high-degree only affects the number of field operations. Our benchmark result in Figure 3.6b validates this observation and shows that the prover time from a degree 2 gate to a degree 32 gate only increases by $30 \%$. These more expressive gates can significantly reduce the number of gates in the circuit which more than offsets the added cost.

### 3.6.5 Comparisons

We compare our scheme with both Jellyfish Plonk ${ }^{13}$, and Spartan [Set20] ${ }^{14}$. Jellyfish is a highly optimized implementation of Plonk with lookup arguments. It is the state-of-the-art Plonk provesystem that uses Arkworks as the backend. Spartan is a sumcheck based ZKP system. Spartan's statements are written in Rank-1-Constraint-Systems $\left(\mathcal{R}_{\mathrm{R} 1 C S}\right)$, which is simpler but less expressive.

Hyperplonk, Plonk, and Spartan are polynomial IOPs that can be combined with various polynomial commitments. The commitment has a large impact on the performance of the proof system. For sake of comparison, we ensure that all 3 systems use the same elliptic curve and the same implementation. Concretely we use the Arkworks BLS12-381 implementation. Hyperplonk uses the multi-linear KZG commitment, Jellyfish the univariate KZG commitment, and Spartan uses an inner product argument $[\mathrm{Boo}+16$; Bün +18 ; Wah +18$]$-based polynomial commitment. We refer to the Spartan fork as Ark-Spartan to highlight the use of the Arkworks BLS12-381 backend.

Comparison by application. We have presented data points for a few typical applications in Table 3.4. The proof systems are evaluated using mock circuits. The circuit sizes for both the $\mathcal{R}_{\text {PLONK+ }}$ (using the Jellyfish custom gate) and for the $\mathcal{R}_{\text {R1CS }}$ arithmetization are taken from references and demonstrate the advantages of (Hyper)Plonk. For example, a proof of knowledge of exponent for a 256 -bits elliptic curve group element requires $3315 \mathcal{R}_{\text {R1CS }}$ constraints [MSZ21], while it reduces to 783 for $\mathcal{R}_{\text {PLONK }}[\mathrm{Xio}+22]$. Note that our HyperPlonk implementation does not yet support lookups, but we estimate that the slowdown will only be minor and offset by further optimizations.

| Application | $\mathcal{R}_{\text {R1CS }}$ | Ark-Spartan | $\mathcal{R}_{\text {PLONK+ }}$ | Jellyfish | HyperPlonk |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3-to-1 Rescue Hash | $288[$ Aly+20] | 422 ms | $144[$ Sys22 $]$ | 40 ms | 88 ms |
| PoK of Exponent | $3315[$ MSZ21 $]$ | 902 ms | $783[$ MSZ21 $]$ | 64 ms | 105 ms |
| ZCash circuit | $2^{17}[$ Hop+22] | 8.3 s | $2^{15}[$ Esp22 $]$ | 0.8 s | 0.6 s |
| Zexe's recursive circuit | $2^{22}[$ Xio+22] | 6 min | $2^{17}[$ Xio+22] | 13.1 s | 5.1 s |
| Rollup of 50 private tx | $2^{25}$ | $39 \mathrm{~min}^{b}$ | $2^{20}[$ Sys22] | 110 s | 38.2 s |
| zkEVM circuit ${ }^{a}$ | N/A | N/A | $2^{27}$ | 1 hour $^{b, c}$ | $25 \mathrm{~min}^{b, c}$ |

Table 3.4: Prover runtime of Hyperplonk vs. Spartan[Set20] and the Jellyfish Plonk implementation for popular applications. Column 2 shows the number of $\mathcal{R}_{\mathrm{R} 1 C S}$ constraints for each application and column 4 shows the corresponding number of constraints in HyperPlonk+/Ultraplonk. We emphasize that the Zexe and the Rollup applications are using the BW6-761 curve because they need to use two-chain curves. The rest of the applications are using the BLS12-381 curve.
${ }^{a}$ So far, there have been no approaches to express zkEVM as an R1CS circuit. Common approaches rely heavily on lookup tables which require plonk+. ${ }^{b}$ Estimations. ${ }^{c}$ This assumes a linear scaling factor that is in favor of Jellyfish. Note that we observe a super-linear growth for log degree from 20 to 23 in Jellyfish, while a sub-linear growth in HyperPlonk.

[^19]Comparison by circuit size. We also compare HyperPlonk with Jellyfish and Ark-Spartan. We run both the vanilla-gate version of HyperPlonk that supports just additions and multiplication gates as well as the degree 5 Jellyfish gate. Note that $n$ Jellyfish gates are significantly more expressive than $n$ vanilla or R1CS gates. We measure both the single-threaded performance in Table 3.5 and the multi-threaded performance in Table 3.6. Our benchmark shows that multi-threaded HyperPlonk outperforms Jellyfish starting from $2^{14}$ constraints; the advantage grows when circuit size increases. This is mainly because FFTs scale worse than multi-exponentiations.

HyperPlonk also has slightly better performance than Spartan. The difference is more pronounced in the multi-threaded benchmark which is likely because the Ark-Spartan implementation does not take full advantage of parallelism. We stress again that plonk+ is more expressive than $\mathcal{R}_{\mathrm{R} 1 C S}$, and thus a fair comparison should be over the same application rather than the same size of constraints. Table 3.4 shows that HyperPlonk is $5 \sim 60 \mathrm{x}$ faster than Spartan in those applications.

|  | $2^{10}$ | $2^{11}$ | $2^{12}$ | $2^{13}$ | $2^{14}$ | $2^{15}$ | $2^{16}$ | $2^{17}$ | $2^{18}$ | $2^{19}$ | $2^{20}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HP (Vanilla Gate) | 0.22 | 0.4 | 0.7 | 1.2 | 2.2 | 4.1 | 7.8 | 14.6 | 28 | 53 | 103 |
| HP (Jellyfish Gate) | 0.33 | 0.6 | 1.1 | 1.9 | 3.6 | 6.8 | 13 | 24.5 | 49.5 | 95 | 185 |
| Jellyfish Plonk | 0.49 | 0.9 | 1.5 | 2.8 | 5.5 | 10.5 | 19.4 | 37.9 | 74 | 143 | 284 |
| Ark-Spartan | 0.95 | 1.6 | 2.5 | 4.4 | 6.4 | 12.1 | 20.8 | 38.7 | 69.2 | 135 | 223 |

Table 3.5: Single-thread prover's performance (in seconds) for varying number of constraints under different schemes.

|  | $2^{10}$ | $2^{11}$ | $2^{12}$ | $2^{13}$ | $2^{14}$ | $2^{15}$ | $2^{16}$ | $2^{17}$ | $2^{18}$ | $2^{19}$ | $2^{20}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HP (Vanilla Gate) | 0.07 | 0.1 | 0.14 | 0.2 | 0.3 | 0.5 | 0.8 | 1.4 | 2.5 | 5.1 | 9.6 |
| HP (Jellyfish Gate) | 0.1 | 0.13 | 0.18 | 0.27 | 0.4 | 0.67 | 1.2 | 2 | 3.7 | 7.3 | 13.5 |
| Jellyfish Plonk | 0.07 | 0.1 | 0.15 | 0.25 | 0.46 | 0.78 | 1.4 | 2.7 | 5.5 | 10.8 | 22 |
| Ark-Spartan | 0.51 | 0.72 | 0.9 | 1.4 | 1.9 | 3.1 | 4.7 | 8.3 | 13.7 | 27 | 44 |

Table 3.6: 64-thread prover's performance (in seconds) for varying number of constraints under different schemes.

### 3.7 Orion+: a linear-time multilinear PCS with constant proof size

Recently, Xie et al. [XZS22a] introduced a highly efficient multilinear polynomial commitment scheme called Orion. The prover time is strictly linear, that is, $O\left(2^{\mu}\right)$ field operations and hashes where $\mu$ is the number of variables. For $\mu=27$, it takes only 115 seconds to commit to a polynomial and compute an evaluation proof using a single thread on a consumer-grade desktop. The verifier time and proof size is $O_{\lambda}\left(\mu^{2}\right)$, which also improves the state-of-the-art [BCG20; Gol+21]. However,
the concrete proof size is still unsatisfactory, e.g., for $\mu=27$, the proof size is 6 MBs . In this section, we describe a variant of Orion PCS that enjoys similar proving complexity but has $O(\mu)$ proof size and verifier time, with good constants. In particular, for security parameter $\lambda=128$ and $\mu=27$, the proof size is less than 10 KB , which is $600 \times$ smaller than Orion for $\mu=27$.

This section is organized as follows. We start by reviewing the linear-time PCS from tensor product arguments [BCG20; Gol+21], which Orion builds upon, then we describe our techniques for shrinking the proof size. Finally, we analyze the security and complexity of the construction.

Linear-time PCS from tensor-product argument [BCG20; Gol+21]. Bootle, Chiesa, and Groth [BCG20] propose an elegant scheme for building PCS with strictly linear-time provers. Golovnev et al. [Gol+21] later further simplify the scheme. Let $f \in \mathcal{F}_{\mu}^{(\leq 1)}$ be a multilinear polynomial where $f_{\boldsymbol{b}} \in \mathbb{F}$ is the coefficient of $\mathbf{X}_{\boldsymbol{b}}:=\mathbf{X}_{1}^{\boldsymbol{b}_{1}} \cdots \mathbf{X}_{\mu}^{\boldsymbol{b}_{\mu}}$ for every $\boldsymbol{b} \in B_{\mu}$. Denote by $n=2^{\mu}$, $k=2^{\nu}<2^{\mu}$ and $m=n / k$, one can view the evaluation of $f$ as a tensor product, that is,

$$
\begin{equation*}
f(\mathbf{X})=\left\langle\mathbf{w}, \mathbf{t}_{0} \otimes \mathbf{t}_{1}\right\rangle \tag{3.15}
\end{equation*}
$$

where $\mathbf{w}=\left(f_{\langle 0\rangle}, \ldots, f_{\langle n-1\rangle}\right), \mathbf{t}_{0}=\left(\mathbf{X}_{\langle 0\rangle}, \mathbf{X}_{\langle 1\rangle}, \ldots, \mathbf{X}_{\langle k-1\rangle}\right)$ and $\mathbf{t}_{1}=\left(\mathbf{X}_{\langle 0\rangle}, \mathbf{X}_{\langle k\rangle}, \ldots, \mathbf{X}_{\langle(m-1) \cdot k\rangle}\right)$. Here $\langle i\rangle$ denotes the $\mu$-bit binary representation of $i$. Let $E: \mathbb{F}^{m} \rightarrow \mathbb{F}^{M}$ be a linear encoding scheme, that is, a linear function whose image is a linear code (Definition 3.1). Golovnev et al. [Gol+21, $\S 4.2]$ construct a PCS scheme as follows:

- Commitment: To commit a multilinear polynomial $f$ with coefficients $\mathbf{w} \in \mathbb{F}^{n}$, the prover $\mathbf{P}$ interprets $\mathbf{w}$ as a $k \times m$ matrix, namely $\mathbf{w} \in \mathbb{F}^{k \times m}$, encodes $\mathbf{w}$ 's rows, and obtains matrix $W \in \mathbb{F}^{k \times M}$ such that $W[i,:]=E(\mathbf{w}[i,:])$ for every $i \in[k]$. Then P computes a Merkle tree commitment for each column of $W$ and builds another Merkle tree $T$ on top of the column commitments. The polynomial commitment $C_{f}$ is the Merkle root of $T$.
- Evaluation proof: To prove that $f(\mathbf{z})=y$ for some point $\mathbf{z} \in \mathbb{F}^{\mu}$ and value $y \in \mathbb{F}$, the prover

P translates $\mathbf{z}$ to vectors $\mathbf{t}_{0} \in \mathbb{F}^{k}$ and $\mathbf{t}_{1} \in \mathbb{F}^{m}$ as above and proves that $\left\langle\mathbf{w}, \mathbf{t}_{0} \otimes \mathbf{t}_{1}\right\rangle=y$ (where $\mathbf{w} \in \mathbb{F}^{k \times m}$ is the message encoded and committed in $C_{f}$ ). To do so, P does two things:

- Proximity check: The prover shows that the matrix $W \in \mathbb{F}^{k \times M}$ committed by $C_{f}$ is close to $k$ codewords. Specifically, the verifier sends a random vector $\mathbf{r} \in \mathbb{F}^{k}$, the prover replies with a vector $\mathbf{y}_{\mathbf{r}}:=\mathbf{r} \cdot \mathbf{w} \in \mathbb{F}^{m}$ which is the linear combination of $\mathbf{w}$ 's rows according to $\mathbf{r}$. The verifier checks that the encoding of $\mathbf{y}_{\mathbf{r}}$, namely $E\left(\mathbf{y}_{\mathbf{r}}\right) \in \mathbb{F}^{M}$, is close to $\mathbf{r} \cdot W$, the linear combination of $W$ 's rows. This implies that the $k$ rows of $W$ are all close to codewords [Gol $+21, \S 4.2]$.
- Consistency check: The prover shows that $\left\langle\mathbf{w}, \mathbf{t}_{0} \otimes \mathbf{t}_{1}\right\rangle=y$ where $\mathbf{w} \in \mathbb{F}^{k \times m}$ is the $k$ error-decoded messages from $W \in \mathbb{F}$ committed in $C_{f}$. The scheme is similar to the proximity check except that we replace the random vector $\mathbf{r}$ with $\mathbf{t}_{0}$. After receiving the linearly combined vector $\mathbf{y}_{0} \in \mathbb{F}^{m}$, the verifier further checks that $\left\langle\mathbf{y}_{0}, \mathbf{t}_{1}\right\rangle=y$.

We describe the concrete PCS evaluation protocol below.
Protocol 1 (PCS evaluation [Gol+21]): The goal is to check that $\left\langle\mathbf{w}, \mathbf{t}_{0} \otimes \mathbf{t}_{1}\right\rangle=y$ (where $\mathbf{w} \in \mathbb{F}^{k \times m}$ is the message encoded and committed in $C_{f}$ ).

1. $V$ sends a random vector $\mathbf{r} \in \mathbb{F}^{k}$.
2. P sends vector $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0} \in \mathbb{F}^{m}$ where

$$
\mathbf{y}_{\mathbf{r}}=\sum_{i=1}^{k} \mathbf{r}_{i} \cdot \mathbf{w}[i,:], \text { and } \mathbf{y}_{0}=\sum_{i=1}^{k} \mathbf{t}_{0, i} \cdot \mathbf{w}[i,:]
$$

where $\mathbf{w} \in \mathbb{F}^{k \times m}$ is the message matrix being encoded and committed.
3. V sends P a random subset $I \subseteq[M]$ with size $|I|=\Theta(\lambda)$.
4. P opens the entire columns $\{W[:, j]\}_{j \in I}$ using Merkle proofs, where $W \in \mathbb{F}^{k \times M}$ is the row-wise encoded matrix. That is, P outputs the column commitment $h_{j}$ for every column $j \in I$, and provide the Merkle proof for $h_{j}$ w.r.t. to Merkle root $C_{f}$.
5. V checks that (i) the Merkle openings are correct w.r.t. $C_{f}$, and (ii) for all $j \in I$, it holds that

$$
E\left(\mathbf{y}_{\mathbf{r}}\right)_{j}=\langle\mathbf{r}, W[:, j]\rangle \text { and } E\left(\mathbf{y}_{0}\right)_{j}=\left\langle\mathbf{t}_{0}, W[:, j]\right\rangle
$$

6. V checks that $\left\langle\mathbf{y}_{0}, \mathbf{t}_{1}\right\rangle=y$.

Note that by sampling a subset $I$ with size $\Theta(\lambda)$ and checking that $\mathbf{r} \cdot W, \mathbf{t}_{0} \cdot W$ are consistent with the encodings $E\left(\mathbf{y}_{\mathbf{r}}\right), E\left(\mathbf{y}_{0}\right)$ on set $I$, the verifier is confident that $\mathbf{r} \cdot W, \mathbf{t}_{0} \cdot W$ are indeed close to the encodings $E\left(\mathbf{y}_{\mathbf{r}}\right), E\left(\mathbf{y}_{0}\right)$ with high probability. By setting $k=\sqrt{n}$, the prover takes $O(n) \mathbb{F}$-ops and hashes; the verifier time and proof size are both $O_{\lambda}(\sqrt{n})$. Orion describes an elegant code-switching scheme that reduces the proof size and verifier time down to $O_{\lambda}\left(\log ^{2}(n)\right)$. However, the concrete proof size is still large. Next, we describe a scheme that has much smaller proof.

Linear-time PCS with small proofs. Similar to Orion (and more generally, the proof composition technique $[\mathrm{Boo}+17 ; \mathrm{BCG} 20 ; \mathrm{Gol}+21])$, instead of letting the verifier check the correctness of $\mathbf{y}_{\mathbf{r}}$, $\mathbf{y}_{0}$ and the openings of the columns $W[:, j] \forall j \in I$, the prover can compute another (succinct) outer proof validating the correctness of $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}, W[:, j]$. However, we need to minimize the outer proof's circuit complexity, which is non-trivial. Orion builds an efficient SNARK circuit that removes all of the hashing gadgets, with the tradeoff of larger proof size. We describe a variant of their scheme that minimizes the proof size without significantly increasing the circuit complexity.

Specifically, after receiving challenge vector $\mathbf{r} \in \mathbb{F}^{k}, \mathrm{P}$ instead sends V commitments $C_{\mathbf{r}}, C_{0}$ to the messages $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}$; after receiving V 's random subset $I \subset[M]$, P computes a SNARK proof for the following statement:

Statement 1 (PCS Eval verification):

- Witness: $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0} \in \mathbb{F}^{m},\{W[:, j]\}_{j \in I}$.
- Circuit statements:
$-C_{\mathbf{r}}, C_{0}$ are the commitments to $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}$ respectively.
- For all $j \in I$, it holds that
* $h_{j}=H(W[:, j])$ where $H$ is a fast hashing scheme;
* $E\left(\mathbf{y}_{\mathbf{r}}\right)_{j}=\langle\mathbf{r}, W[:, j]\rangle$ and $E\left(\mathbf{y}_{0}\right)_{j}=\left\langle\mathbf{t}_{0}, W[:, j]\right\rangle$.
$-\left\langle\mathbf{y}_{0}, \mathbf{t}_{1}\right\rangle=y$.
- Public output: $\left\{h_{j}\right\}_{j \in I}$, and $C_{\mathbf{r}}, C_{0}$.

Besides the SNARK proof, the prover also provides the openings of $\left\{h_{j}\right\}_{j \in I}$ with respect to the commitments $C_{f}$. Intuitively, the new protocol is "equivalent" to Protocol 1, because the SNARK witness $\{W[:, j]\}_{j \in I}$ and $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}$ are identical to those committed in $C_{f}, C_{\mathbf{r}}, C_{0}$ by the binding property of the commitments; and the SNARK does all of the verifier checks. Unfortunately, the scheme has the following drawbacks:

- Instantiating the commitments with Merkle trees leads to a large overhead on the proof size. In particular, the proof contains $|I|$ Merkle proofs, each with length $O(\log n)$. For 128-bit security, we need to set $|I|=1568$, and the proof size is at least 1 MBs for $\mu=20$.
- The random subset $I$ varies for different evaluation instances. It is non-trivial to efficiently lookup the witness $\left\{E\left(\mathbf{y}_{\mathbf{r}}\right)_{j}, E\left(\mathbf{y}_{0}\right)_{j}\right\}_{j \in I}$ in the circuit if the set $I$ is dynamic (i.e. we need an efficient random access gadget).
- The circuit complexity is huge. In particular, the circuit is dominated by the commitments to $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}$ and the hash commitments to $\{W[:, j]\}_{j \in I}$. This leads to $2 m+k|I|$ hash gadgets in the circuit. Note that we can't use algebraic hash functions like Rescue [Aly+20] or Poseidon [Gra+21], which are circuit-friendly, but have slow running times. For $\mu=26$, $k=m=\sqrt{n}$ and 128-bit security (where $|I|=1568$ ), this leads to 13 million hash gadgets where each hash takes hundreds to thousands of constraints, which is unaffordable.
We resolve the above issues via the following observations.
First, a large portion of the multilinear PCS evaluation proof is Merkle opening paths. We can shrink the proof size by replacing Merkle trees with multilinear PCS that enable efficient batch openings (Section 3.3.8). Specifically, in the committing phase, after computing the hashes of $W^{\prime}$ 's columns, instead of building another Merkle tree $T$ of size $M=O(n / k)$ and set the Merkle root as the commitment, the prover can commit to the column hashes using a multilinear PCS (e.g. KZG). Though the KZG committing is more expensive, the problem size has been reduced to $O(n / k)$, thus for sufficiently large $k$, the committing complexity is still approximately $O(n) \mathbb{F}$-ops. A great advantage is that the batch opening proof for $\left\{h_{j}\right\}_{j \in I}$ consists of only $O(\log n)$ group/field elements, with good constant. Even better, when instantiating the outer proof with HyperPlonk $(+)$, the openings can be batched with those in the outer SNARK and thus incur almost no extra cost in proof size.

Second, with Plookup, we can efficiently simulate random access in arrays in the SNARK circuit. For example, to extract witness $\left\{\mathbf{Y}_{\mathbf{r}, j}=E\left(\mathbf{y}_{\mathbf{r}}\right)_{j}\right\}_{j \in I}$, we can build an (online) table $T$ where each element of the table is a pair $\left(i, E\left(\mathbf{y}_{\mathbf{r}}\right)_{i}\right)(1 \leq i \leq M)$. Then for every $j \in I$, we build a lookup gate checking that $\left(j, \mathbf{Y}_{\mathbf{r}, j}\right)$ is in the table $T$, thus guarantee that $\mathbf{Y}_{\mathbf{r}, j}$ is identical to $E\left(\mathbf{y}_{\mathbf{r}}\right)_{j}$. The circuit description is now independent of the random set $I$ and we only need to preprocess the circuit once in the setup phase.

Third, with the help of Commit-and-Prove-SNARKs (CP-SNARK) [Cam+21; CFQ19; Ara+21], there is no need to check the consistency between commitments $C_{\mathbf{r}}, C_{0}$ and $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}$ in the circuit. Instead, we can commit $\left(\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}\right)$ to a multilinear commitment $C$, and build a CP-SNARK proof showing that the vector underlying $C$ is identical to the witness vector $\left(\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}\right)$ in the circuit. We further observe that $C$ can be a part of the witness polynomials, which further removes the need of an additional CP-SNARK proof.

After applying previous optimizations, the proof size is dominated by the $|I|$ field elements $\left\{h_{j}\right\}_{j \in I}$. We can altogether remove them by applying the CP-SNARK trick again. In particular, since $\left\{h_{j}\right\}_{j \in I}$ are both committed in the polynomial commitment $C_{f}$ and the SNARK witness commitment, it is sufficient to construct a CP-SNARK proving that they are consistent in the two commitments with respect to set $I$. We refer to Section 3.3.8 for constructing CP-SNARK proofs from multilinear commitments.

Since the bulk of verification work is delegated to the prover, there is no need to set $k=\sqrt{n}$. Instead, we can set an appropriate $k=\Theta(\lambda / \log n)$ to minimize the outer circuit size. In particular, the circuit is dominated by 2 linear encodings (of length $n / k$ ) and $|I|$ hashes (of length $k$ ). If we use vanilla HyperPlonk+ as the outer SNARK scheme and use Reinforced Concrete [Bar+21] as the hashing scheme that has a similar running time to SHA-256, for $\mu=30, k=64$ and 128-bit security (where $|I|=1568$ ), the circuit complexity is only $\approx 2^{26}$ constraints. And we can expect the running time of the outer proof to be $O_{\lambda}(n)$.

The resulting multilinear polynomial commitment scheme is shown in Figure 3.7.
Remark 3.7.1 (CP-SNARKs instantiation.). We can use the algorithm in Section 3.3 .8 to instantiate the CP-SNARK in Figure 3.7 from any multilinear PIOP-based SNARKs with minimal overhead. First, we can split the witness polynomial into two parts: one includes the vector $\left(\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}\right)$ while the other includes the rest. The witness polynomial commitment to $\left(\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}\right)$ is essentially the commitment $C_{p_{\mathbf{y}}}$ in Figure 3.7, so that we don't need to additionally commit to $\left(\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}\right)$ and provide a proof. We emphasize that $C_{p_{\mathbf{y}}}$ is sent before the prover receives the challenge set $I$, which is essential for knowledge soundness.

Second, the CP-proof generation between the multilinear commitment $C_{f}$ and the SNARK witness polynomial commitment (w.r.t. set I) consists of a sumcheck with $O(\log m)$ rounds and $2 P C S$ openings (one for $C_{f}$ and one for the witness polynomial). If we instantiate the SNARK with

HyperPlonk+, we can batch the proving of the CP-proof and the SNARK proof so that the CP-proof adds no extra cost to the proof size beyond the original SNARK proof.

Building blocks: A CP-SNARK scheme OSNARK; an (extractable) polynomial commitment scheme PC; a hash commitment scheme HCom; and a linear encoding scheme $E$ with minimum distance $\delta$.

Setup $\left(1^{\lambda}, \mu^{*}\right) \rightarrow$ gp: Given security parameter $\lambda$, upper bound $\mu^{*}$ on the number of variables, set $m^{*}$ so that the running time of OSNARK (and PC) is $O_{\lambda}\left(2^{\mu^{*}}\right)$ for circuit size (and degree) $m^{*}$. Run $\mathrm{gp}_{o} \leftarrow \operatorname{OSNARK} . \operatorname{Setup}\left(1^{\lambda}, m^{*}\right), \mathrm{gp}_{p c} \leftarrow \mathrm{PC} . \operatorname{Setup}\left(1^{\lambda}, m^{*}\right)$, run the indexing phase of OSNARK for the circuit statement in Figure 3.8 and obtain $\left(\mathrm{vp}_{o}, \mathrm{pp}_{o}\right)$. Output $\mathrm{gp}:=\left(\mathrm{gp}_{o}, \mathrm{gp}_{p c}, \mathrm{vp}_{o}, \mathrm{pp}_{o}\right)$.
Commit( $\mathrm{gp} ; f) \rightarrow C_{f}$ : Given polynomial $f \in \mathcal{F}_{\mu}^{(\leq 1)}$ with coefficients $\mathbf{w}=\left(f_{\langle 0\rangle}, \ldots, f_{\langle n-1\rangle}\right)$, set $m=n / k$ so that the running time of OSNARK (and PC) is $O_{\lambda}\left(2^{\mu}\right)$ for circuit size (and degree) $m$. Interpret $\mathbf{w}$ as a $k \times m$ matrix (i.e. $\mathbf{w} \in \mathbb{F}^{k \times m}$ ):

- Compute matrix $W \in \mathbb{F}^{k \times M}$ such that $W[i,:]=E(\mathbf{w}[i,:]) \forall i \in[k]$. Here $E: \mathbb{F}^{m} \rightarrow \mathbb{F}^{M}$ is the linear encoding.
- For each column $j \in[M]$, compute hash commitment $h_{j} \leftarrow \operatorname{HCom}(W[:, j])$, where $W[:, j] \in$ $\mathbb{F}^{k}$ is the $j$-th column of $W$.
- Let $p_{h}$ be the polynomial that interpolates vector $\left(h_{j}\right)_{j \in[M]}$. Output commitment $C_{f} \leftarrow$ PC.Commit $\left(\mathrm{gp}_{p c}, p_{h}\right)$.
Open $\left(\mathrm{gp}, C_{f}, f\right)$ : Given polynomial $f \in \mathcal{F}_{\mu}^{(\leq 1)}$ with coefficients $\mathbf{w} \in \mathbb{F}^{k \times m}$, run the committing algorithm and check if the output is consistent with $C_{f}$.
$\operatorname{Eval}\left(\mathrm{gp} ; C_{f}, \mathbf{z}, y ; f\right):$ Given public parameter gp , point $\mathbf{z} \in \mathbb{F}^{\mu}$ and commitment $C_{f}$ to polynomial $f \in \mathcal{F}_{\mu}^{(\leq 1)}$ with coefficients $\mathbf{w} \in \mathbb{F}^{k \times m}$, transform $\mathbf{z}$ to vectors $\mathbf{t}_{0} \in \mathbb{F}^{k}$ and $\mathbf{t}_{1} \in \mathbb{F}^{m}$ as in Equation (3.15) such that $f(\mathbf{z})=\left\langle\mathbf{w}, \mathbf{t}_{0} \otimes \mathbf{t}_{1}\right\rangle$. The prover P and the verifier V run the following protocol:

1. V sends P a random vector $\mathbf{r} \in \mathbb{F}^{k}$.
2. Define vectors

$$
\mathbf{y}_{\mathbf{r}}=\sum_{i=1}^{k} \mathbf{r}_{i} \cdot \mathbf{w}[i,:], \quad \mathbf{y}_{0}=\sum_{i=1}^{k} \mathbf{t}_{0, i} \cdot \mathbf{w}[i,:]
$$

Let $p_{\mathbf{r}}$ be the polynomial that interpolates $\left(\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}\right)$. P sends V commitment $C_{p_{\mathbf{y}}} \leftarrow$ PC.Commit $\left(\mathrm{gp}_{p c}, p_{\mathbf{y}}\right)$.
3. V sends a random subset $I \subseteq[M]$ with size $t:=\frac{-\lambda}{\log (1-\delta)}$.
4. P sends V , a CP-SNARK proof $\pi_{o}$ showing that

- the statement in Figure 3.8 holds true;
- the SNARK witness $\left(\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}\right)$ is identical to the vector committed in $C_{p_{\mathbf{y}}}$;
- the SNARK witness $\left(h_{j}\right)_{j \in I}$ is consistent with that in the polynomial commitment $C_{f}$ w.r.t. set $I$.

5. V checks $\pi_{o}$ with public input $(\alpha, \mathbf{r}, y, \mathbf{z})$, and commitments $C_{p_{\mathbf{y}}}, C_{f}$.

Figure 3.7: The multilinear polynomial commitment scheme.

## Witness:

- messages $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0} \in \mathbb{F}^{m}$, encodings $\mathbf{Y}_{\mathbf{r}}, \mathbf{Y}_{0} \in \mathbb{F}^{M}$, and evaluation vectors $\mathbf{t}_{0} \in \mathbb{F}^{k}, \mathbf{t}_{1} \in \mathbb{F}^{m}$;
- the columns of $W$ in subset $I$, that is, $W^{\prime}=(W[:, j])_{j \in I} \in \mathbb{F}^{k \times|I|}$;
- the values of $\mathbf{Y}_{\mathbf{r}}, \mathbf{Y}_{0}$ in subset $I$, that is $\mathbf{Y}_{\mathbf{r}}^{\prime}=\left(\mathbf{Y}_{\mathbf{r}, j}\right)_{j \in I} \in \mathbb{F}^{|I|}$, and $\mathbf{Y}_{0}^{\prime}=\left(\mathbf{Y}_{0, j}\right)_{j \in I} \in \mathbb{F}^{|I|}$;
- column hashes $\mathbf{h}=\left(h_{1}, \ldots, h_{|I|}\right) \in \mathbb{F}^{|I|}$.


## Public input:

- challenge vector $\mathbf{r} \in \mathbb{F}^{k}$;
- random subset $I \subseteq[M]$;
- evaluation point $\mathbf{z} \in \mathbb{F}^{\mu}$ and claimed evaluation $y \in \mathbb{F}$.


## Circuit statements:

- $\mathbf{t}_{0}, \mathbf{t}_{1}$ is the correct transformation from $\mathbf{z}$ as in Equation (3.15).
- $\mathbf{Y}_{\mathbf{r}}=E\left(\mathbf{y}_{\mathbf{r}}\right)$ and $\mathbf{Y}_{0}=E\left(\mathbf{y}_{0}\right)$.
- For $i=1 \ldots|I|$, let $j_{i} \in I$ be the $i$-th element in $I$, it holds that
$-\mathbf{Y}_{\mathbf{r}, i}^{\prime}=\mathbf{Y}_{\mathbf{r}, j_{i}}$, that is, $\left(j_{i}, \mathbf{Y}_{\mathbf{r}, i}^{\prime}\right)$ is in the table $\left\{\left(k, \mathbf{Y}_{\mathbf{r}, k}\right)\right\}_{k \in[M]}$, and
$-\mathbf{Y}_{0, i}^{\prime}=\mathbf{Y}_{0, j_{i}}$, that is, $\left(j_{i}, \mathbf{Y}_{0, i}^{\prime}\right)$ is in the table $\left\{\left(k, \mathbf{Y}_{0, k}\right)\right\}_{k \in[M]}$.
- For $i=1 \ldots|I|$, it holds that
$-h_{i}=\operatorname{HCom}\left(W^{\prime}[:, i]\right)$ where $\mathrm{HCom}: \mathbb{F}^{k} \rightarrow \mathbb{F}$ is the hash commitment scheme;
$-\mathbf{Y}_{\mathbf{r}, i}^{\prime}=\left\langle\mathbf{r}, W^{\prime}[:, i]\right\rangle$ and $\mathbf{Y}_{0, i}^{\prime}=\left\langle\mathbf{t}_{0}, W^{\prime}[:, i]\right\rangle$.
- $\left\langle\mathbf{y}_{0}, \mathbf{t}_{1}\right\rangle=y$.

Figure 3.8: The outer SNARK circuit statement. The circuit configuration is independent of the random set $I$.

Theorem 3.12. The multilinear polynomial commitment scheme in Figure 3.7 is correct and binding. The PCS evaluation protocol is knowledge-sound.

Proof. Correctness and binding. Correctness holds obviously by inspection of the protocol. We prove the binding property by contradiction. Suppose an adversary finds a commitment $C_{f}$ and two polynomials $f_{1}, f_{2}$ with different coefficients $\mathbf{w}_{1}, \mathbf{w}_{2} \in \mathbb{F}^{k \times m}$ such that $C_{f}$ can open to both $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$. There are two cases:

1. $C_{f}$ can open to two different vectors of column hash commitments $\mathbf{h}_{1}, \mathbf{h}_{2} \in \mathbb{F}^{M}$, which contradicts the binding property of the PCS PC.
2. $C_{f}$ binds to a single vector $\mathbf{h} \in \mathbb{F}^{M}$, but encoding $\mathbf{w}_{1}, \mathbf{w}_{2}$ lead to two different encoded matrices $W_{1}, W_{2} \in \mathbb{F}^{k \times M}$. This contradicts the collision resistance of the hash function.

In summary, the binding property holds.

Knowledge soundness. We use a similar technique as in $[\mathrm{Gol}+21]$ that enables extracting polynomials even if the linear code $E$ is not efficiently decodable. For any adversary $\mathcal{A}$ that can pass the PCS evaluation check with probability more than $\epsilon$, the extractor Ext ${ }^{\mathcal{A}}$ works as follows:

1. Run $\mathcal{A}$ and obtain commitment $C_{f}$, point $\mathbf{z} \in \mathbb{F}^{\mu}$, and evaluation $y \in \mathbb{F}$. Run the extractors of the PCS and the hash function to recover the matrix $W^{\prime} \in \mathbb{F}^{k \times M}$ underlying $C_{f}$. Abort if the extraction fails.
2. Set $S \leftarrow \emptyset$, repeat the following procedures until $|S| \geq k$ or the number of $\mathbf{r}$ being sampled is more than $8 k / \epsilon$ :

- Sample and send $\mathcal{A}$ a random vector $\mathbf{r} \leftarrow \Phi \mathbb{F}^{k}$.
- Obtain the PCS commitments $C_{p_{\mathbf{y}}}$. Use the PCS extractor to extract the vector $\left(\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}\right) \in$ $\mathbb{F}^{2 m}$. Abort and rerun with another $\mathbf{r}$ if the extraction fails.
- Sample and send $\mathcal{A}$ a random subset $I \subseteq[M]$.
- Obtain the CP-SNARK proof $\pi_{o}$. Add the pair $\left(\mathbf{r}, \mathbf{y}_{\mathbf{r}}\right)$ into set $S$ if the proof correctly verifies.

3. If $|S| \geq k$ and the random vectors $\{\mathbf{r}\}$ in $S$ are linearly independent, run the Gaussian elimination algorithm to extract the witness $\mathbf{w}$ from $S=\left\{\left(\mathbf{r}, \mathbf{y}_{\mathbf{r}}\right)\right\}$, otherwise abort.

The extractor runs in polynomial time as Step 2 runs in polynomial time, and the extractor executes Step 2 for at most $8 k / \epsilon$ times. Next, we argue that the extractor's success probability is nonnegligible. Since $\mathcal{A}$ succeeds with probability at least $\epsilon$, with probability at least $\epsilon / 2$ over the choice of $\left(C_{f}, \mathbf{z}, y\right)$, the adversary passes the PCS evaluation protocol Eval $\left(\mathrm{gp} ; C_{f}, \mathbf{z}, y\right)$ with probability at least $\epsilon / 2$. We denote by $B$ the event that the above happens.

Conditioned on event $B$, we first argue that with high probability, Ext can add $k$ pairs to $S$, and the r's in $S$ are linearly-independent. Note that for each run of PCS evaluation (with a freshly sampled vector $\mathbf{r}$ ), the probability that the extractor adds a pair to $S$ is at least $\epsilon / 2-\operatorname{negl}(\lambda) \geq \epsilon / 4$. This is because $\mathcal{A}$ passes the checks with probability at least $\epsilon / 2$, and thus with probability at least $\epsilon / 2-\operatorname{neg}(\lambda), \mathcal{A}$ passes all the checks, and the PCS extractor suceeds. Therefore, by Chernoff bound, the probability that Ext adds $k$ pairs to $S$ within $8 k / \epsilon$ runs of Step 2 is at least $1-\exp (-k / 8)$. Moreover, as noted by Lemma 2 of [Gol+21], the random vectors $\{\mathbf{r}\}$ in set $S$ are linearly independent with overwhelming probability.

Next, still conditioned on event $B$, we argue that with probability $1-n e g l(\lambda)$, there exists a coefficient matrix $\mathbf{w} \in \mathbb{F}^{k \times m}$ that is consistent with the commitment $C_{f}$, such that $\left\langle\mathbf{w}, \mathbf{t}_{0} \otimes \mathbf{t}_{1}\right\rangle=y$ (i.e. the evaluation is correct) and $\mathbf{y}_{\mathbf{r}}=\sum_{i=1}^{k} \mathbf{r}_{i} \cdot \mathbf{w}_{i}$ for every pair $\left(\mathbf{r}, \mathbf{y}_{\mathbf{r}}\right)$ in set $S$. Let $W^{\prime} \in \mathbb{F}^{k \times M}$ be the matrix extracted by Ext at Step 1, note that $W^{\prime}$ commits to $C_{f}$. Consider each run of PCS evaluation where the extractor adds a pair $\left(\mathbf{r}, \mathbf{y}_{\mathbf{r}}\right)$ to $S$. Since $C_{f}, C_{p_{\mathbf{y}}}$ are binding, and the SNARK proofs verify, it holds that w.h.p over the choice of $I, E\left(\mathbf{y}_{\mathbf{r}}\right)$ is close to $\sum_{i=1}^{k} \mathbf{r}_{i} \cdot W_{i}^{\prime}$. By Lemma 1
in $[\mathrm{Gol}+21]$, w.h.p. over the choice of $\mathbf{r}$, it also holds that $W_{i}^{\prime}$ is close to a codeword for all $i \in[k]$. Therefore, there exists a matrix $\mathbf{w} \in \mathbb{F}^{k \times m}$ such that (i) $W_{i}^{\prime}$ is close to $E\left(\mathbf{w}_{i}\right)$ for all $i \in[k]$, and (ii) $\mathbf{y}_{\mathbf{r}}=\sum_{i=1}^{k} \mathbf{r}_{i} \cdot \mathbf{w}_{i}$. Moreover, by the uniqueness of encoding, $\mathbf{w}$ is identical for every challenge vector $\mathbf{r}$ in set $S$. Similarly, we can argue that $\mathbf{y}_{0}=\sum_{i=1}^{k} \mathbf{t}_{0, i} \cdot \mathbf{w}_{i}$ and thus $\left\langle\mathbf{w}, \mathbf{t}_{0} \otimes \mathbf{t}_{1}\right\rangle=y$.

Given the above, we conclude that with high probability, it holds that (i) Ext adds $k$ pairs to $S$ where the $\mathbf{r}$ 's in $S$ are linearly independent; and (ii) there exists $\mathbf{w} \in \mathbb{F}^{k \times m}$ that is consistent with $C_{f}$ and $\left\langle\mathbf{w}, \mathbf{t}_{0} \otimes \mathbf{t}_{1}\right\rangle=y$ and $\mathbf{y}_{\mathbf{r}}=\sum_{i=1}^{k} \mathbf{r}_{i} \cdot \mathbf{w}_{i}$ for every pair $\left(\mathbf{r}, \mathbf{y}_{\mathbf{r}}\right)$ in set $S$. In summary, conditioned on event $B$, the extractor can extract the coefficient matrix w via Gaussian elimination with high probability, which completes the proof.

Theorem 3.13. When instantiating the outer SNARK with HyperPlonk+, the multilinear PCS in Figure 3.7 has committing and evaluation opening complexity $O_{\lambda}(n)$; the proof size and verifier time is $O_{\lambda}(\log n)$.

Proof. Fix $k=\Theta(\lambda / \log n)$ and let $m=n / k$. The committing algorithm takes $O(n) \mathbb{F}$-ops to encode the coefficients $\mathbf{w} \in \mathbb{F}^{k \times m}$ to $W \in \mathbb{F}^{k \times M}, O(n)$ hashes to compute the column commitments, and an $O(m)$-sized MSM to commit to the vector of column commitments. The total complexity is $O_{\lambda}(n)$.

The evaluation proving mainly consists of the following steps:

- compute a HyperPlonk+ SNARK proof for the statement in Figure 3.8;
- compute a CP-SNARK proof between the commitment $C_{f}$ and the SNARK witness polynomial commitment with respect to a set $I$.

By the linear algorithm specified in Section 3.3.8, the CP-SNARK proof generation is dominated by a multi-group-exponentiations with size $s$, where $s$ is the circuit size; similarly, the HyperPlonk+ SNARK proving is also dominated by a few multi-group-exponentiations with size $s$. Next, we prove that the outer circuit complexity is $s=O(m)$, Hence the evaluation opening complexity is also $O_{\lambda}(n)$.

Lemma 3.10. The number of constraints in the circuit in Figure 3.8 is $O(m)+|H| \cdot O(k \lambda)$, where $|H|$ is the number of constraints for a hash instance.

Proof. The circuit for computing $\mathbf{t}_{0}, \mathbf{t}_{1}$ from $\mathbf{z}$ takes $O(k)$ and $O(m)$ constraints, respectively; the circuit for encoding $\mathbf{y}_{\mathbf{r}}, \mathbf{y}_{0}$ takes $O(m)$ constraints; the extraction of $\mathbf{Y}_{\mathbf{r}}^{\prime}, \mathbf{Y}_{0}^{\prime}$ from $\left\{E\left(\mathbf{y}_{\mathbf{r}}\right)_{j}, E\left(\mathbf{y}_{0}\right)\right\}_{j \in I}$, takes $2|I|$ lookup gates; the computation of $\mathbf{Y}_{\mathbf{r}}^{\prime}, \mathbf{Y}_{0}^{\prime}$ takes $O(k|I|)$ constraints; the computation of $y$ takes $O(m)$ constraints; the computation of hashes $\left\{h_{i}\right\}$ takes $k|I|=O(k \lambda)$ hash gadgets as $|I|=\Theta(\lambda)$, thus the number of constraints is $O(m)+|H| \cdot O(k \lambda)$.

The evaluation verifier checks the the CP-SNARK proof $\pi_{o}$ which takes time $O_{\lambda}(\log n)$.

The evaluation proof consists of a single CP-SNARK proof $\pi_{o}$. As noted by Remark 3.7.1, the proof size is no more than that of a single HyperPlonk+ proof for circuit size $s=O(m)$. In summary, the proof size is $O_{\lambda}(\log n)$.

Remark 3.7.2. We stress that the CP-SNARK proving time (between $C_{f}$ and the $S N A R K$ witness) for set $I$ is independent of the size of $I$, as the complexity of the special batching algorithm in Section 3.3.8 is independent of the number of evaluations. This is highly important because $|I|$ can be as large as thousands in practice.

Remark 3.7.3. If we instantiate the linear code with the generalized Spielman code proposed in [XZS22a], and instantiate the outer SNARK with vanilla HyperPlonk+, for 128-bit security and $\mu=30$, the outer circuit size is approximately $2^{26}$, thus the proof is less than 10 KB s.

Remark 3.7.4. In practice, to minimize the outer circuit complexity, we choose $k$ such that 2 . $\ell(n / k)=k|I| \cdot|H|$, where $\ell(n / k)$ is the circuit size for encoding a message with length $n / k$. Note that $|I|=1568$ for 128 -bit security and $|I|=980$ for 80 -bit security.

Remark 3.7.5. In contrast with Orion, Orion+ requires using a pairing-friendly field. We leave the construction of linear-time PCS with succinct proofs/verifier that supports arbitrary fields as future work.

### 3.8 Zero Knowledge PIOPs and zk-SNARKs

In this Section, we describe a compiler that transforms a class of sumcheck-based multivariate PolyIOPs into ones that are zero knowledge. The general framework consists of two parts. The first part is to mask the oracle polynomials so that their oracle query answers do not reveal the information of the original polynomial; moreover, we require that the masking do not change evaluations over the boolean hypercube, thus the correctness of PIOPs still holds. The second part is making the underlying sumcheck PIOPs zero knowledge. For this we reuse the ZK sumchecks described in [Xie+19].

We note that in contrast with univariate PIOPs, there is a subtlety in compiling multivariate PIOPs: the zero-knowledge property is hard to achieve if the set of query points is highly structural. E.g., suppose $f$ is 2 -variate and there are are 4 query points $\left(r_{1}, r_{2}\right),\left(r_{1}, r_{1}\right),\left(r_{2}, r_{1}\right),\left(r_{2}, r_{2}\right)$. Though all of the 4 points are distinct, each dimension has at least 2 points that share the same value. This makes the adversary much easier to cancel out the masking randomness and obtain a correlation between the evaluations of $f$ on the 4 points. We resolve the issue by restricting the set of query points to be less structured. In particular, we require that there is at least one dimension where each point has a distinct value. We also slightly modify the underlying sumcheck protocols to satisfy the restriction while the soundness is not affected.

The Section is organized as follows. We define zero knowledge PIOPs in Section 3.8.1. In Section 3.8.2, we describe a scheme masking the multivariate polynomials. Section 3.8.3 reviews the ZK sumchecks in [Xie+19]. We describe the ZK compiler for PIOPs in Section 3.8.4 and explain how to obtain a zk-SNARK from a zk-PIOP and a PCS in Section 3.8.5.

### 3.8.1 Definition

We follow [Chi+20] and define the (honest verifier) zero-knowledge property of PIOPs. Since the provers in sumcheck PIOPs also send field elements, we slightly adapt the definition in [Chi +20$]$.

Definition 3.15. A PIOP $\langle\mathrm{P}, \mathrm{V}\rangle$ has perfect zero-knowledge with query bound $t$ and query checker $C$ if there is a PPT simulator $\mathcal{S}$ such that for every field $\mathbb{F}$, index $\dot{\mathrm{i}}$, instance $\mathbb{x}$, witness $\mathbb{w}$, and every $(t, C)$-admissable verifier $\mathrm{V}^{*}$, the following transcripts are identically distributed:

$$
\operatorname{View}\left(\mathrm{P}(\mathbb{F}, \dot{\mathrm{i}} ; \mathbb{x} ; \mathbb{w}), \mathrm{V}^{*}\right) \approx \mathcal{S}^{\mathrm{V}^{*}}(\mathbb{F}, \dot{\mathrm{i}} ; \mathbb{x})
$$

Here the view consists of $\mathrm{V}^{*}$ 's randomness, the non-oracle messages sent by P , and the list of answers to $\mathrm{V}^{*}$ 's oracle queries. A verifier is $(t, C)$-admissible if it makes no more than $t$ queries, and each query is accepted by the checker $C$. We say that $\langle\mathrm{P}, \mathrm{V}\rangle$ is honest-verifier-zero-knowlege (HVZK) if there is a simulator for V .

### 3.8.2 Polynomial masking

Definition 3.16. A randomized algorithm msk is a $(t, C, \mu)$-masking if

1. for every $d \in \mathbb{N}$ and every polynomial $f \in \mathcal{F}_{\mu}^{(\leq d)}$, the masked polynomial $f^{*} \leftarrow \$ \operatorname{msk}(f, t, C)$ does not change evaluations over the boolean hypercube $B_{\mu}$;
2. for every $d \in \mathbb{N}$ and every polynomials $f \in \mathcal{F}_{\mu}^{(\leq d)}$, and every list of queries $\mathbf{q}:=\left(q_{1}, \ldots, q_{t}\right)$ that is accepted by the checker $C$, let $f^{*} \leftarrow \$ \operatorname{msk}(f, t, C)$. It holds that $\left(f^{*}\left(q_{1}\right), \ldots, f^{*}\left(q_{t}\right)\right)$ is uniformly distributed over $\mathbb{F}^{t}$.

Lemma 3.11. There is a $\left(t, C_{\ell}, \mu\right)$-masking algorithm $\operatorname{msk}(f, t, \ell)$ for every $\mu, t \in \mathbb{N}$ and $\ell \in[\mu]$, where checker $C_{\ell}$ accepts a list of queries $\left(q_{1}, \ldots, q_{t}\right)$ if and only if $b_{i, \ell} \notin\left\{0,1, b_{1, \ell}, \ldots, b_{i-1, \ell}\right\}$ for every query $q_{i}:=\left(b_{i, 1}, \ldots, b_{i, \mu}\right) \in \mathbb{F}^{\mu}(1 \leq i \leq t)$. For any $f \in \mathcal{F}_{\mu}^{(\leq d)}$ and $\ell \in[\mu]$, the degree of the masked polynomial $f^{*} \leftarrow \operatorname{msk}(f, t, \ell)$ is $\max (d, t+1)$.

Proof. Given a polynomial $f \in \mathcal{F}_{\mu}^{(\leq d)}$, query bound $t$, and checker $C_{\ell}$, the algorithm does follow:

- Sample a univariate polynomial $R(X):=c_{0}+c_{1} X+\ldots c_{t-1} X^{t-1}$ where $c_{0}, \ldots, c_{t-1} \leftarrow \$ \mathbb{F}$.
- Output $f^{*}:=f+Z\left(X_{\ell}\right) \cdot R\left(X_{\ell}\right)$, where $Z\left(X_{\ell}\right):=X_{\ell} \cdot\left(1-X_{\ell}\right)$.

It is clear that $f^{*}$ has degree $\max (d, t+1) ; f^{*}$ does not change $f^{\prime}$ 's evaluations over $B_{\mu}$ as $Z$ evaluates to zero over $B_{\mu}$. Next, we argue that $\mathbf{f}^{*}:=\left(f^{*}\left(q_{1}\right), \ldots, f^{*}\left(q_{t}\right)\right) \in \mathbb{F}^{t}$ is uniformly random. Denote query $q_{i}:=\left(b_{i, 1}, \ldots, b_{i, \mu}\right)(1 \leq i \leq t)$, we define $\mathbf{R}$ to be

$$
\mathbf{R}:=\left(Z\left(b_{1, \ell}\right) \cdot R\left(b_{1, \ell}\right), \ldots, Z\left(b_{t, \ell}\right) \cdot R\left(b_{t, \ell}\right)\right)
$$

Since the queries satisfy $b_{i, \ell} \notin\{0,1\}$ for every $i \in[t]$, it holds that $z_{i}:=Z\left(b_{i, \ell}\right)$ are non-zero and thus invertible. Moreover, since $R$ is a random univariate polynomial with degree $t-1$ and $\left\{b_{1, \ell}, \ldots, b_{t, \ell}\right\}$ are distinct, it holds that $\left\{R\left(b_{1, \ell}\right), \ldots, R\left(b_{t, \ell}\right)\right\}$ are uniformly random. Therefore $\mathbf{R}$ is uniformly random, and thus $\mathbf{f}^{*}=\mathbf{f}+\mathbf{q}$ is also uniformly random where $\mathbf{f}:=\left(f\left(q_{1}\right), \ldots, f\left(q_{t}\right)\right)$.

### 3.8.3 Zero knowledge SumCheck

Construction. Xie et al. [Xie+19] described an efficient ZK compiler for sumchecks. For reader's convenience, we adapt Construction 1 in $[\mathrm{Xie}+19]$ to a PIOP.

Zero knowledge SumCheck PIOP $\langle\mathrm{P}, \mathrm{V}\rangle$ :

- Input: polynomial $f \in \mathcal{F}_{\mu}^{(\leq d)}$ and claimed sum $H \in \mathbb{F}$.
- P samples a polynomial $g:=c_{0}+g_{1}\left(\mathbf{x}_{1}\right)+\cdots+g_{\mu}\left(\mathbf{x}_{\mu}\right)$ where $g_{i}\left(\mathbf{x}_{i}\right):=c_{i, 1} \mathbf{x}_{i}+\cdots+c_{i, d} \mathbf{x}_{i}^{d}$ and $c_{i, 1}, \ldots, c_{i, d}$ are uniformly random. P sends oracle $g$ and a claimed sum $G:=\sum_{\mathbf{x} \in B_{\mu}} g(\mathbf{x})$.
- V sends a challenge $\rho \leftarrow \$ \mathbb{F}^{*}$.
- P and V run SumCheck PIOP (Section 3.3.1) over polynomial $f+\rho g$ and claimed sum $H+\rho G$.
- V queries $g$ and $f$ at point $\mathbf{r}$ where $\mathbf{r} \in \mathbb{F}^{\mu}$ is the vector of sumcheck's challenges. V then checks that $f(\mathbf{r})+\rho g(\mathbf{r})$ is consistent with the last message of the sumcheck.

The completeness of the ZK PIOP holds obviously, it was shown in [CFS17] that the PIOP also preserves soundness. The zero knowledge property is proved in $[\mathrm{Xie}+19]$ and we state it below.

Lemma 3.12 (Theorem 3 of $[\mathrm{Xie}+19]$ ). For every field $\mathbb{F}$, verifier $\mathrm{V}^{*}$ and multivariate polynomial $f \in \mathcal{F}_{\mu}^{(\leq d)}$, there is a simulator $\mathcal{S}_{\text {sum }}(\mathbb{F}, \mu, d, H)$ that perfectly simulates P 's oracle answers except for $f(\mathbf{r})$. Here $H:=\sum_{\mathbf{x} \in B_{\mu}} f(\mathbf{x})$.

### 3.8.4 Zero knowledge compilation for SumCheck-based PIOPs

A general description to the sumcheck-based PIOPs. The multivariate PIOPs considered in this paper can all be adapted to the following format.

## General sumcheck-based PIOPs:

1. Both P and V have oracle access to a public multilinear polynomial $p_{0} \in \mathcal{F}_{\mu_{0}}^{(\leq 1)}$.
2. For every $i \in\left[k_{1}\right]$, P sends a multilinear polynomial $p_{i} \in \mathcal{F}_{\mu_{i}}^{(\leq 1)}$, and V sends some random challenges. $p_{i}$ is a function of $p_{0}, \ldots, p_{i-1}$ and verifier's previous challenges.
3. P and V sequentially run $k_{2}$ sumcheck PIOPs. The $i$-th $\left(1 \leq i \leq k_{2}\right)$ sumcheck is over a polynomial $f_{i}:=h_{i}\left(g_{1}, \ldots, g_{c_{i}}\right) \in \mathcal{F}_{\nu_{i}}^{\left(\leq d_{i}\right)}$, where $h_{i}$ is public information and each multilinear polynomial $g_{j} \in \mathcal{F}_{\nu_{i}}^{(\leq 1)}\left(1 \leq j \leq c_{i}\right)$ is $g_{j}:=v_{\mid \mathbf{X}_{s}=\boldsymbol{b}}$ for some boolean vector $\boldsymbol{b}$ and some $v \in\left\{p_{1}, \ldots, p_{k_{1}}\right\}$, that is, $g_{j}$ is a partial polynomial of $v$ where the variables in $S$ are set to $\boldsymbol{b}$.
4. For every $i \in\left[k_{2}\right], \mathrm{V}$ queries a random point $\mathbf{r}_{i} \in \mathbb{F}^{\nu_{i}}$ to the oracle $f_{i}$, where $\mathbf{r}_{i}$ are the round challenges in the $i$-th sumcheck. V then checks that $f_{i}\left(\mathbf{r}_{i}\right)$ is consistent with the last message in the $i$-th sumcheck.
5. For every $i \in\left[k_{3}\right]$, the verifier queries a point $\mathbf{c}_{i} \in \mathbb{F}^{\mu_{j_{i}}}$ to an oracle $p_{j_{i}}\left(0 \leq j_{i} \leq k_{1}\right)$ and checks that the evaluation is $y_{i}$. We emphasize that the evaluations $\left\{y_{i}\right\}_{i \in\left[k_{3}\right]}$ can be efficiently and deterministically derived from $\left\{\mathbf{c}_{i}, j_{i}\right\}_{i \in\left[k_{3}\right]}$ and the public oracle $p_{0}$.

We note that the above description captures all of the multivariate PIOPs in this paper because

- for the case where P sends an oracle $f:=h\left(g_{1}, \ldots, g_{c}\right) \in \mathcal{F}_{\mu}^{(\leq d)}$ for $d>1$, we can instead let P send $g_{1}, \ldots, g_{c} \in \mathcal{F}_{\mu}^{(\leq 1)}$ as $h$ is public information;
- for the case where $P$ sends multiple multilinear oracles in a round, we can merge the polynomials into a single polynomial;
- the PIOPs we consider are all finally reduced to one or more sumcheck PIOPs.

Construction. We present a generic framework that transforms any (sumcheck-based) multivariate PIOPs into zero knowledge PIOPs. For a PIOP $\langle\mathrm{P}, \mathrm{V}\rangle$, let $\left(\left\{p_{i}\right\}_{i \in\left[0, k_{1}\right]},\left\{f_{i}\right\}_{i \in\left[k_{2}\right]}\right)$ be the polynomials denoted in the above protocol. For every $i \in\left[k_{1}\right]$, let $t_{i} \in \mathbb{N}$ be the number of $p_{i}$ 's partial polynomials that appear in the sumcheck polynomials $f_{1}, \ldots, f_{k_{2}}$, and let $t^{*}:=\max \left\{t_{i}\right\}_{i \in\left[k_{1}\right]}$. For every $i \in\left[k_{1}\right]$, we assume that there exists index $\ell_{i} \in\left[\mu_{i}\right]$ such that for every $p_{i}$ 's partial polynomial $v_{\mid \mathbf{X}_{S}=\boldsymbol{b}}$ that appears in some sumcheck (where $p_{i}$ 's variables in set $S$ are boolean), it holds that $\ell_{i}$ is not in the set $S$. Let msk be the masking algorithm described in Lemma 3.11. The compiled zero knowledge PIOP $\langle\hat{\mathrm{P}}, \hat{\mathrm{V}}\rangle$ works as follows.

The ZK-compiler for sumcheck-based PIOPs:

1. For every $i \in\left[k_{1}\right], \hat{\mathrm{P}}$ sends an oracle $\left[\left[p_{i}^{*}\right]\right]$ where $p_{i}^{*} \leftarrow \Phi \operatorname{msk}\left(p_{i}, t_{i}, \ell_{i}\right)$. $\hat{\mathrm{V}}$ sends the same challenges as V does.
2. $\hat{\mathrm{P}}$ and $\hat{\mathrm{V}}$ sequentially run $k_{2}$ zero knowledge sumcheck PIOPs (Section 3.8.3). The $i$-th ( $1 \leq$ $\left.i \leq k_{2}\right)$ sumcheck is over the polynomial $f_{i}^{*}:=h_{i}\left(g_{1}^{*}, \ldots, g_{c_{i}}^{*}\right) \in \mathcal{F}_{\nu_{i}}^{\left(\leq d_{i} t^{*}\right)}$, where $h_{i}$ is the same as in $\langle\mathrm{P}, \mathrm{V}\rangle$; each $g_{j}^{*} \in \mathcal{F}_{\nu_{i}}^{\left(\leq t^{*}\right)}\left(1 \leq j \leq c_{i}\right)$ is $g_{j}^{*}:=v_{\mid \mathbf{X}_{S}=\boldsymbol{b}}^{*}$ for some boolean vector $\boldsymbol{b}$ and some $v^{*} \in\left\{p_{1}^{*}, \ldots, p_{k_{1}}^{*}\right\}$.
3. For every $i \in\left[k_{2}\right], \hat{V}$ queries a random point $\mathbf{r}_{i} \in \mathbb{F}^{\nu_{i}}$ to the oracle $f_{i}$, where $\mathbf{r}_{i}$ are the round challenges in the $i$-th ZK sumcheck. $\hat{\mathrm{V}}$ then checks that $f_{i}\left(\mathbf{r}_{i}\right)$ is consistent with the last message of the $i$-th ZK sumcheck. We emphasize a slight modification over the original PIOP $\langle\mathrm{P}, \mathrm{V}\rangle$ : in the $i$-th sumcheck, $\hat{\mathrm{V}}$ samples each round challenge $\mathbf{r}_{i, j}\left(1 \leq j \leq \mu_{i}\right)$ in the set $\mathbb{F} \backslash\left\{0,1, \mathbf{r}_{1, j}, \ldots, \mathbf{r}_{i-1, j}\right\}$ rather than in $\mathbb{F}$.
4. $\hat{\mathrm{V}}$ simulates V , i.e., for all $i \in\left[k_{3}\right]$, queries points $\mathbf{c}_{i}$ to oracle $p_{j_{i}}^{*}$ and checks the evaluation.

Theorem 3.14. Given any PIOP $\langle\mathrm{P}, \mathrm{V}\rangle$ for some relation over the boolean hypercube, the compiled PIOP $\langle\hat{\mathrm{P}}, \hat{\mathrm{V}}\rangle$ is HVZK. Moreover, $\langle\hat{\mathrm{P}}, \hat{\mathrm{V}}\rangle$ preserves perfect completeness and negligible soundness.

Proof. Completeness. Completeness holds because the sumcheck relations are over boolean hypercubes and the masked polynomials' evaluations do not change over the boolean hypercubes by the property of msk.

Soundness. Compared to the sumchecks in $\langle P, V\rangle$, the following changes of the sumchecks in $\langle\hat{P}, \hat{V}\rangle$ affect soundness error:

1. The degrees of the sumcheck polynomials are increased by a factor $t^{*}$.
2. The challenge space of $j$-th round in the $i$-th $\left(1 \leq i \leq k_{2}\right)$ sumcheck is $\mathbb{F} \backslash\left\{0,1, \mathbf{r}_{1, j}, \ldots, \mathbf{r}_{i-1, j}\right\}$ rather than $\mathbb{F}$.
3. The sumcheck protocols are replaced with ZK sumchecks.

Since $t^{*}$ and $k_{2}$ are constants and ZK sumchecks preserves soundness [CFS17], the compiled protocol preserves negligible soundness.

HVZK. We describe the simulator as follows.
The simulator $\mathcal{S}^{\hat{V}}(\mathbb{F}, \dot{i} ; \mathbb{x})$ :

1. Honestly generate the public polynomial $p_{0} \in \mathcal{F}_{\mu_{0}}^{(\leq 1)}$.
2. Pick arbitrary polynomial $\left\{\tilde{p}_{i}\right\}_{i \in\left[k_{1}\right]}$ conditioned on that the sumcheck relations over $f_{1}, \ldots, f_{k_{2}}$ hold. Send $\hat{V}$ polynomials $\left\{\tilde{p}_{i}^{*}\right\}_{i \in\left[k_{1}\right]}$ where $\tilde{p}_{i}^{*} \leftarrow \$ \operatorname{msk}\left(\tilde{p}_{i}, t_{i}, \ell_{i}\right)$, obtain from $\hat{V}$ the challenges in the first $k_{1}$ rounds.
3. Run the next $k_{2}$ ZK sumcheck PIOPs using $p_{0}$ and the sampled polynomials $\left\{\tilde{p}_{i}^{*}\right\}_{i \in\left[k_{1}\right]}$.
4. For every $i \in\left[k_{2}\right]$, answer query $f_{i}^{*}\left(\mathbf{r}_{i}\right)$ honestly using $\left\{\tilde{p}_{i}^{*}\right\}_{i \in\left[k_{1}\right]}$.
5. For every $i \in\left[k_{3}\right]$, answer query $\mathbf{c}_{i}$ with value $y_{i}$, where $\left\{y_{i}\right\}_{i \in\left[k_{3}\right]}$ are deterministically derived from $\left\{\mathbf{c}_{i}, j_{i}\right\}_{i \in\left[k_{3}\right]}$ and the public polynomial $p_{0}$.
Next we show that $\mathcal{S}^{\hat{\vee}}(\mathbb{F}, \dot{\mathrm{i}} ; \mathbb{x}) \approx \operatorname{View}(\hat{\mathrm{P}}(\mathbb{F}, \dot{\mathrm{i}} ; \mathbb{x} ; \mathbb{w}), \hat{\mathrm{V}})$. We set $H_{0}:=\mathcal{S}^{\hat{\mathrm{V}}}(\mathbb{F}, \dot{i} ; \mathbb{x})$ and consider following hybrid games.

- Game $H_{1}$ : identical to $H_{0}$ except that step 3 is replaced with the ZK sumcheck simulator's output. We note that $H_{1} \approx H_{0}$ by the ZK property of the ZK sumchecks.
- Game $H_{2}$ : identical to $H_{1}$ except that the queries in step 4 are answered with random values. (Note that $f_{i}^{*}\left(\mathbf{r}_{i}\right)$ 's answer is a random value consistent with the last message of the $i$-th sumcheck.) We argue that $H_{2} \approx H_{1}$ : for every $i \in\left[k_{1}\right]$, the number of queries to oracle $\tilde{p}_{i}^{*} \leftarrow \operatorname{msk}\left(\tilde{p}_{i}, t_{i}, \ell_{i}\right)$ is no more than $t_{i}$ and the $\ell_{i}$-th element in each of the query point are distinct and non-boolean, by Lemma 3.11, the answers to the queries are uniformly random.
- Game $H_{3}$ : identical to $H_{2}$ except that the polynomials $\left\{\tilde{p}_{i}\right\}_{i \in\left[k_{1}\right]}$ in step 2 are replaced with $\left\{p_{i}\right\}_{i \in\left[k_{1}\right]}$. Note that $H_{3} \approx H_{2}$ as the verifier's view does not change at all.
- Game $H_{4}:=\operatorname{View}(\hat{\mathrm{P}}(\mathbb{F}, \dot{\mathrm{i}} ; \mathbf{x} ; \mathbb{w}), \hat{\mathrm{V}})$ : identical to $H_{3}$ except that the queries in step 4 are answered honestly and the ZK sumchecks are run honestly using $p_{0}$ and the sampled polynomials $\left\{p_{i}^{*}\right\}_{i \in\left[k_{1}\right]}$. With similar arguments (for $H_{1}$ and $H_{2}$ ) we have $H_{4} \approx H_{3}$.

Given above, it holds that $\mathcal{S}^{\hat{V}}(\mathbb{F}, \dot{i} ; \mathbb{x}) \approx \operatorname{View}(\hat{\mathrm{P}}(\mathbb{F}, \dot{\mathrm{i}} ; \mathbb{x} ; \mathbb{w}), \hat{\mathrm{V}})$ and we complete the proof.

### 3.8.5 zk-SNARKs from PIOPs

In the ZK PIOP of Section 3.8.4, the masked polynomials sent by the prover are with the form $f^{*}:=f+Z\left(\mathbf{x}_{\ell}\right) \cdot R\left(\mathbf{x}_{\ell}\right)$ where $f \in \mathcal{F}_{\mu}^{(\leq 1)}$ is multilinear and $Z\left(\mathbf{x}_{\ell}\right):=\mathbf{x}_{\ell} \cdot\left(1-\mathbf{x}_{\ell}\right)$ is univariate and with degree $t+1$. It is shown in Theorem 10 of [Bon+21] that every additive and $m$-spanning PCS can be compiled into a hiding PCS with a zero-knowledge Eval protocol, where $m$-spanning means that commitments to polynomials of degree at most $m$ can already generate the commitment space $\mathbb{G}$. Thus we can construct a hiding PCS for $f^{*}$ with ZK evaluations from any additive and spanning polynomial commitment schemes (e.g., KZG and FRI). In particular, one instantiation is to set the commitment of $f^{*}$ to be $\left(C_{1}, C_{2}\right) \in \mathbb{G}$ where $C_{1}$ is the multilinear commitment to $f$ and $C_{2}$ is the univariate commitment to $Z(X) \cdot R(X)$, then apply the ZK transformation in [Bon +21 ].

By combining Theorem 3.1 and Theorem 3.14 we obtain the following corollary.
Corollary 3.15. Given any (non-hiding) additive and spanning polynomial commitment schemes, we can transform any (non-ZK) sumcheck-based PIOP (Section 3.8.4) for relation $\mathcal{R}$ to a zk-SNARK for $\mathcal{R}$.

### 3.9 The FRI-based multilinear polynomial commitment

In this Section, we construct a simple multilinear polynomial commitment scheme (PCS) from FRI [Ben+18a]. Along the way, we also show how to generically transform a univariate PCS to a multilinear PCS using the tensor-product univariate PIOP from [Boo $+22 \mathrm{~b}]$, which might be of independent interest. We note that Virgo [Zha+20, §3] describes another scheme constructing
multilinear PCS from FRI. The main idea is to build the evaluation opening proof from a univariate sumcheck [Ben+19b], which in turn uses FRI. However, the naive scheme incurs linear-time overhead for the verifier. Virgo $[\mathrm{Zha}+20, \S 3]$ resolves the issue by delegating the verifier computation to the prover. To this end, the prover needs to compute another GKR proof convincing that the linear-time verifier will accept the proof. This complicates the scheme and adds additional concrete overhead on prover time and proof size.

We refer to [Ben+18a; KPV19] and [Hab22a] for background of FRI low-degree testing and the approach to build univariate PCS from FRI. We note that the FRI-based univariate PCS supports batch opening. The evaluation opening protocol for multiple points on multiple polynomials invokes only a single call to the FRI protocol. Below we present a generic approach to transforming any univariate PCS into a multilinear PCS.

Generic transformation from univariate PCS to multilinear PCS. Bootle et al. built a univariate PIOP for the tensor-product relation in Section 5 of [Boo+22b]. The tensor-product relation $(\mathbb{x}, \mathbb{w})=\left(\left(\mathbb{F}, n, z_{1}, \ldots, z_{\mu}, y\right), \mathbf{f}\right)$ states that $\mathbf{f} \in \mathbb{F}^{n}$ satisfies that $\left\langle\mathbf{f}, \otimes_{j}\left(1, z_{j}\right)\right\rangle=y$, where $\langle\cdot, \cdot\rangle$ denotes an inner product, and $\otimes$ denotes a tensor product. The PIOP naturally implies an algorithm that transforms univariate polynomial commitment schemes to multilinear polynomial commitment schemes.

- The commitment to a multilinear polynomial $\tilde{f}$ with monomial coefficients, $\mathbf{f}$ is the commitment to a univariate polynomial $f$ with the same coefficients.
- To open $\tilde{f}$ at point $\left(z_{1}, \ldots, z_{\mu}\right)$ that evaluates $y$, the prover and the verifier runs the univariate PIOP for the relation $(\mathbb{x}, \mathbb{w})=\left(\left(\mathbb{F}, n, z_{1}, \ldots, z_{\mu}, y\right), \mathbf{f}\right)$, which reduces to a batch evaluation on a set of $\mu+1$ univariate polynomials.

We provide the concrete construction below. Let $\mathrm{PC}_{u}=$ (Setup, Commit, BatchOpen, BatchVfy) be a univariate PCS, we construct a multilinear PCS $\mathrm{PC}_{m}$ as follows.

- $\mathrm{PC}_{m}$. Setup $\left(1^{\lambda}, \mu\right) \rightarrow(\mathrm{ck}, \mathrm{vk})$. On input security parameter $\lambda$ and the number of variables $\mu$, output $\mathrm{PC}_{u} . \operatorname{Setup}\left(1^{\lambda}, n\right)$ where $n=2^{\mu}$.
- $\mathrm{PC}_{m}$.Commit $(\mathrm{ck}, \tilde{f}) \rightarrow c$. On input committer key ck, multilinear polynomial $\tilde{f}$ with coefficients $\mathbf{f} \in \mathbb{F}^{n}$, output $\mathrm{PC}_{u}$. Commit $(c k, f)$ where $f$ has the same coefficients as $\mathbf{f}$.
- $\mathrm{PC}_{m}$. Open $(\mathrm{ck}, \tilde{f}, \mathbf{z}, y) \rightarrow \pi$. On input committer key ck, multilinear polynomial $\tilde{f}$, point $\mathbf{z} \in \mathbb{F}^{\mu}$ and evaluation $y \in \mathbb{F}$, the prover computes the proof as follows. Let $f_{0}(X):=f(X)$ be the committed univariate polynomial that has the same coefficients as $\tilde{f}$, consider the following PIOP for the tensor-product relation $(\mathbb{x}, \mathbb{w})=((\mathbb{F}, n, \mathbf{z}, y), \mathbf{f})$ :
- The prover sends the verifier univariate polynomials $f_{1}, \ldots, f_{\mu}$ such that for all $i \in[\mu]$,

$$
f_{i}(X)=g_{i-1}(X)+\mathbf{z}_{i} \cdot h_{i-1}(X),
$$

where $g_{i-1}, h_{i-1}$ satisfies that $f_{i-1}(X)=g_{i-1}\left(X^{2}\right)+X \cdot h_{i-1}\left(X^{2}\right)$.

- The verifier samples a random challenge $\beta \hookleftarrow \mathbb{F}^{\times}$(where $\mathbb{F}^{\times}$is a multiplicative subgroup of $\mathbb{F}$ ), and queries the oracles to obtain evaluations $\left\{a_{i}, b_{i}, c_{i}\right\}_{i \in\{0, \ldots, \mu\}}$ such that

$$
a_{i}:=f_{i}(\beta), \quad b_{i}:=f_{i}(-\beta), \quad c_{i}:=f_{i+1}\left(\beta^{2}\right) .
$$

Note that we skip $f_{\mu+1}\left(\beta^{2}\right)$ and set $c_{\mu}:=y$.

- The verifier checks that for all $i \in\{0, \ldots, \mu\}$,

$$
c_{i}=\frac{a_{i}+b_{i}}{2}+z_{i} \cdot \frac{a_{i}-b_{i}}{2 \beta} .
$$

The opening proof $\pi$ comprises (i) the univariate commitments to $f_{1}, \ldots, f_{\mu}$, (ii) the evaluations $\left\{a_{i}, b_{i}, c_{i}\right\}_{i \in\{0, \ldots, \mu\}}$, and (iii) the batch opening proof for polynomials $\left(f_{0}, f_{1}, \ldots, f_{\mu}\right)$ at points $\left(\beta,-\beta, \beta^{2}\right)$, where the random challenge $\beta$ is derived via the Fiat-Shamir transform.

- $\mathrm{PC}_{m} . \mathrm{Vfy}(\mathrm{vk}, c, \mathbf{z}, y, \pi) \in\{0,1\}$. On input verifier key vk , commitment $c$, point $\mathbf{z}$, evaluation $y$, and proof $\pi$, parse $\pi$ to commitments ( $c_{1}, \ldots, c_{\mu}$ ), evaluations evals, and the batch opening proof $\pi^{*}$. Derive random challenge $\beta$ via the Fiat-Shamir transform, perform the verification check in the above PIOP, and run $\mathrm{PC}_{u}$. $\operatorname{BatchVfy}\left(\mathrm{vk},\left(c, c_{1}, \ldots, c_{\mu}\right),\left(\beta,-\beta, \beta^{2}\right)\right.$, evals, $\left.\pi^{*}\right)$.

Efficiency. We emphasize that when instantiated $\mathrm{PC}_{u}$ with the FRI-based PCS, the multilinear polynomial commitment scheme has approximately the same complexity as that in the univariate setting. In particular, the committing phase takes only a Merkle root computation with tree depth $\log (n)$; the opening phase takes (i) $\mu$ Merkle commitment computation where the $i$-th $(1 \leq i \leq \mu)$ Merkle tree is with size $2^{\mu-i}$, and (ii) a univariate PCS batch evaluation protocol that is simply a single call to the FRI protocol.

### 3.10 Unrolled and optimized Hyperplonk

In Figure 3.9 and Figure 3.10, we present an optimized and batched version of HyperPlonk. The protocol batches the zerochecks and additionally batches all evaluations using $\mathcal{R}_{\text {Batch }}$. Moreover, the sumcheck has complexity proportional to $2^{\mu}$ rather than $2^{\mu+\nu_{w}}$ where $\nu_{w}$ is the logarithm of the number of wires.

Proof size analysis of the compiled protocol. We analyze the concrete proof size of the optimized PIOP. We analyze the proof size after compilation, i.e., where the prover sends commitments and performs evaluation proofs. The prover sends

1. $\ell_{w}+2$ of $\mu$-variate multilinear polynomial commitments ( $\ell_{w}$ for the witness and 2 for the product polynomial),
2. $\mu$ of degree $\max \left(d-2, \ell_{w}-1\right)$ univariate polynomial commitments and $2 \mu$ claimed evaluations (in the first batched sumcheck),
3. $8+2 \cdot \ell_{w}+\ell_{q}$ claimed multilinear evaluations,
4. 1 univariate evaluation of a batched univariate polynomial,
5. 1 multilinear evaluation of a batched multilinear polynomial, and
6. $2 \cdot\left(\mu+\left\lceil\log _{2}\left(8+2 \cdot \ell_{w}+\ell_{q}\right)\right\rceil\right)$ field elements for the sumcheck in the PIOP of $\mathcal{R}_{\text {Batch }}$.

For KZG-based commitments, the proof size is $2+\ell_{w}+\mu \mathbb{G}_{1}$ elements and $4 \mu+10+2 \cdot \ell_{w}+\ell_{q}+$ $2\left\lceil\log _{2}\left(8+2 \cdot \ell_{w}+\ell_{q}\right)\right\rceil$ field elements. For the case where $\ell_{w}=\ell_{q}=3$, using BLS12-381, where $\mathbb{G}_{1}$ elements are 48 bytes and field elements are 32 bytes the proof size becomes $176 \cdot \mu+1168$ bytes. For $\mu=20$, this is only 4688 bytes.

$$
\begin{aligned}
& \text { Indexer. The indexer } \mathcal{I} \text { on an input circuit } C \text { calls the permutation indexer } \mathcal{I}_{\text {perm }}(\sigma):\left(\left[\left[s_{\text {id }}\right]\right],\left[\left[s_{\sigma}\right]\right]\right) \leftarrow \\
& \mathcal{I}_{\text {perm }}(\sigma) \text { and computes the selector polynomial } q \in \mathcal{F}_{\mu+\nu_{q}}^{(\leq 1)} \text {. Let } \ell_{w}=2^{\nu_{w}} \text { be the number of wires, denote } \\
& \text { by } \\
& \qquad \mathbf{S}_{\sigma}:=\left(\left[\left[s_{\sigma}\left(\langle 0\rangle_{\nu_{w}}, \mathbf{X}\right)\right]\right],\left[\left[s_{\sigma}\left(\langle 1\rangle_{\nu_{w}}, \mathbf{X}\right)\right]\right], \ldots,\left[\left[s_{\sigma}\left(\left\langle\ell_{w}-1\right\rangle_{\nu_{w}}, \mathbf{X}\right)\right]\right]\right) \\
& \text { the lists of partial polynomials of } s_{\sigma} \in \mathcal{F}_{\mu+\nu_{w}}^{(\leq 1)} \text {. The indexer outputs }\left([[q]], \mathbf{S}_{\sigma}\right) \text {. } \\
& \text { We note that for all } i \in\left[0,2^{\mu+\nu_{w}}\right), s_{\text {id }} \in \mathcal{F}_{\mu+1)}^{\left(\leq \nu_{w}\right.} \text { evaluates to } i \text { at point }\langle i\rangle_{\mu+\nu_{w}} \in B_{\mu+\nu_{w}} \text { (where }\langle i\rangle_{\mu+\nu_{w}} \\
& \text { denotes } \left.\mu+\nu_{w} \text {-bit binary encoding of } i\right) \text {. Since multilinear extension is unique, it holds that } s_{\text {id }}(\mathbf{X})= \\
& \sum_{i \in\left[\mu+\nu_{w}\right]} 2^{i-1} \cdot \mathbf{X}_{i} \text { and thus one can evaluate } s_{\text {id }} \text { at any points in time } O\left(\mu+\nu_{w}\right) \text {. Hence, there is no need } \\
& \text { for the indexer to output oracle }\left[\left[s_{\text {id }}\right]\right] \text {. }
\end{aligned}
$$

Figure 3.9: The indexer of the optimized PIOP for $\mathcal{R}_{\text {PLONK }}$.

### 3.10.1 Using only one sumcheck

The protocol described in Figure 3.10 has two sumchecks. The latter is the result of the batchopening protocol (Section 3.3.8). The precise evaluations that are being batched, are

- $1+\ell_{w}$ of $\mathbf{W}\left(\ell_{w}\right.$ from the batched sumcheck, one to check the outputs)
- 3 of $\tilde{v}(0, \mathbf{X})$ and 4 of $\tilde{v}(1, \mathbf{X})$ from the product check
- $\ell_{q}$ of $q$ (one per selector)
- $\ell_{w}$ of $\mathbf{S}_{\sigma}$ from the product check.

Note that most of these polynomials are evaluated at the same point. The point is exactly the sumcheck challenges. The only divergence is the evaluation of $\tilde{v}(0, \mathbf{X})$ and $\tilde{v}(1, \mathbf{X})$.
$\mathrm{P}(\mathrm{gp}, \dot{\mathrm{i}}, p, w)$ and $\mathrm{V}\left(\mathrm{gp}, p,[[q]], \mathbf{S}_{\sigma}\right)$ run the following protocol.

1. $\mathbf{P}$ sends $\vee$ the witness oracles $\mathbf{W}:=\left(\left[\left[w_{0}\right]\right],\left[\left[w_{1}\right]\right], \ldots,\left[\left[w_{\ell_{w}-1}\right]\right]\right)$ where $w_{i}:=w\left(\langle i\rangle_{\nu_{w}}, \mathbf{X}\right)$ is the $i$ th $\left(0 \leq i<\ell_{w}\right)$ partial polynomial of the witness polynomial $w \in \mathcal{F}_{\mu+\nu_{w}}^{(\leq 1)}$.
2. V sends input challenge $\mathbf{r}_{I O} \leftarrow \$ \mathbb{F}^{\nu}, \mathcal{R}_{\mathrm{MSET}}^{1}$ challenge $\gamma$ and $\mathcal{R}_{\mathrm{MSET}}^{2}$ challenges $\beta$.
3. $\mathbf{P}$ computes the product polynomial $\tilde{v} \in \mathcal{F}_{\mu+1}^{(\leq 1)}$ from $\mathbf{W}, \mathbf{S}_{\sigma}, s_{\mathrm{id}}$ and the challenges $\beta, \gamma$ (See Section 3.3.3), where for all $\mathbf{x} \in B_{\mu}$,

$$
\tilde{v}(0, \mathbf{x})=\prod_{i \in\left[0, \ell_{w}\right)} \frac{\mathbf{W}_{i}(\mathbf{x})+\beta \cdot s_{\mathrm{id}}\left(\langle i\rangle_{\nu_{w}}, \mathbf{x}\right)+\gamma}{\mathbf{W}_{i}(\mathbf{x})+\beta \mathbf{S}_{\sigma, i}(\mathbf{x})+\gamma}
$$

Here $\mathbf{W}_{i}, \mathbf{S}_{\sigma, i}$ denotes the $i$ th polynomial in $\mathbf{W}, \mathbf{S}_{\sigma}$ respectively. P then sends oracles $[[\tilde{v}(0, \mathbf{X})]],[[\tilde{v}(1, \mathbf{X})]]$ to V .
4. Verifier sends challenges $\alpha_{1}, \alpha_{2}$ to batch three zerochecks, one resulting from the gate identity (see Section 3.4.2) and two from the productcheck (see Section 3.3.3). The two zerocheck virtual polynomials $Q_{1}(\mathbf{X}) \in \mathcal{F}_{\mu}^{(\leq 2)}, Q_{2}(\mathbf{X}) \in \mathcal{F}_{\mu}^{\left(\leq \ell_{w}+1\right)}$ for the productcheck are $Q_{1}(\mathbf{X}):=\tilde{v}(1, \mathbf{X})-$ $\tilde{v}(\mathbf{X}, 0) \tilde{v}(\mathbf{X}, 1)$ and

$$
Q_{2}(\mathbf{X}):=\prod_{i \in\left[0, \ell_{w}\right)}\left(\mathbf{W}_{i}(\mathbf{X})+\beta \cdot s_{\mathrm{id}}\left(\langle i\rangle_{\nu_{w}}, \mathbf{X}\right)+\gamma\right)-\tilde{v}(0, \mathbf{X}) \prod_{i \in\left[0, \ell_{w}\right)}\left(\mathbf{W}_{i}(\mathbf{X})+\beta \mathbf{S}_{\sigma, i}(\mathbf{X})+\gamma\right)
$$

Note that $\tilde{v}(\mathbf{X}, 0), \tilde{v}(\mathbf{X}, 1)$ can be simulated given the oracle accesses to $[[\tilde{v}(0, \mathbf{X})]],[[\tilde{v}(1, \mathbf{X})]]$, because for all $b \in\{0,1\}, \tilde{v}(\mathbf{X}, b)=\left(1-\mathbf{X}_{1}\right) \cdot \tilde{v}\left(0, \mathbf{X}_{2}, \ldots, \mathbf{X}_{\mu}, b\right)+\mathbf{X}_{1} \cdot \tilde{v}\left(1, \mathbf{X}_{2}, \ldots, \mathbf{X}_{\mu}, b\right)$.
5. V send zerocheck challenge $r_{Z} \leftarrow \$ \mathbb{F}^{\mu}$
6. P and V run sumcheck resulting from batched zerocheck. The sumcheck is of size $\mu$ and has degree $\max \left(d+1, \ell_{w}+2\right)$. In each round, the prover sends an oracle to the univariate round polynomial as well as the claimed evaluation. The verifier delays querying the oracles. Similarly, in the last round, the verifier receives the claimed evaluations of all the multilinear polynomials. There are $8+2 \cdot \ell_{w}+\ell_{q}$ total evaluations:

- $1+\ell_{w}$ of $\mathbf{W}\left(\ell_{w}\right.$ from the batched sumcheck, one to check the outputs)
- 3 of $\tilde{v}(0, \mathbf{X})$ and 4 of $\tilde{v}(1, \mathbf{X})$ from the product check
- $\ell_{q}$ of $q$ (one per selector)
- $\ell_{w}$ of $\mathbf{S}_{\sigma}$ from the product check (there is no need to query $s_{\mathrm{id}}$ as V can efficiently evaluate it).

7. $V$ uses the claimed evaluations to verify all previous protocols.
8. P and V run the univariate batch-opening algorithm from $[\mathrm{Bon}+21]$ to reduce all the round polynomial queries to one.
9. P and V run $\mathcal{R}_{\mathrm{BATCH}}$ on all evaluations using a degree $2, \mu+\left\lceil\log _{2}\left(8+2 \cdot \ell_{w}+\ell_{q}\right)\right\rceil$ round sum-check. In the protocol, the prover directly transmits the round polynomial using 2 field elements. The verifier can compute the third from the claimed sum.

Figure 3.10: Optimized PIOP for $\mathcal{R}_{\text {PLONK }}$.

## Chapter 4

## Verifiable Delay Functions for Ecological Consensus

### 4.1 Introduction

Consider the problem of running a verifiable lottery using a randomness beacon, a concept first described by Rabin [Rab83] as an ideal service that regularly publishes random values which no party can predict or manipulate. A classic approach is to apply an extractor function to a public entropy source, such as stock prices [CH10]. Stock prices are believed to be difficult to predict for a passive observer, but an active adversary could manipulate prices to bias the lottery. For example, a high-frequency trader might slightly alter the closing price of a stock by executing (or not executing) a few transactions immediately before the market closes.

Suppose the extractor takes only a single bit per asset (e.g. whether the stock finished up or down for the day) and suppose the adversary is capable of changing this bit for $k$ different assets using last-second trades. The attacker could read the prices of the assets it cannot control, quickly simulate $2^{k}$ potential lottery outcomes based on different combinations of the $k$ outcomes it can control, and then manipulate the market to ensure its preferred lottery outcome occurs.

One solution is to add a delay function after extraction, making it slow to compute the beacon outcome from an input of raw stock prices. With a delay function of say, one hour, by the time the adversary simulates the outcome of any potential manipulation strategy, the market will be closed and prices finalized, making it too late to launch an attack. This suggests the key security property for a delay function: it should be infeasible for an adversary to distinguish the function's output from random in less than a specified amount of wall-clock time, even given a potentially large number of parallel processors.

A trivial delay function can be built by iterating a cryptographic hash function. For example, it
is reasonable to assume it is infeasible to compute $2^{40}$ iterations of SHA-256 in a matter of seconds, even using specialized hardware. However, a lottery participant wishing to verify the output of this delay function must repeat the computation in its entirety (which might take many hours on a personal computer). Ideally, we would like to design a delay function which any observer can quickly verify was computed correctly.

Defining delay functions. In this paper we formalize the requirements for a verifiable delay function (VDF) and provide the first constructions which meet these requirements. A VDF consists of a triple of algorithms: Setup, Eval, and Verify. Setup $(\lambda, t)$ takes a security parameter $\lambda$ and delay parameter $t$ and outputs public parameters pp (which fix the domain and range of the VDF and may include other information necessary to compute or verify it). Eval $(\mathrm{pp}, x)$ takes an input $x$ from the domain and outputs a value $y$ in the range and (optionally) a short proof $\pi$. Finally, Verify ( $\mathrm{pp}, x, y, \pi$ ) efficiently verifies that $y$ is the correct output on $x$. Crucially, for every input $x$ there should be a unique output $y$ that will verify. Informally, a VDF scheme should satisfy the following properties:

- sequential: honest parties can compute $(y, \pi) \leftarrow \operatorname{Eval}(\mathrm{pp}, x)$ in $t$ sequential steps, while no parallel-machine adversary with a polynomial number of processors can distinguish the output $y$ from random in significantly fewer steps.
- efficiently verifiable: We prefer Verify to be as fast as possible for honest parties to compute; we require it to take total time $O(\operatorname{polylog}(t))$.
- uniq ue: for all inputs $x$, it is difficulty to find a $y$ for which Verify $(\mathrm{pp}, x, y, \pi)=Y e s$, but $y \neq \operatorname{Eval}(\mathrm{pp}, x)$.

A VDF should remain secure even in the face of an attacker able to perform polynomially bounded pre-computation.

Some VDFs may also offer additional useful properties:

- decodable: A VDF is decodable if there exists a decoding algorithm Dec such that (Eval, Dec) form a lossless encoding scheme. A lossless encoding scheme is a pair of algorithms (Enc, Dec) where Enc : $X \rightarrow Y$ and $\operatorname{Dec}: Y \rightarrow X$ such that $\operatorname{Dec}(\operatorname{Enc}(x))=x$ for all $x \in X$. We say that a VDF is efficiently decodable if it is decodable and Dec is efficient. In this case, Eval need not include a proof as Dec itself can be used to verify the output. There are many different kinds of encoding schemes with different properties, including compression schemes, error correcting codes, ciphers, etc. Of course any VDF can be turned in a trivial encoding scheme by appending the input $x$ to the output, however this would not have any interesting properties as an encoding scheme. In Section 4.2, we will describe one interesting application of an encoding scheme that is both an efficiently invertible ideal cipher and a VDF. The application is to proofs-of-replication.
- incremental: a single set of public parameters pp supports multiple hardness parameters $t$. The number of steps used to compute $y$ is specified in the proof, instead of being fixed during Setup. The main benefit of incremental VDFs over a simple chaining of VDFs to increase the delay is a reduced aggregate proof size. This is particularly useful for applications of VDFs to computational time-stamping or blockchain consensus.

Classic slow functions Time-lock puzzles [RSW96] are similar to VDFs in that they involve computing an inherently sequential function. An elegant solution uses repeated squaring in an RivShaAdl78 group as a time-lock puzzle. However, time-lock puzzles are not required to be universally verifiable and in all known constructions the verifier uses its secret state to prepare each puzzle and verify the results. VDFs, by contrast, may require an initial trusted setup but then must be usable on any randomly chosen input.

Another construction for a slow function dating to Dwork and Naor [DN93] is extracting modular square roots. Given a challenge $x \in \mathbb{Z}_{p}($ with $p \equiv 3(\bmod 4))$, computing $y=\sqrt{x}=x^{\frac{p+1}{4}}(\bmod p)$ can be efficiently verified by checking that $y^{2}=x(\bmod p)$. There is no known algorithm for computing modular exponentiation which is sublinear in the bit-length of the exponent. However, the difficulty of puzzles is limited to $t=O(\log p)$ as the exponent can be reduced modulo $p-1$ before computation, requiring the use of a very large prime $p$ to produce a difficult puzzle. While it was not originally proposed for its sequential nature, it has subsequently been considered as such several times [JM11; LW15]. In particular, Lenstra and Wesolowski [LW15] proposed chaining a series of such puzzles together in a construction called Sloth, with lotteries as a specific motivation. Sloth is best characterized as a time-asymmetric encoding, offering a trade-off in practice between computation and inversion (verification), and thus can be viewed as a pseudo-VDF. However, it does not meet our asymptotic definition of a VDF because it does not offer asymptotically efficient verification: the $t$-bit modular exponentiation can be computed in parallel time $t$, whereas the output (a $t$-bit number) requires $\Omega(t)$ time simply to read, and therefore verification cannot run in total time polylog $/(t)$. We give a more complete overview of related work in Section 4.8.

Our contributions: In addition to providing the first formal definitions of VDFs, we contribute the following candidate constructions and techniques:

1. A theoretical VDF can be constructed using incrementally verifiable computation [Val08] (IVC), in which a proof of correctness for a computation of length $t$ can be computed in parallel to the computation with only polylog( t ) processors. We prove security of this theoretical VDF using IVC as a black box. IVC can be constructed from succinct non-interactive arguments of knowledge (SNARKs) under a suitable extractor complexity assumption [Bit+13a]. We also present a simpler construction based only on verifiable computation (Section 4.5), which works if the delay parameter $T$ is a-priori known.
2. We propose a construction based on injective polynomials over algebraic sets that cannot be inverted faster than computing polynomial GCDs. Computing polynomial GCD is sequential in the degree $d$ of the polynomials on machines with fewer than $O\left(d^{2}\right)$ processors. We propose a candidate construction of time-asymmetric encodings from a particular family of permutation polynomials over finite fields [GM97]. This construction is asymptotically a strict improvement on Sloth, and to the best of our knowledge is the first encoding offering an exponential time gap between evaluation and inversion. We call this a weak $V D F$ because it requires the honest Eval to use greater than polylog(t) parallelism to run in parallel time $t$ (the delay parameter).
3. In Section 4.7 we describe a practical efficiency boost to construSNARKss from IVC using time-asymmetric encodings as the underlying sequential computation, offering up to a 7,000 fold improvement (in the SNARK efficiency) over naive hash chains. In this construction the SNARK proof is only used to boost the efficiency of verification as the output $(y, \pi)$ of Eval on an input $x$ can also be verified directly without $\pi$ by computing the inverse of $y$, which is still faster than computing $y$ from $x$.

### 4.2 Applications

Before giving precise definitions and describing our constructions, we first informally sketch several important applications of VDFs.

Randomness beacons. VDFs are useful for constructing randomness beacons from sources such as stock prices [CH10] or proof-of-work blockchains (e.g. Bitcoin, Ethereum) [BCG15; PW16; BGZ16]. Proof-of-work blockchains include randomly sampled solutions to computational puzzles that network participants (called miners) continually find and publish for monetary rewards. Underpinning the security of proof-of-work blockchains is the strong belief that these solutions have high computational min-entropy. However, similar to potential manipulation of asset prices by highfrequency traders, powerful miners could potentially manipulate the beacon result by refusing to post blocks which produce an unfavorable beacon output.

Again, this attack is only feasible if the beacon can be computed quickly, as each block is fixed to a specific predecessor and will become "stale" if not published. If a VDF with a suitably long delay is used to compute the beacon, miners will not be able to determine the beacon output from a given block before it becomes stale. More specifically, given the desired delay parameter $t$, the public parameters $\mathrm{pp}=(\mathrm{ek}, \mathrm{vk}) \leftarrow \$ \operatorname{Setup}\left(1^{\lambda}, t\right)$ are posted on the blockchain, then given a block $b$ the beacon value is determined to be $r$ where $(r, \pi)=\operatorname{Eval}(\mathrm{ek}, b)$, and anyone can verify correctness by running Verify (vk, $b, r, \pi)$. The security of this construction, and in particular the length of delay parameter which would be sufficient to prevent attacks, remains an informal conjecture due to the lack of a complete game-theoretic model capturing miner incentives in Nakamoto-style consensus protocols.

We refer the reader to [BCG15; PW16; BGZ16] for proposed models for blockchain manipulation. Note that most formal models for Nakamoto-style consensus such as that of Garay et al. [GKL15] do not capture miners with external incentives such as profiting from lottery manipulation.

Another approach for constructing beacons derives randomness from a collection of participants, such as all participants in a lottery [GS98; LW15]. The simplest paradigm is "commit-and-reveal" paradigm where $n$ parties submit commitments to random values $r_{1}, \ldots, r_{n}$ in an initial phase and subsequently reveal their commitments, at which point the beacon output is computed as $r=\bigoplus_{i} r_{i}$. The problem with this approach is that a malicious adversary (possibly controlling a number of parties) might manipulate the outcome by refusing to open its commitment after seeing the other revealed values, forcing a protocol restart. Lenstra and Wesolowski proposed a solution to this problem (called "Unicorn"[LW15]) using a delay function: instead of using commitments, each participant posts their $r_{i}$ directly and seed $=H\left(r_{1}, \ldots, r_{n}\right)$ is passed through a VDF. The output of Eval is then posted and can be efficiently verified. The final beacon outcome is the hash of the output of Eval. With a sufficiently long delay parameter (longer than the time period during which values may be submitted), even the last party to publish their $r_{i}$ cannot predict what its impact will be on the final beacon outcome. The beacon is unpredictable even to an adversary who controls $n-1$ of the participating parties. It has linear communication complexity and uses only two rounds. This stands in contrast to coin-tossing beacons which use verifiable secret sharing and are at best resistant to an adversary who controls a minority of the nodes [Ran; Syt+17; CD17]. These beacons also use super-linear communication and require multiple rounds of interaction. In the two party setting there are tight bounds that an $r$-round coin-flipping protocol can be biased with $O(1 / r)$ bias [MNS16]. The "Unicorn" construction circumvents these bounds by assuming semi-synchronous communication, i.e. there exists a bound to how long an adversary can delay messages.

Resource-efficient blockchains. Amid growing concerns over the long-term sustainability of proof-of-work blockchains like Bitcoin, which consume a large (and growing) amount of energy, there has been concerted effort to develop resource-efficient blockchains in which miners invest an upfront capital expenditure which can then be re-used for mining. Examples include proof-of-stake [KN; Mic16; Kia+17; Dav+18; BPS16], proof-of-space [Par+18], and proof-of-storage [Mil+14; Fila]. However, resource-efficient mining suffers from costless simulation attacks. Intuitively, since mining is not computationally expensive, miners can attempt to produce many separate forks easily.

One method to counter simulation attacks is to use a randomness beacon to select new leaders at regular intervals, with the probability of becoming a leader biased by the quality of proofs (i.e. amount of stake, space, etc) submitted by miners. A number of existing blockchains already construct beacons from tools such as verifiable random functions, verifiable secret sharing, or deterministic threshold signatures $[\mathrm{Kia}+17$; Dav +18 ; CD17; Dfi]. However, the security of these beacons requires a non-colluding honest majority; with a VDF-based lottery as described above this can potentially be improved to participation of any honest party.

A second approach, proposed by Cohen [Coh17], is to combine proofs-of-resources with incremental VDFs and use the product of resources proved and delay induced as a measure of blockchain quality. This requires a proof-of-resource which is costly to initialize (such as certain types of proof-of-space). This is important such that the resources are committed to the blockchain and cannot be used for other purposes. A miner controlling $N$ units of total resources can initialize a proof $\pi$ demonstrating control over these $N$ units. Further assume that the proof is non-malleable and that in each epoch there is a common random challenge $c$, e.g. a block found in the previous epoch, and let $H$ be a random oracle available to everyone. In each epoch, the miner finds $\tau=\min _{1 \leq i \leq N}\{H(c, \pi, i)\}$ and computes a VDF on input $c$ with a delay proportional to $\tau$. The first miner to successfully compute the VDF can broadcast their block successfully. Note that this process mimics the random delay to find a Bitcoin block (weighted by the amount of resources controlled by each miner), but without each miner running a large parallel computation.

Proof of replication. Another promising application of VDFs is proofs of replication, a special type of proof of data storage which requires the prover to dedicate unique storage even if the data is available from another source. For instance, this could be used to prove that a number of replicas of the same file are being stored. Classic proofs of retrievability [JK07] are typically defined in a private-key client/server setting, where the server proves to the client that it can retrieve the client's (private) data, which the client verifies using a private key.

Instead, the goal of a proof of replication [Arm+16; Fila; Filb] is to verify that a given server is storing a unique replica of some data which may be publicly available. An equivalent concept to proof-of-replication was first introduced by Sergio Demian Lerner in 2014 under the name "proof of unique blockchain storage" [Ler14]. Lerner proposed using time-asymmetric encodings to apply a slow transformation to a file using a unique identifier as a key. During a challenge-response protocol, a verifier periodically challenges the server for randomly sampled blocks of the uniquely encoded file. The basic idea is that the server should fail to respond quickly enough if it has deleted the encoding. Verifying that the received blocks of the encoding are correct is fast in comparison due to the time-asymmetry of the encoding. Lerner proposed using a Pohlig-Hellman cipher, using the permutation $x^{3}$ on $\mathbb{Z}_{p}^{*}$, which has asymmetry roughly equivalent to modular square roots. Armknecht et al. $[$ Arm +16$]$ proposed a similar protocol in the private verifier model using RivShaAdl78 timelock puzzles. The verification of this protocol may be outsourced, but is still less transparent as it fundamentally requires a designated private-key verifier per file.

Efficiently decodable VDFs can be used to improve Lerner's publicly verifiable and transparent construction by using the VDF as the time-asymmetric encoding. As VDFs achieve an exponential gap between parallel-time computation and verification they would improve the challenge-response protocol by reducing the frequency of polling. The frequency needs to be set such that the server cannot delete and recompute the encoding between challenges. Technically, the security property we
need the VDF to satisfy is that a stateless adversary running in parallel time less than $T$ cannot predict any component of the output on any given input, which is stronger than the plain sequentiality requirement of a VDF. A formal way to capture this requirement is to model the VDF as an ideal delay cipher [Fis18], namely as an oracle that implements an ideal cipher and takes $T$ sequential steps to respond to queries on any point.

We review briefly the construction, now based on VDFs. The replicator is given an input file, a unique replicator identifier $i d$, and public parameters $\mathrm{pp} \leftarrow \Phi \operatorname{Setup}\left(1^{\lambda}, t\right)$, and computes a slow encoding of the file using the VDF cipher. This takes sequential time $T$ to derive. In more detail, the encoding is computed by breaking the file into $b$-bit blocks $B_{1}, \ldots, B_{n}$ and storing $y_{1}, \ldots, y_{n}$ where $\left(y_{i}, \perp\right)=\operatorname{Eval}\left(\mathrm{pp}, B_{i} \oplus H(i d \| i)\right)$ where $H$ is a collision-resistant hash function $H:\{0,1\}^{*} \rightarrow\{0,1\}^{b}$. To verify that the replicator has stored this unique copy, a verifier can query an encoded block $y_{i}$ (which must be returned in significantly less time than it is feasible to compute Eval). The verifier can quickly decode this response and check it for correctness, proving that the replicator has stored (or can quickly retrieve from somewhere) an encoding of this block which is unique to the identifier $i d$. If the unique block encoding $y_{i}$ has not been stored, the VDF ensures that it cannot be recomputed quickly enough to fool the verifier, even given access to $B_{i}$. The verifier can query for as many blocks as desired; each query has a $1-\rho$ chance of exposing a cheating prover that is only storing a fraction $\rho$ of the encoded blocks.

More generally, if the inputs $B_{1}, . ., B_{n}$ are fixed and known to the verifier then this construction is also a proof of space $[\mathrm{Dzi}+15]$. A proof of space is an interactive protocol in which the prover can provide a compact proof that it is persistently using $\Omega(N)$ space. This construction is in fact a tight PoS, meaning that it requires an honest prover to use $N$ space and for any $\epsilon>0$ it can be tuned so that an adversary who uses $(1-\epsilon) N$ space will be caught with overwhelming probability. A proof-of-replication is a special kind of proof of space that is quite delicate to formally define and has been developed further in followup work [Fis18].

Computational timestamping. All known proof-of-stake systems are vulnerable to long-range forks due to post-hoc stakeholder misbehavior [KN; Mic16; Kia+17; BPS16]. In proof-of-stake protocols, at any given time the current stakeholders in the system are given voting power proportionate to their stake in the system. An honest majority (or supermajority) is assumed because the current stakeholders are CCS:KumBen14d to keep the system running correctly. However, after stakeholders have divested they no longer have this incentive. Once the majority (eq. supermajority) of stakeholders from a point in time in the past are divested, they can collude (or sell their key material to an attacker) in order to create a long alternate history of the system up until the present. Current protocols typically assume this is prevented through an external timestamping mechanism which can prove to users that the genuine history of the system is much older.

Incremental VDFs can provide computational evidence that a given version of the state's system is older (and therefore genuine) by proving that a long-running VDF computation has been performed
on the genuine history just after the point of divergence with the fraudulent history. This potentially enables detecting long-range forks without relying on external timestamping mechanisms.

We note however that this application of VDFs is fragile as it requires precise bounds on the attacker's computation speed. For other applications (such as randomness beacons) it may be acceptable if the adversary can speed up VDF evaluation by a factor of 10 using faster hardware; a higher $t$ can be chosen until even the adversary cannot manipulate the beacon even with a hardware speedup. For computational timestamping, a 10 -fold speedup would be a serious problem: once the fraudulent history is more than one-tenth as old as the genuine history, an attacker can fool participants into believing the fraudulent history is actually older than the genuine one.

### 4.3 Model and definitions

We now define VDFs more precisely. In what follows we say that an algorithm runs in parallel time $t$ with $p$ processors if it can be implemented on a PRAM machine with $p$ parallel processors running in time $t$. We say total time (eq. sequential time) to refer to the time needed for computation on a single processor.

Definition 4.1. A VDF $V=($ Setup, Eval, Verify $)$ is a triple of algorithms as follows:

- $\operatorname{Setup}(\lambda, t) \rightarrow \mathrm{pp}=(\mathrm{ek}, \mathrm{vk})$ is a randomized algorithm that takes a security parameter $\lambda$ and a desired puzzle difficulty $t$ and produces public parameters pp that consists of an evaluation key ek and a verification key vk. We require Setup to be polynomial-time in $\lambda$. By convention, the public parameters specify an input space $\mathcal{X}$ and an output space $\mathcal{Y}$. We assume that $\mathcal{X}$ is efficiently sampleable. Setup might need secret randomness, leading to a scheme requiring a trusted setup. For meaningful security, the puzzle difficulty t is restricted to be sub-exponentially sized in $\lambda$.
- Eval(ek, $x) \rightarrow(y, \pi)$ takes an input $x \in \mathcal{X}$ and produces an output $y \in \mathcal{Y}$ and a (possibly empty) proof $\pi$. Eval may use random bits to generate the proof $\pi$ but not to compute $y$. For all pp generated by $\operatorname{Setup}(\lambda, t)$ and all $x \in \mathcal{X}$, algorithm Eval(ek, $x$ ) must run in parallel time $t$ with poly $(\lambda) /(\log (t), \lambda)$ processors.
- Verify $(\mathrm{vk}, x, y, \pi) \rightarrow\{$ Yes, No\} is a deterministic algorithm takes an input, output and proof and outputs Yes or No. Algorithm Verify must run in total time polynomial in $\log t$ and $\lambda$. Notice that Verify is much faster than Eval.

Additionally V must satisfy Correctness (Definition 4.2), Soundness (Definition 4.3), and Sequentiality (Definition 4.4).

Correctness and Soundness Every output of Eval must be accepted by Verify. We guarantee that the output $y$ for an input $x$ is unique because Eval evaluates a deterministic function on $\mathcal{X}$. Note that we do not require the proof $\pi$ to be unique, but we do require that the proof is sound and that a verifier cannot be convinced that some different output is the correct VDF outcome. More formally,

Definition 4.2 (Correctness). A VDF $V$ is correct if for all $\lambda$, $t$, parameters (ek, vk) $\leftarrow \operatorname{Setup}(\lambda, t)$, and all $x \in \mathcal{X}$, if $(y, \pi) \leftarrow \$ \operatorname{Eval}(\mathrm{ek}, x)$ then $\operatorname{Verify}(\mathrm{vk}, x, y, \pi)=Y e s$.

We also require that for no input $x$ can an adversary get a verifier to accept an incorrect VDF output.

Definition 4.3 (Soundness). $A$ VDF is sound if for all algorithms $\mathcal{A}$ that run in time $O(\operatorname{poly}(\lambda) /(t, \lambda))$

$$
\operatorname{Pr}\left[\begin{array}{c|c}
\operatorname{Verify}(\mathrm{vk}, x, y, \pi)=\text { Yes } & \mathrm{pp}=(\mathrm{ek}, \mathrm{vk}) \leftarrow \$ \operatorname{Setup}(\lambda, t) \\
y \neq \operatorname{Eval}(\mathrm{ek}, x) & (x, y, \pi) \longleftarrow \$ \mathcal{A}(\lambda, \mathrm{pp}, t)
\end{array}\right] \leq \operatorname{negl}(\lambda)(\lambda)
$$

Size restriction on $t$ Asymptotically $t$ must be subexponential in $\lambda$. The reason for this is that the adversary needs to be able to run in time at least $t$ (Eval requires this), and if $t$ is exponential in $\lambda$ then the adversary might be able to break the underlying computational security assumptions that underpin both the soundness as well as the sequentiality of the VDF, which we will formalize next.

Parallelism in Eval The practical implication of allowing more parallelism in Eval is that "honest" evaluators may be required to have this much parallelism in order to complete the challenge in time $t$. The sequentiality security argument will compare an adversary's advantage to this optimal implementation of Eval. Constructions of $V D F$ s that do not require any parallelism to evaluate Eval in the optimal number of sequential steps are obviously superior. However, it is unlikely that such constructions exist (without trusted hardware). Even computing an iterated hash function or modular exponentiation (used for time-lock puzzles) could be computed faster by parallelizing the hash function or modular arithmetic. In fact, for an decodable $V D F$ it is necessary that $|\mathcal{Y}|>\operatorname{poly}(\lambda) /(t)$, and thus the challenge inputs to Eval have size poly $(\lambda) / \log (t)$. Therefore, in our definition we allow algorithm Eval up to poly $(\lambda) / \log (t)$ parallelism.

### 4.3.1 VDF Security

We call the security property needed for a VDF scheme $\sigma$-sequentiality. Essentially, we require that no adversary is able to compute an output for Eval on a random challenge in parallel time $\sigma(t)<t$, even with up to "many" parallel processors and after a potentially large amount of pre-computation. It is critical to bound the adversary's allowed parallelism, and we incorporate this into the definition.

Note that for an efficiently decodable VDF, an adversary with $|\mathcal{Y}|$ processors can always compute outputs in $o(t)$ parallel time by simultaneously trying all possible outputs in $\mathcal{Y}$. This means that for efficiently decodable VDFs it is necessary that $|\mathcal{Y}|>\operatorname{poly}(\lambda) /(t)$, and cannot achieve $\sigma$-sequentiality against an adversary with greater than $|\mathcal{Y}|$ processors.

We define the following sequentiality game applied to an adversary $\mathcal{A}:=\left(\mathcal{A}_{0}, \mathcal{A}_{1}\right)$ :

$$
\begin{array}{rll}
\mathrm{pp} & \leftarrow \$ \operatorname{Setup}(\lambda, t) & \\
L & \leftarrow \$ \mathcal{A}_{0}(\lambda, \mathrm{pp}, t) & \text { choose a random pp } \\
x & \leftarrow \$ \mathcal{X} & \text { adversary preprocesses pp } \\
y_{A} & \leftarrow \$ \mathcal{A}_{1}(L, \mathrm{pp}, x) & \text { // adverse a random input } x \\
\text { advemputes an output } y_{A}
\end{array}
$$

We say that $\left(\mathcal{A}_{0}, \mathcal{A}_{1}\right)$ wins the game if $y_{A}=y$ where $(y, \pi):=\operatorname{Eval}(\mathrm{pp}, x)$.
Definition 4.4 (Sequentiality). For functions $\sigma(t)$ and $p(t)$, the VDF is $(p, \sigma)$-sequential if no pair of randomized algorithms $\mathcal{A}_{0}$, which runs in total time $O(\operatorname{poly}(\lambda) /(t, \lambda))$, and $\mathcal{A}_{1}$, which runs in parallel time $\sigma(t)$ on at most $p(t)$ processors, can win the sequentiality game with probability greater than negl( $\lambda$ ).

The definition captures the fact that even after $\mathcal{A}_{0}$ computes on the parameters pp for a (polynomially) long time, the adversary $\mathcal{A}_{1}$ cannot compute an output from the input $x$ in time $\sigma(t)$ on $p(t)$ parallel processors. If a VDF is $(p, \sigma)$-sequential for any polynomial $p$, then we simply say the VDF is $\sigma$-sequential. In the sequentiality game, we do not require the online attack algorithm $\mathcal{A}_{1}$ to output a proof $\pi$. The reason is that in many of our applications, for example, in a lottery, the adversary can profit simply by learning the output early, even without being able to prove correctness to a third party.

Values of $\sigma(t)$ Clearly any candidate construction trivially satisfies $\sigma(t)$-sequentiality for some $\sigma$ (e.g. $\sigma(t)=0$ ). Thus, security becomes more meaningful as $\sigma(t) \rightarrow t$. No construction can obtain $\sigma(t)=t$ because by design Eval runs in parallel time $t$. Ideal security is achieved when $\sigma(t)=t-1$. This ideal security is in general unrealistic unless, for example, time steps are measured in rounds of queries to an ideal oracle (e.g. random oracle). In practice, if the oracle is instantiated with a concrete program (e.g. a hash function), then differences in hardware/implementation would in general yield small differences in the response time for each query. An almost-perfect VDF would achieve $\sigma(t)=t-o(t)$ sequentiality. Even $\sigma(t)=t-\epsilon t$ sequentiality for small $\epsilon$ is sufficient for most applications. Security degrades as $\epsilon \rightarrow 1$. The naive VDF construction combining a hash chain with succinct verifiable computation (i.e. producing a SNARG proof of correctness following the hash chain computation) cannot beat $\epsilon=1 / 2$, unless it uses at least $\omega(t)$ parallelism to generate the proof in sublinear time (exceeding the allowable parallelism for VDFs, though see a relaxation to "weak" VDFs below).

Unpredictability and min-entropy Definition 4.4 captures an unpredictability property for the output of the VDF, similar to a one-way function. However, similar to random oracles, the output of the VDF on a given input is never indistinguishable from random. It is possible that no depth $\sigma(t)$ circuit can distinguish the output on a randomly sampled challenge from random, but only if the VDF proof is not given to the distinguisher. Efficiently decodable VDFs cannot achieve this stronger property.

For the application to random beacons (e.g. for lotteries), it is only necessary that on a random challenge the output is unpredictable and also has sufficient min-entropy ${ }^{1}$ conditioned on previous outputs for different challenges. In fact, $\sigma$-sequentiality already implies that min-entropy is $\Omega(\log \lambda)$. Otherwise some fixed output $y$ occurs with probability $1 / \operatorname{poly}(\lambda) /(\lambda)$ for randomly sampled input $x$; the adversary $\mathcal{A}_{0}$ can computes $O(\operatorname{poly}(\lambda) /(\lambda))$ samples of this distribution in the preprocessing to find such a $y^{\prime}$ with high probability, and then $\mathcal{A}_{1}$ could output $y^{\prime}$ as its guess. Moreover, if $\sigma$-sequentiality is achieved for $t$ superpolynomial (sub-exponential) in $\lambda$, then the preprocessing adversary is allowed $2^{o(\lambda)}$ samples, implying some $o(\lambda)$ min-entropy of the output must be preserved. By itself, $\sigma$-sequentiality does not imply $\Omega(\lambda)$ min-entropy. Stronger min-entropy preservation can be demonstrated in other ways given additional properties of the VDF, e.g. if it is a permutation or collision-resistant. Under suitable complexity theoretic assumptions (namely the existence of subexponential $2^{o(n)}$ circuit lower bounds) a combination of Nisan-Wigderson type PRGs and extractors can also be used to generate poly $(\lambda) /(\lambda)$ pseudorandom bits from a string with min-entropy $\log \lambda$.

Random "Delay" Oracle In the random oracle model, any unpredictable string (regardless of its min-entropy) can be used to extract an unpredictable $\lambda$-bit uniform random string. For the beacon application, a random oracle $H$ would simply be applied to the output of the VDF to generate the beacon value. We can even model this construction as an ideal object itself, a Random Delay Oracle, which implements a random function $H^{\prime}$ and on any given input $x$ it waits for $\sigma(t)$ steps before returning the output $H^{\prime}(x)$. Demonstrating a construction from a $\sigma$-sequential VDF and random oracle $H$ that is provably indifferentiable [MRH04] from a Random Delay Oracle is an interesting research question. ${ }^{2}$

Remark: Removing any single property makes VDF construction easy. We note the existence of well-known outputs if any property is removed:

- If Verify is not required to be fast, then simply iterating a one-way function $t$ times yields a trivial solution. Verification is done by re-computing the output, or a set of $\ell$ intermediate

[^20]points can be supplied as a proof which can be verified in parallel time $\Theta(t / \ell)$ using $\ell$ processors, with total verification time remaining $\Theta(t)$.

- If we do not require uniqueness, then the construction of Mahmoody et al. [MMV13] using hash functions and depth-robust graphs suffices. This construction was later improved by Cohen and Pietrzak [CP18]. This construction fails to ensure uniqueness because once an output $y$ is computed it can be easily mangled into many other valid outputs $y^{\prime} \neq y$, as discussed in Section 4.8.1.
- If we do not require $\sigma$-sequentiality, many solutions are possible, such as finding the discrete log of a challenge group element with respect to a fixed generator. Note that computing an elliptic curve discrete $\log$ can be done in parallel time $o(t)$ using a parallel version of the Pollard rho algorithm [vW94].

Weaker VDFs For certain applications it is still interesting to consider a VDF that requires even more than polylog $/(t)$ parallelism in Eval to compute the output in parallel time $t$. For example, in the randomness beacon application only one party is required to compute the VDF and all other parties can simply verify the output. It would not be unreasonable to give this one party a significant amount of parallel computing power and optimized hardware. This would yield a secure beacon as long as no adversary could compute the outputs of Eval in faster that $t$ steps given even more parallelism than this party. Moreover, for small values of $t$ it may be practical for anyone to use up to $O(t)$ parallelism (or more). With this in mind, we define a weaker variant of a VDF that allows additional parallelism in Eval.

Definition 4.5. We call a system $V=($ Setup, Eval, Verify) a weak-VDF if it satisfies Definition 4.1 with the exception that Eval is allowed up to poly $(t, \lambda)$ parallelism.

Note that $(p, \sigma)$-sequentiality can only be meaningful for a weak-VDF if Eval is allowed strictly less that $p(t)$ parallelism, otherwise the honest computation of Eval would require more parallelism than even the adversary is allowed.

### 4.4 VDFs from Incrementally Verifiable Computation

VDFs are by definition sequential functions. We, therefore, require the existence of sequential functions in order to construct any VDF. We begin by defining a sequential function.

Definition $4.6((t, \epsilon)$-Sequential function). $f: X \rightarrow Y$ is a $(t, \epsilon)$-sequential function if for $\lambda=$ $O(\log (|X|))$, if the following conditions hold.

1. There exists an algorithm that for all $x \in X$ evaluates $f$ in parallel time $t$ using poly $(\lambda) /(\log (t), \lambda)$ processors.
2. For all $\mathcal{A}$ that run in parallel time strictly less than $(1-\epsilon) \cdot t$ with $\operatorname{poly}(\lambda) /(t, \lambda)$ processors:

$$
\operatorname{Pr}\left[y_{A}=f(x) \mid y_{A} \leftarrow \$ \mathcal{A}(\lambda, x), x \leftarrow \$ X\right] \leq \operatorname{negl}(\lambda)(\lambda)
$$

In addition we consider iterated sequential functions that are defined as the iteration of some round function. The key property of an iterated sequential function is that iteration of the round function is the fastest way to evaluate the function.

Definition 4.7 (Iterated Sequential Function). Let $g: X \rightarrow X$ be a $(t, \epsilon)$-sequential function. A function $f: \mathbb{N} \times X \rightarrow X$ defined as $f(k, x)=g^{(k)}(x)=\underbrace{g \circ g \circ \cdots \circ g}_{k \text { times }}$ is said to be an iterated sequential function (with round function $g$ ) if for all $k=2^{o(\lambda)}$ the function $h: X \rightarrow X$ defined by $h(x)=f(k, x)$ is $(k \cdot t, \epsilon)$-sequential as in Definition 4.6.

It is widely believed that the function obtained from iterating a hash function like SHA-256 is an iterated sequential function with $t=O(\lambda)$ and $\epsilon$ negligible in $\lambda$. The sequentiality of such functions can be proved in the random oracle model [KMB17; MMV13]. We will use the functions $g$ explicitly and require it to have an explicit arithmetic circuit representation. Modeling $g$ as an oracle, therefore, does not suffice for our construction.

Another candidate for an iterated sequential function is exponentiation in a finite group of unknown order, where the round function is squaring in the group. The fastest known way to compute this is by repeated squaring which is an iterative sequential computation.

Based on these candidates, we can make the following assumption about the existence of iterated sequential functions:

Assumption 4.1. For all $\lambda \in \mathbb{N}$ there exist (1) an $\epsilon, t$ with $t=\operatorname{poly}(\lambda) /(\lambda)$, and (2) a function $g_{\lambda}: X \rightarrow X$, where $\log _{2}|X|=\lambda$ and $X$ can be sampled in time poly $(\lambda) /(\lambda)$. This $g_{\lambda}$ satisfies: (i) $g_{\lambda}$ is a $(t, \epsilon)$-sequential function, and (ii) the function $f: \mathbb{N} \times X \rightarrow X$ with round function $g_{\lambda}$ is an iterated sequential function.

An iterated sequential function by itself gives us many of the properties needed for a secure VDF. It is sequential by definition and the trivial algorithm (iteratively computing $g$ ) uses only $\operatorname{poly}(\lambda) /(\lambda)$ parallelism. Such a function by itself, however, does not suffice to construct a VDF. The fastest generic verification algorithm simply recomputes the function. While this ensures soundness it does not satisfy the efficient verification requirement of a VDF. The verifier of a VDF needs to be exponentially faster than the prover.

SNARGs and SNARKs A natural idea to improve the verification time is to use verifiable computation. In verifiable computation the prover computes a succinct argument (SNARG) that a
computation was done correctly. The argument can be efficiently verified using resources that are independent of the size of the computation. A SNARG is a weaker form of a succinct non-interactive argument of knowledge (SNARK) [Gen+13] for membership in an NP language $\mathcal{L}$ with relation $R$ (Definition 4.8). The additional requirement of a SNARK is that for any algorithm that outputs a valid proof of membership of an instance $x \in \mathcal{L}$ there is also an extractor that "watches" the algorithm and outputs a witness $w$ such that $(x, w) \in R$. In the special case of providing a succinct proof that a (polynomial size) computation $F$ was done correctly, i.e. $y$ is the output of $F$ on $x$, the NP witness is empty and the NP relation simply consists of pairs $((x, y), \perp)$ such that $F(x)=y$.

Definition 4.8 (Verifiable Computation / SNARK). Let $\mathcal{L}$ denote an NP language with relation $R_{\mathcal{L}}$, where $x \in \mathcal{L}$ iff $\exists w R_{\mathcal{L}}(x, w)=1$. A SNARK system for $R_{\mathcal{L}}$ is a triple of polynomial time algorithms (Setup, SNKProve, SNKVerify) that satisfy the following properties:

## Completeness:

$$
\forall(x, w) \in R_{\mathcal{L}}: \operatorname{Pr}\left[\begin{array}{l|l}
\operatorname{SNKVerify}(\mathrm{vk}, x, \pi)=1 & \begin{array}{c}
(\mathrm{vk}, \mathrm{ek}) \leftarrow \$ \operatorname{Setup}\left(1^{\lambda}\right) \\
\pi \leftarrow \text { SNKProve }(\mathrm{ek}, x, w)
\end{array}
\end{array}\right]=1
$$

Succinctness: The length of a proof and complexity of SNKVerify is bounded by poly $(\lambda, \log (|y|+$ $|w|))$.

Knowledge extraction:[sub-exponential adversary knowledge extractor] For all adversaries $\mathcal{A}$ running in time $2^{o(\lambda)}$ there exists an extractor Ext/ $\mathcal{A}$ running in time $2^{o(\lambda)}$ such that for all auxiliary inputs $z$ of size poly $(\lambda)$ :

$$
\operatorname{Pr}\left[\begin{array}{c|l}
\text { SNKVerify }(\mathrm{vk}, x, \pi)=1 & \begin{array}{l}
(\mathrm{vk}, \mathrm{ek}) \leftarrow \$ \operatorname{Setup}\left(1^{\lambda}\right) \\
R_{\mathcal{L}}(x, w) \neq 1
\end{array} \\
(x, \pi) \leftarrow \$ \mathcal{A}(z, \mathrm{ek}) \\
w \leftarrow \$ \operatorname{Ext} / \mathcal{A}(z, \mathrm{ek})
\end{array}\right] \leq \operatorname{negl}(\lambda)(\lambda)
$$

Impractical VDF from SNARGs. Consider the following construction for a VDF from a $(t, \epsilon)$ sequential function $f$. Let $\mathrm{pp}=(\mathrm{ek}, \mathrm{vk}) \leftarrow \$ \operatorname{Setup}(\lambda)$ be the public parameter of a SNARG scheme for proving membership in the language of pairs $(x, y)$ such that $f(x)=y$. On input $x \in X$ the Eval computes $y=f(x)$ and a succinct argument $\pi \leftarrow \$ \operatorname{SNKProve}(\mathrm{ek},(x, y), \perp)$. The prover outputs $((x, y), \pi)$. On input $((x, y), \pi)$ the verifier checks $y=f(x)$ by checking SNKVerify $(\mathrm{vk},(x, y), \pi)=1$.

This construction clearly satisfies fast verification. All known SNARK constructions are quasilinear in the length of the underlying computation $f$ [Ben+14b]. Assuming the cost for computing a SNARG for a computation of length $t$ is $k \cdot t \log (t)$ then the SNARG VDF construction achieves $\sigma(t)=\frac{(1-\epsilon) \cdot t}{(k+1) \cdot \log (t)}$ sequentiality. This does not even achieve the notion of $\left(1-\epsilon^{\prime}\right) t$ sequentiality for any adversary. This means that the adversary can compute the output of the VDF in a small fraction of the time that it takes the honest prover to convince an honest verifier. If, however, SNKProve is sufficiently parallelizable then it is possible to partially close the gap between the sequentiality of
$f$ and the sequentiality of the VDF. The Eval simply executes SNKProve on a parallel machine to reduce the relative total running time compared to the computation of $f$. SNARK constructions can run in parallel time polylog $/(t)$ on $O(t \cdot \operatorname{polylog} /(t))$ processors. This shows that a $V D F$ can theoretically be built from verifiable computation.

The construction has, however, two significant downsides: First, in practice computing a SNARG is more than 100,000 times more expensive than evaluating the underlying computation [Wah+15]. This means that to achieve meaningful sequentiality, the SNARG computation would require massive parallelism using hundreds thousands of cores. The required parallelism additionally depends on the time $t$. Second, the construction does not achieve $(1-\epsilon) t$ sequentiality, which is the optimal sequentiality that can be achieved by a construction which involves the evaluation of $f$.

We therefore, now give a $V D F$ construction ${ }^{3}$ with required parallelism independent of $t$ and $\sigma$-sequentiality asymptotically close to $(1-\epsilon) t$ where $\epsilon$ will be defined by the underlying sequential computation.

Incremental Verifiable Computation (IVC). IVC provides a direction for circumventing the problem mentioned above. IVC was first studied by Valiant [Val08] in the context of computationally sound proofs [Mic94]. Bitansky et al. [Bit+13a] generalized IVC to distributed computations and to other proof systems such as SNARKs. IVC requires that the underlying computation can be expressed as an iterative sequence of evaluations of the same Turing machine. An iterated sequential function satisfies this requirement.

The basic idea of IVC is that at every incremental step of the computation, a prover can produce a proof that a certain state is indeed the current state of the computation. This proof is updated after every step of the computation to produce a new proof. Importantly, the complexity of each proof in proof size and verification cost is bounded by poly $(\lambda) /(\lambda)$ for any sub-exponential length computation. Additionally the complexity of updating the proof is independent of the total length of the computation.

Towards VDFs from IVC. Consider a VDF construction that runs a sequential computation and after each step uses IVC to update a proof that both this step and the previous proof were correct. Unfortunately, for IVC that requires knowledge extraction we cannot prove soundness of this construction for $t>O(\lambda)$. The problem is that a recursive extraction yields an extractor that is exponential in the recursion depth [Bit+13a].

The trick around this is to construct a binary tree of proofs of limited depth [Val08; Bit+13a]. The leaf proofs verify computation steps whereas the internal node proofs prove that their children are valid proofs. The verifier only needs to check the root proof against the statement that all computation steps and internal proofs are correct.

[^21]We focus on the special case that the function $f$ is an iterated sequential function. The regularity of the iterated function ensures that the statement that the verifier checks is succinct. We impose a strict requirement on our $I V C$ scheme to output both the output of $f$ and a final proof with only an additive constant number of additional steps over evaluating $f$ alone.

We define tight IVC for an iterated sequential functions, which captures the required primitive needed for our theoretical VDF. We require that incremental proving is almost overhead free in that the prover can output the proof almost immediately after the computation has finished. The definition is a special case of Valiant's definition [Val08].

Definition 4.9 (Tight IVC for iterated sequential functions). Let $f_{\lambda}: \mathbb{N} \times \mathcal{X} \rightarrow \mathcal{X}$ be an iterated sequential function with $(t, \epsilon)$-sequential round function $g_{\lambda}$ iterated $k=2^{o(\lambda)}$ times. An IVC system for $f_{\lambda}$ is a triple of polynomial time algorithms (IVCGen, IVCProve, IVCVerify) that satisfy the following properties:

## Completeness:

$$
\forall x \in \mathcal{X}: \operatorname{Pr}\left[\begin{array}{l|l}
\operatorname{IVCVerify}(\mathrm{vk}, x, y, k, \pi)=\operatorname{Yes} & \left.\begin{array}{c}
(\mathrm{vk}, \mathrm{ek}) \leftarrow \Phi \operatorname{IVCGen}(\lambda, f) \\
(y, \pi) \leftarrow \$ \operatorname{IVCProve}(\mathrm{ek}, k, x)
\end{array}\right]=1 .
\end{array}\right.
$$

Succinctness: The length of a proof and the complexity of SNKVerify is bounded by $\operatorname{poly}(\lambda) /(\lambda, \log (k \cdot t))$.
Soundness:[sub-exponential soundness] For all algorithms $\mathcal{A}$ running in time $2^{o(\lambda)}$ :

$$
\operatorname{Pr}\left[\begin{array}{c|l}
\text { IVCVerify }(\mathrm{vk}, x, y, k, \pi)=\text { Yes } & (\mathrm{vk}, \mathrm{ek}) \leftarrow \mathbb{I} \operatorname{IVGGen}(\lambda, f) \\
f(k, x) \neq y & (x, y, k, \pi) \leftarrow \mathcal{A}(\lambda, \mathrm{vk}, \mathrm{ek})
\end{array}\right] \leq \operatorname{neg} \mathrm{I}(\lambda)(\lambda)
$$

Tight Incremental Proving: There exists a $k^{\prime}$ such that for all $k \geq k^{\prime}$ and $k=2^{o(\lambda)}$, IVCProve $(\mathrm{ek}, k, x)$ runs in parallel time $k \cdot t+O(1)$ using $\operatorname{poly}(\lambda) /(\lambda, t)$-processors.

Existence of tight IVC. Bitansky et al. [Bit+13a] showed that any SNARK system such as [Par+13] can be used to construct IVC. Under strong knowledge of exponent assumptions there exists an IVC scheme using a SNARK tree of depth less than $\lambda$ (Theorem 1 of [Bit+13a]). In every computation step the prover updates the proof by computing $\lambda$ new SNARKs each of complexity $\operatorname{poly}(\lambda) /(\lambda)$, each verifying another SNARK and one of complexity $t$ which verifies one evaluation of $g_{\lambda}$, the round function of $f_{\lambda}$. Ben Sasson et al. [Ben+13] discuss the parallel complexity of the Pinocchio SNARK [Par +13$]$ and show that for a circuit of size $m$ there exists a parallel prover using $O(m \cdot \log (m))$ processors that computes a SNARK in time $O(\log (m))$. Therefore, using these SNARKs we can construct an IVC proof system (IVCGen, IVCProve, IVCVerify) where, for sufficiently large $t$, IVCProve uses $\tilde{O}(\lambda+t)$ parallelism to produce each incremental IVC output in
time $\lambda \cdot \log (t+\lambda) \leq t$. If $t$ is not sufficiently large, i.e. $t>\lambda \cdot \log (t+\lambda)$ then we can construct an IVC proof system that creates proofs for $k^{\prime}$ evaluations of $g_{\lambda}$. The IVC proof system chooses $k^{\prime}$ such that $t \leq \lambda \cdot \log \left(k^{\prime} \cdot t+\lambda\right)$. Given this the total parallel runtime of IVCProve on $k$ iterations of an $(t, \epsilon)$-sequential function would thus be $k \cdot t+\lambda \cdot \log \left(k^{\prime} \cdot t+\lambda\right)=k \cdot t+O(1)$. This shows that we can construct tight IVC from existing SNARK constructions.
$V D F_{\text {IVC }}$ construction. We now construct a VDF from a tight IVC. By Assumption 4.1 we are given a family $\left\{f_{\lambda}\right\}$, where each $f_{\lambda}: \mathbb{N} \times X_{\lambda} \rightarrow X_{\lambda}$ is defined by $f_{\lambda}(k, x)=g_{\lambda}^{(k)}(x)$. Here $g_{\lambda}$ is a $(s, \epsilon)$-sequential function on an efficiently sampleable domain of size $O\left(2^{\lambda}\right)$.
Given a tight IVC proof system (IVCGen, IVCProve, IVCVerify) for $f$ we can construct a VDF that satisfies $\sigma(t)$-sequentiality for $\sigma(t)=(1-\epsilon) \cdot t-O(1)$ :

- Setup $(\lambda, t)$ : Let $g_{\lambda}$ be a $(t, \epsilon)$-sequential function and $f_{\lambda}$ the corresponding iterated sequential function as described in Assumption 4.1. Run (ek, vk) $\leftarrow \$ \operatorname{IVCGen}\left(\lambda, f_{\lambda}\right)$. Set $k$ to be the largest integer such that IVCProve $(\mathrm{ek}, k, x)$ takes time less than $t$. Output $\mathrm{pp}=((\mathrm{ek}, k),(\mathrm{vk}))$.
- $\operatorname{Eval}((\mathrm{ek}, k), x): \operatorname{Run}(y, \pi) \leftarrow \$ \operatorname{IVCProve}(\mathrm{ek}, k, x)$, output $(y, \pi)$.
- Verify (vk, $x,(y, \pi))$ : Run and output IVCVerify $(\mathrm{vk}, x, y, k, \pi)$.

Note that $t$ is fixed in the public parameters. It is, however, also possible to give $t$ directly to Eval. $V D F_{\mathrm{IVC}}$ is, therefore, incremental.

Lemma 4.1. $V D F_{I V C}$ satisfies soundness (Definition 4.3)
Proof. Assume that an $\operatorname{poly}(\lambda) /(t, \lambda)$ algorithm $\mathcal{A}$ outputs (with non-negligible probability in $\lambda$ ) a tuple $(x, y, \pi)$ on input $\lambda, t$, and $\mathrm{pp} \leftarrow \$ \operatorname{Setup}(\lambda, t)$ such that Verify $(\mathrm{pp}, x, y, \pi)=\operatorname{Yes}$ but $f_{\lambda}(k, x) \neq y$. We can then construct an adversary $\mathcal{A}^{\prime}$ that violates IVC soundness. Given (vk, ek) $\leftarrow \$ \operatorname{IVCGen}\left(\lambda, f_{\lambda}\right)$ the adversary $\mathcal{A}^{\prime}$ runs $\mathcal{A}$ on $\lambda, t$, and ( vk , ek). Since ( vk , ek) is sampled from the same distribution as $\mathrm{pp} \leftarrow \Phi \operatorname{Setup}(\lambda, t)$ it follows that, with non-negligible probability in $\lambda, \mathcal{A}^{\prime}$ outputs $(x, y, \pi)$ such that $\operatorname{Verify}(\mathrm{pp}, x, y, \pi)=\operatorname{IVCVerify}(\mathrm{vk}, x, y, k, \pi)=$ Yes and $f_{\lambda}(k, x) \neq y$, which directly violates the soundness of IVC.

Theorem $4.1\left(V D F_{\mathrm{IVC}}\right) . V D F_{I V C}$ is a $V D F$ scheme with $\sigma(t)=(1-\epsilon) t-O(1)$ sequentiality.
Proof. First note that the $V D F_{\mathrm{IVC}}$ algorithms satisfy the definition of the VDF algorithms. IVCProve runs in time $\left(\frac{t}{s}-1\right) \cdot s+s=t$ using poly $(\lambda) /(\lambda, s)=\operatorname{poly}(\lambda) /(\lambda)$ processors. IVCVerify runs in total time poly $(\lambda) /(\lambda, \log (t))$. Correctness follows from the correctness of the IVC scheme. Soundness was proved in Lemma 4.1. The scheme is $\sigma(t)$-sequential because IVCProve runs in time $k \cdot s+O(1)<t$. If any algorithm that uses poly $(\lambda) /(t, \lambda)$ processors can produce the VDF output in time less than $(1-\epsilon) t-O(1)$ he can directly break the $t, \epsilon$-sequentiality of $f_{\lambda}$. Since $s$ is independent of $t$ we can conclude that $V D F_{\mathrm{IVC}}$ has $\sigma(t)=(1-\epsilon) t-O(1)$ sequentiality.

### 4.5 VDFs from Verifiable Computation

We next present a VDF construction from verifiable computation. This construction is simpler than the one in the previous section in that it does not require tight incremental verifiable computation. Verifiable computation is sufficient.

The core idea is that we can run a sequential computation and, in parallel, compute multiple SNARGs that prove the correctness of different parts of the computation. The protocol we propose computes $\log N$ SNARGs in parallel for segments of geometrically decreasing size.

Let $f$ be an iterated sequential function obtained from iterating a round function $k$ times. As a warmup, assume that constructing a SNARG for an evaluation of $f$ takes exactly the same time as computing the function $f$. The VDF prover first iterates the round function $k / 2$ times, to complete half the computation of $f$ on a given input. It then iterates the round function $k / 2$ more times, and in parallel, computes a SNARG for the first $k / 2$ iterations. This way the SNARG computation and the function evaluation will complete at the same time. The prover then continues by constructing a SNARG for the next $k / 4$ iterations of the round function, then the next $k / 8$ iterations, and so on. All these SNARGs are constructed in parallel to computing the function. The final iteration requires no SNARG as the verifier can check it directly. All these SNARG computations are done in parallel. Using $\log _{2}(k)$ processors, the evaluation of $f$ and all the SNARG computations will complete at exactly the same time. Hence, constructing the SNARGs adds no time to the evaluation of $f$, but requires $\log _{2} k$ parallelism at the evaluator.

We will now describe a more general construction that allows for arbitrary gaps between the SNARG prover time and the function evaluation time. The construction uses an iterated sequential function and a SNARG proof system. However, an analogous construction can be built from any underlying VDF scheme. The construction can amplify the VDF scheme to a "tight" VDF scheme in which the prover outputs the proof concurrently with the output. The amplification has a logarithmic overhead in proof size, verifier time, and prover parallelism. This is described in more detail in concurrent work by Döttling, Garg, Malavolta and Vasudevan[Döt+20].
$V D F_{\mathbf{V C}}$ construction As in the $V D F_{\text {IVC }}$ we use a family of sequential iterated functions $\left\{f_{\lambda}\right\}$ such that each $f_{\lambda}: \mathbb{Z} \times X_{\lambda} \rightarrow X_{\lambda}$ is defined as $f_{\lambda}(k, x)=g_{\lambda}^{(k)}(x)$ for an $(s, \epsilon)$ sequential function $g_{\lambda}$. We are also given a SNARK systems (Setup, SNKProve, SNKVerify) for the family of relations $R_{f_{\lambda}, k}:=\left\{((x, y), \perp): f_{\lambda}(k, x)=y\right\}$. The SNARK only needs to satisfy the soundness definition and not the knowledge extraction so a SNARG suffices. We slightly modify the system compared to Definition 4.8 by letting $\operatorname{Setup}_{f_{\lambda}, k}$ be the setup for a SNARG corresponding to $R_{f_{\lambda}, k}$. We also let $\alpha \in \mathbb{R}^{+}$denote how much slower the SNARG prover runs compared to the evaluation of $f_{\lambda}$. That is, if $f_{\lambda}(k, x)$ can be evaluated in time $t$ then SNKProve runs in time at most $\alpha \cdot t$ on the same machine. Note that we implicitly require that SNKProve is a linear algorithm but the construction can easily modified for quasilinear algorithms. $V D F_{\mathrm{VC}}$ works by running the computation of $f_{\lambda}$ until $t \cdot\left(\frac{1}{\alpha+1}\right)$
time has passed. That is, compute $\frac{k}{\alpha+1}$ iterations of $g_{\lambda}$ on the input. Then the prover continues the computation and in parallel computes a SNARG for that first $\frac{1}{\alpha+1}$ fraction of the computation. The same process is repeated using geometrically decreasing parts of the computation. Namely, the prover produce a SNARG for the next $\frac{1}{\alpha+1}$ fraction of the remaining computation and in parallel continue the computation of $f_{\lambda}$ as well as all other executing SNARG computations. After $\ell$ steps a $\left(\frac{\alpha}{\alpha+1}\right)^{\ell}$ fraction of the computation remains and $\ell$ SNARGs are being computed in parallel. Thus after $n=\log _{\frac{\alpha}{\alpha+1}}(k)$ steps only 1 invocation of $g$ remains. The verifier can check this invocation directly. For simplicity we assume that $k$ is a power of $\frac{\alpha}{\alpha+1}$. Note that all SNARG computations will finish at the same time, precisely when the computation of $f_{\lambda}$ is completed.

- Setup $(\lambda, t)$ : Let $g_{\lambda}$ be a $(s, \epsilon)$ sequential function. Let $k=\frac{t}{s}$. For $i=1$ to $n=\log _{\frac{\alpha}{\alpha+1}}(k)$ the setup generates $\left(\mathrm{vk}_{i}, \mathrm{ek}_{i}\right) \leftarrow \operatorname{Setup}_{f_{\lambda}, k_{i}}(\lambda)$, where $k_{i}$ is defined as

$$
k_{i}=\left(\left(\frac{\alpha}{\alpha+1}\right)^{i-1}-\left(\frac{\alpha}{\alpha+1}\right)^{i}\right) \cdot \frac{t}{s} .
$$

Output pp $=\left\{\left(\left(\mathrm{ek}_{i}, k_{i}\right), \mathrm{vk}_{i}\right)\right\}_{i=1, \ldots, n}$.

- Eval(pp, $x)$ : Let $x_{0}=x$. For $i=1$ to $n$ compute $x_{i}=g^{\left(k_{i}\right)}\left(x_{i-1}\right)$ and in parallel start the computation of $\pi_{i}=\operatorname{SNKProve}\left(\mathrm{ek}_{i},\left(x_{i-1}, x_{i}\right), \perp\right)$. Finally let $y=g\left(x_{n}\right)$. Output $\left\{y,\left(x_{1}, \pi_{1} \ldots, x_{n}, \pi_{n}\right)\right\}$
- Verify $\left(\left\{\mathrm{vk}_{1}, \ldots, \mathrm{vk}_{n}\right\}, x,\left(y,\left(x_{1}, \pi_{1} \ldots, x_{n}, \pi_{n}\right)\right)\right)$ : Verify the proofs by running $\operatorname{SNKVerify}\left(\mathrm{vk}_{i},\left(x_{i-1}, x_{i}\right), \pi_{i}\right)$. If any verification fails, reject. Else output 'yes' if $g\left(x_{n}\right)=y$ and reject otherwise.

Lemma 4.2 (soundness). Given a sound $S N A R G$ system as defined by Definition 4.8, VDF ${ }_{V C}$ satisfies soundness (Definition 4.3)

Proof. Assume that an poly $(\lambda) /(t, \lambda)$ algorithm $\mathcal{A}$ outputs (with non-negligible probability in $\lambda$ ) a tuple $(x, y, \pi)$ on input $\lambda, t$, and pp such that $\operatorname{Verify~}(\mathrm{pp}, x, y, \pi)=$ Yes but $f_{\lambda}(k, x) \neq y$. We can then construct an adversary $\mathcal{A}^{\prime}$ that violates the SNARG soundness. Note that the proof contains the intermediate computation steps $x_{0}, \ldots, x_{n}$ with $x_{0}=x$. The verification guarantees that $g\left(x_{n}\right)=y$. However, if $f(x) \neq y$ then there must be an $i \in[0, n-1]$ such that $g^{\left(k_{i}\right)}\left(x_{i}\right) \neq x_{i+1}$ for $k_{i}=\frac{\alpha^{i-1}}{(\alpha+1)^{i}} \cdot \frac{t}{s}$. Note that this directly contradicts the soundness of the underlying SNARG. $\mathcal{A}^{\prime}$ therefore simply runs $\mathcal{A}$ using honestly generated $\left(\mathrm{vk}_{i}\right.$, ek $\left._{i}\right)$ for all $n$ SNARG proof systems. $\mathcal{A}^{\prime}$ is able to break at the soundness of at least one of the proof systems simply using the output of $\mathcal{A}$, i.e. $\pi_{i}$ and $x_{i}, x_{i+1}$. Since by assumption $\mathcal{A}^{\prime}$ can only succeed with negligible probability $\mathcal{A}^{\prime}$ also only succeeds with negligible probability. This shows that $V D F_{\mathrm{VC}}$ is sound.

Theorem $4.2\left(V D F_{\mathrm{VC}}\right.$ is a VDF). Given $a(s, \epsilon)$ sequential function $f_{\lambda}$ and a SNARG proof system with perfect completeness, $V D F_{V C}$ is a $V D F$ scheme with $\sigma(t)=(1-\epsilon) t$ sequentiality.

Proof. The algorithms of $V D F_{\mathrm{VC}}$ satisfy the definition of the VDF algorithms. Treating $\alpha$ and $s$ as constants, the verifier checks only a logarithmic (in $t$ ) number of succinct proofs and one evaluation
of $g_{\lambda}$. The prover requires $\log (t)$ parallelism for the computation of the proofs. Correctness is immediate from the construction and the completeness of the SNARG. Soundness was proved in Lemma 4.2. It remains to prove sequentiality. The Eval algorithm runs exactly in the time that it takes to compute $f_{\lambda}\left(\frac{t}{s}, x\right)$ as all the proof computation runs in parallel and by assumption completes the same moment the computation of $f_{\lambda}$ completes. Any adversary that can output the VDF value in time less than $(1-\epsilon) t$ will therefore directly break the $(t, \epsilon)$ sequentiality of $f_{\lambda}$.

### 4.5.1 Discussion

We note that both the proof size, the verifier time, and the required parallelism of $V D F_{\mathrm{VC}}$ are highly dependent on $\alpha$. If $\alpha>1$ the number of iterations, i.e. the number of proofs and required parallelism is close to $\log (t / s) \cdot \alpha$, i.e. linear in $\alpha$. If $\alpha \approx 100,000$, as is the case for modern SNARGs on arbitrary computations, then this may become prohibitively large. In Section 4.6 and Section 4.7 we show how we can boost the construction to significantly reduce the prover overhead. In particular we construct specific instantiations of $g$ and $f$ that a) are more efficient to verify than to evaluate, allowing a SNARG proof to assert a simpler statement and b) that are specifically optimized for modern SNARG systems. With these optimizations and certain parameter selection it is feasible to bring $\alpha$ closer to 1 or possibly even below 1 .

We also note that the same technique of computing several proofs in parallel can be used to boost subsequent VDF constructions such as the RivShaAdl78 based constructions by Pietrzak [Pie19b] and Wesolowski [Wes20]. These VDFs, in particular Wesolowski's construction, have a significant prover overhead. This leads to a suboptimal $\sigma(t)$-sequentiality. Using the same technique of computing proofs in parallel we can create "tight" VDFs with only a logarithmic overhead in terms of required parallelism, proof size, and verifier overhead.

### 4.6 A weak VDF based on injective rational maps

In this section we explore a framework for constructing a weak VDF satisfying $\left(t^{2}, o(t)\right)$-sequentiality based on the existence of degree $t$ injective rational maps that cannot be inverted faster than computing polynomial greatest common denominators (GCDs) of degree $t$ polynomials, which we conjecture cannot be solved in parallel time less than $t-o(t)$ on fewer than $t^{2}$ parallel processors. Our candidate map will be a permutation polynomial over a finite field of degree $t$. The construction built from it is a weak VDF because the Eval will require $O(t)$ parallelism to run in parallel time $t$.

### 4.6.1 Injective rational maps

Rational maps on algebraic sets. An algebraic rational function on finite vector spaces is a function $F: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$ such that $F=\left(f_{1}, \ldots, f_{m}\right)$ where each $f_{i}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}$ is a rational function in
$\mathbb{F}_{q}\left(X_{1}, \ldots, X_{n}\right)$, for $i=1, \ldots, m$. An algebraic set $\mathcal{Y} \subseteq \mathbb{F}_{q}^{n}$ is the complete set of points on which some set $S$ of polynomials simultaneously vanish, i.e. $\mathcal{Y}=\left\{x \in \mathbb{F}_{q}^{n} \mid f(x)=0\right.$ for all $\left.f \in S\right\}$ for some $S \subset \mathbb{F}_{q}\left[X_{1}, \ldots, X_{n}\right]$. An injective rational map of algebraic sets $\mathcal{Y} \subseteq \mathbb{F}_{q}^{n}$ to $\mathcal{X} \subseteq \mathbb{F}_{q}^{m}$ is an algebraic rational function $F$ that is injective on $\mathcal{Y}$, i.e. if $\mathcal{X}:=F(\mathcal{Y})$, then for every $\bar{x} \in \mathcal{X}$ there exists a unique $\bar{y} \in \mathcal{Y}$ such that $F(\bar{y})=\bar{x}$.

Inverting rational maps. Consider the problem of inverting an injective rational map $F=$ $\left(f_{1}, \ldots, f_{m}\right)$ on algebraic sets $\mathcal{Y} \subseteq \mathbb{F}_{q}^{n}$ to $\mathcal{X} \subseteq \mathbb{F}_{q}^{m}$. Here $\mathcal{Y} \subseteq \mathbb{F}_{q}^{n}$ is the set of vanishing points of some set of polynomials $S$. For $x \in \mathbb{F}_{q}^{m}$, a solution to $F(\bar{y})=\bar{x}$ is a point $\bar{y} \in \mathbb{F}_{q}^{n}$ such that all polynomials in $S$ vanish at $\bar{y}$ and $f_{i}(\bar{y})=x_{i}$ for $i=1, \ldots, m$. Furthermore, each $f_{i}(\bar{y})=g(\bar{y}) / h(\bar{y})=x_{i}$ for some polynomials $g, h$, and hence yields a polynomial constraint $z_{i}(\bar{y}):=g(\bar{y})-x_{i} h(\bar{y})=0$. In total we are looking for solutions to $|S|+m$ polynomial constraints on $\bar{y}$.

We illustrate two special cases of injective rational maps that can be inverted by a univariate polynomial GCD computation. In general, inverting injective rational maps on $\mathbb{F}_{q}^{d}$ for constant $d$ can be reduced to a univariate polynomial GCD computation using resultants.

- Rational functions on finite fields. Consider any injective rational function $F(X)=g(X) / h(X)$, for univariate polynomials $h, g$, on a finite field $\mathbb{F}_{q}$. A finite field is actually a special case of an algebraic set over itself; it is the set of roots of the polynomial $X^{q}-X$. Inverting $F$ on a point $c \in \mathbb{F}_{q}$ can be done by calculating $G C D\left(X^{q}-X, g(X)-c \cdot h(X)\right)$, which outputs $X-s$ for the unique $s$ such that $F(s)=c$.
- Rational maps on elliptic curves. An elliptic curve $E\left(\mathbb{F}_{q}\right)$ over $\mathbb{F}_{q}$ is a 2-dimensional algebraic set of vanishing points in $\mathbb{F}_{q}^{2}$ of a bivariate polynomial $E(y, x)=y^{2}-x^{3}-a x-b$. Inverting an injective rational function $F$ on a point in the image of $F\left(E\left(\mathbb{F}_{q}\right)\right)$ involves computing the GCD of three bivariate polynomials: $E, z_{1}, z_{2}$, where $z_{1}$ and $z_{2}$ come from the two rational function components of $F$. The resultant $R=\operatorname{Res}_{y}\left(z_{1}, z_{2}\right)$ is a univariate polynomial in $x$ of degree $\operatorname{deg}\left(z_{1}\right) \cdot \operatorname{deg}\left(z_{2}\right)$ such that $R(x)=0$ iff there exists $y$ such that $(x, y)$ is a root of both $z_{1}$ and $z_{2}$. Finally, taking the resultant again $R^{\prime}=\operatorname{Res}_{y}(R, E)$ yields a univariate polynomial such that any root $x$ of $R^{\prime}$ has a corresponding coordinate $y$ such that $(x, y)$ is a point on $E$ and satisfies constraints $z_{1}$ and $z_{2}$. Solving for the unique root of $R^{\prime}$ reduces to a Euclidean GCD computation as above. Then given $x$, there are two possible points $(x, y) \in E$, so we can try them both and output the unique point that satisfies all the constraints.

Euclidean algorithm for univariate polynomial GCD. Univariate polynomials over a finite field form a Euclidean domain, and therefore the GCD of two polynomials can be found using the Euclidean algorithm. For two polynomials $f$ and $g$ such that $\operatorname{deg}(f)>\operatorname{deg}(g)=d$, one first reduces $f \bmod g$ and then computes $G C D(f, g)=G C D(f \bmod g, g)$. In the example $f=X^{q}-X$, the first step of reducing $X^{q} \bmod g$ requires $O(\log (q))$ multiplications of degree $O(\operatorname{deg}(g))$ polynomials.

Starting with $X$, we run the sequence of repeated squaring operations to get $X^{q}$, reducing the intermediate results mod $g$ after each squaring operation. Then running the Euclidean algorithm to find $G C D(f \bmod g, g)$ involves $O(d)$ sequential steps where in each step we subtract two $O(d)$ degree polynomials. On a sequential machine this computation takes $O\left(d^{2}\right)$ time, but on $O(d)$ parallel processors this can be computed in parallel time $O(d)$.

NC algorithm for univariate polynomial GCD. There is an algorithm for computing the GCD of two univariate polynomials of degree $d$ in $O\left(\log ^{2}(d)\right)$ parallel time, but requires $O\left(d^{3.8}\right)$ parallel processors. This algorithm runs $d$ parallel determinant calculations on submatrices of the Sylvester matrix associated with the two polynomials, each of size $O\left(d^{2}\right)$. Each determinant can be computed in parallel time $O\left(\log ^{2}(d)\right)$ on $M(d) \in O\left(d^{2.85}\right)$ parallel processors [Cod +97$]$. The parallel advantage of this method over the euclidean GCD method kicks in after $O\left(d^{2.85}\right)$ processors. For any $c \leq d / \log ^{2}(d)$, it is possible to compute the GCD in $O(d / c)$ steps on $c \log ^{2}(d) M(d)$ processors.

Sequentiality of univariate polynomial GCD. The GCD can be calculated in parallel time $d$ using $d$ parallel processors via the Euclidean algorithm. The NC algorithm only beats this bound on strictly greater than $d^{2.85}$ processors, but a hybrid of the two methods can gain an $o(d)$ speedup on only $d^{2}$ processors. Specifically, we can run the Euclidean method for $d-d^{2 / 3}$ steps until we are left with two polynomials of degree $d^{2 / 3}$, then we can run the NC algorithm using $\log ^{3}(d) M\left(d^{2 / 3}\right)<$ $\left(d^{2 / 3}\right)^{3}=d^{2}$ processors to compute the GCD of these polynomials in $O\left(d^{2 / 3} / \log (d)\right)$ steps, for a total of $d-\epsilon d^{2 / 3}$ steps. This improvement can be tightened further, but generally results in $d-o(d)$ steps as long as $M(d) \in \omega\left(d^{2}\right)$.

We pose the following assumption on the parallel complexity of calculating polynomials GCDs on fewer that $O\left(d^{2}\right)$ processors. This assumption would be broken if there is an NC algorithm for computing the determinant of a $n \times n$ matrix on $o\left(n^{2}\right)$ processors, but this would require a significant advance in mathematics on a problem that has been studied for a long time.

Assumption 4.2. There is no general algorithm for computing the GCD of two univariate polynomials of degree $d$ over a finite field $\mathbb{F}_{q}\left(\right.$ where $\left.q>d^{3}\right)$ in less than parallel time $d-o(d)$ on $O\left(d^{2}\right)$ parallel processors.

On the other hand, evaluating a polynomial of degree $d$ can be logarithmic in its degree, provided the polynomial can be expressed as a small arithmetic circuit, e.g. $(a x+b)^{d}$ can be computed with $O(\log (d))$ field operations.

Abstract weak VDF from an injective rational map. Let $F: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$ be a rational function that is an injective map from $\mathcal{Y}$ to $\mathcal{X}:=F(\mathcal{Y})$. We further require that $\mathcal{X}$ is efficiently sampleable and that $F$ can be evaluated efficiently for all $\bar{y} \in \mathcal{Y}$. When using $F$ in a VDF we will require that $|\mathcal{X}|>\lambda t^{3}$ to prevent brute force attacks, where $t$ and $\lambda$ are given as input to the Setup algorithm.

We will need a family $\mathcal{F}:=\{(q, F, \mathcal{X}, \mathcal{Y})\}_{\lambda, t}$ parameterized by $\lambda$ and $t$. Given such a family we can construct a weak VDF as follows:

- Setup $(\lambda, t)$ : choose a $(q, F, \mathcal{X}, \mathcal{Y}) \in \mathcal{F}$ specified by $\lambda$ and $t$, and output $\mathrm{pp}:=((q, F),(q, F))$.
- $\operatorname{Eval}((q, F), \bar{x})$ : for an output $\bar{x} \in \mathcal{X} \subseteq \mathbb{F}_{q}^{m}$ compute $\bar{y} \in \mathcal{Y}$ such that $F(\bar{y})=\bar{x}$; The proof $\pi$ is empty.
- $\operatorname{Verify}((q, F), \bar{x}, \bar{y}, \pi)$ outputs Yes if $F(\bar{y})=\bar{x}$.

The reason we require that $F$ be injective on $\mathcal{Y}$ is so that the solution $\bar{y}$ be unique.
The construction is a weak $(p(t), \sigma(t))$-VDF for $p(t)=t^{2}$ and $\sigma(t)=t-o(t)$ assuming that there is no algorithm that can invert of $F \in \mathcal{F}$ on a random value in less than parallel time $d-o(d)$ on $O\left(d^{2}\right)$ processors. Note that this is a stronger assumption than 4.2 as the inversion reduces to a specific GCD computation rather than a general one.

Candidate rational maps. The question, of course, is how to instantiate the function family $\mathcal{F}$ so that the resulting weak VDF system is secure. There are many examples of rational maps on low dimensional algebraic sets among which we can search for candidates. Here we will focus on the special case of efficiently computable permutation polynomials over $\mathbb{F}_{q}$, and one particular family of permutation polynomials that may be suitable.

### 4.6.2 Univariate permutation polynomials

The simplest instantiation of the VDF system above is when $n=m=1$ and $\mathcal{Y}=\mathbb{F}_{q}$. In this case, the function $F$ is a univariate polynomial $f: \mathbb{F}_{q} \rightarrow \mathbb{F}_{q}$. If $f$ implements an injective map on $\mathbb{F}_{q}$, then it must be a permutation of $\mathbb{F}_{q}$, which brings us to the study of univariate permutation polynomials as VDFs.

The simplest permutation polynomials are the monomials $x^{e}$ for $e \geq 1$, where $g c d(e, q-1)=1$. These polynomials however, can be easily inverted and do not give a secure VDF. Dickson polynomials [LMT93] $D_{n, \alpha} \in \mathbb{F}_{p}[x]$ are another well known family of polynomials over $\mathbb{F}_{p}$ that permute $\mathbb{F}_{p}$. Dickson polynomials are defined by a recurrence relation and can be evaluated efficiently. Dickson polynomials satisfy $D_{t, \alpha^{n}}\left(D_{n, \alpha}(x)\right)=x$ for all $n, t, \alpha$ where $n \cdot t=1 \bmod p-1$, hence they are easy to invert over $\mathbb{F}_{p}$ and again do not give a secure VDF.

A number of other classes of permutation polynomials have been discovered over the last several decades [Hou15]. We need a class of permutation polynomials over a suitably large field that have a tunable degree, are fast to evaluate (i.e. have polylog/(d) circuit complexity), and cannot be inverted faster than running the parallelized Euclidean algorithm on $\mathrm{O}(\mathrm{d})$ processors.

Candidate permutation polynomial. We consider the following polynomial of Guralnick and Muller [GM97] over $\mathbb{F}_{p^{m}}$ :

$$
\begin{equation*}
\frac{\left(x^{s}-a x-a\right) \cdot\left(x^{s}-a x+a\right)^{s}+\left(\left(x^{s}-a x+a\right)^{2}+4 a^{2} x\right)^{(s+1) / 2}}{2 x^{s}} \tag{4.1}
\end{equation*}
$$

where $s=p^{r}$ for odd prime $p$ and $a$ is not a $(s-1) s t$ power in $\mathbb{F}_{p^{m}}$. This polynomial is a degree $s^{3}$ permutation on the field $\mathbb{F}_{p^{m}}$ for all $s, m$ chosen independently.

Below we discuss why instantiating a VDF with nearly all other examples of permutation polynomials would not be secure and why attacks on these other polynomials do not work against this candidate.

Attacks on other families of permutation polynomials. We list here several other families of permutation polynomials that can be evaluated in $O$ (polylog/(d)) time, yet would not yield a secure VDF. We explain why each of these attacks do not work against the candidate polynomial.

1. Sparse permutation polynomials. Sparse polynomials have a constant number of terms and therefore can be evaluated in time $O(\log (d))$. There exist families of non-monomial sparse permutation polynomials, e.g. $X^{2^{t+1}+1}+X^{3}+X \in \mathbb{F}_{2^{2 t+1}}[X]$ [Hou15, Thm 4.12]. The problem is that the degree of this polynomial is larger than the square root of the field size, which allows for brute force parallel attacks. Unfortunately, all known sparse permutation polynomials have this problem. In our candidate the field size can be made arbitrarily large relative to the degree of the polynomial.
2. Linear algebraic attacks. A classic example of a sparse permutation polynomial of tunable degree over an arbitrarily large field, due to Mathieu [Mat61], is the family $x^{p^{i}}-a x$ over $\mathbb{F}_{p^{m}}$ where $a$ is not a $p-1$ st power. Unfortunately, this polynomial is easy to invert because $x \mapsto x^{p^{i}}$ is a linear operator in characteristic $p$ so the polynomial can be written as a linear equation over an $m$-dimensional vector space. To prevent linear algebraic attacks the degree of at least one non-linear term in the polynomial cannot be divisible by the field characteristic $p$. In our candidate there are many such non-linear terms, e.g. of degree $s+1$ where $s=p^{r}$.
3. Exceptional polynomials co-prime to characteristic. An exceptional polynomial is a polynomial $f \in \mathbb{F}_{q}[X]$ which is a permutation on $\mathbb{F}_{q^{m}}$ for infinitely many $m$, which allows us to choose sufficiently large $m$ to avoid brute force attacks. Any permutation polynomial of degree at most $q^{1 / 4}$ over $F_{q}$ is exceptional [Zie]. Since we want $q$ to be exponential in the security parameter and the degree to be sub-exponential we can restrict the search for candidate polynomials to exceptional polynomials. However, all exceptional polynomials over $\mathbb{F}_{q}$. of degree co-prime to $q$ can be written as the composition of Dickson polynomials and linear polynomials, which are easy to invert [Mül97]. In our candidate, the degree $s^{3}$ of the polynomial and field size are both powers of $p$, and are therefore not co-prime.

Additional application: a new family of one-way permutations. We note that a sparse permutation polynomial of sufficiently high degree over a sufficiently large finite field may be a good candidate for a one-way permutation. This may give a secure one-way permutation over a domain of smaller size than what is possible by other methods.

### 4.6.3 Comparison to square roots mod $p$

A classic approach to designing a sequentially slow verifiable function, dating back to Dwork and Naor [DN93], is computing modular square roots. Given a challenge $x \in \mathbb{Z}_{p}$, computing $y=x^{\frac{p+1}{4}}$ $(\bmod p)$ can be efficiently verified by checking that $y^{2}=x(\bmod p)($ for $p \equiv 3(\bmod 4))$. There is no known way to compute this exponentiation in faster than $\log (p)$ sequential field multiplications.

This is a special case of inverting a rational function over a finite field, namely the polynomial $f(y)=y^{2}$, although this function is not injective and therefore cannot be calculated with GCDs. An injective rational function with nearly the same characteristics is the permutation $f(y)=y^{3}$. Since the inverse of $3 \bmod p-1$ will be $O(\log p)$ bits, this requires $O(\log p)$ squaring operations to invert. Viewed another way, this degree 3 polynomial can be inverted on a point $c$ by computing the $\operatorname{GCD}\left(y^{p}-y, y^{2}-c\right)$, where the first step requires reducing $y^{p}-y \bmod y^{3}-c$, involving $\left.O(\log p)\right)$ repeated squarings and reductions $\bmod y^{3}-c$.

While this approach appears to offer a delay parameter of $t=\log (p)$, as $t$ grows asymptotically the evaluator can use $O(t)$ parallel processors to gain a factor $t$ parallel speedup in field multiplications, thus completing the challenge in parallel time equivalent to one squaring operation on a sequential machine. Therefore, there is asymptotically no difference in the parallel time complexity of the evaluation and the total time complexity of the verification, which is why this does not even meet our definition of a weak VDF. Our approach of using higher degree injective rational maps gives a strict (asymptotic) improvement on the modular square/cubes approach, and to the best of our knowledge is the first concrete algebraic candidate to achieve an exponential gap between parallel evaluation complexity and total verification complexity.

### 4.7 Practical improvements on VDFs from IVC

In this section we propose a practical boost to constructing VDFs from IVC (Section 4.4). In an IVC construction the prover constructs a SNARK which verifies a SNARK. Ben-Sasson et al. [Ben+14b] showed an efficient construction for IVC using "cycles of Elliptic curves". This construction builds on the pairing-based SNARK [Par+13]. This SNARK system operates on arithmetic circuits defined over a finite field $\mathbb{F}_{p}$. The proof output consists of elements of an elliptic curve group $E / \mathbb{F}_{q}$ of prime order $p$ (defined over a field $\mathbb{F}_{q}$ ). The SNARK verification circuit, which computes a pairing, is therefore an arithmetic circuit over $\mathbb{F}_{q}$. Since $q \neq p$, the prover cannot construct a new SNARK that directly operates on the verification circuit, as the SNARK operates on circuits defined over
$\mathbb{F}_{p}$. Ben-Sasson et. al. propose using two SNARK systems where the curve order of one is equal to the base field of the other, and vice versa. This requires finding a pair of pairing-friendly elliptic curves $E_{1}, E_{2}$ (defined over two different base fields $\mathbb{F}_{1}$ and $\mathbb{F}_{2}$ ) with the property that the order of each curve is equal to the size of the base field of the other.

The main practical consideration in $V D F_{\text {IVC }}$ is that the evaluator needs to be able to update the incremental SNARK proofs at the same rate as computing the underlying sequential function, and without requiring a ridiculous amount of parallelism to do so. Our proposed improvements are based on two ideas:

1. In current SNARK/IVC constructions (including [Par+13], [Ben+14b]) the prover complexity is proportional to the multiplicative arithmetic complexity of the underlying statement over the field $\mathbb{F}_{p}$ used in the $\operatorname{SNARK}\left(p \approx 2^{128}\right)$. Therefore, as an optimization, we can use a "SNARK friendly" hash function (or permutation) as the iterated sequential function such that the verification of each iteration has a lower multiplicative arithmetic complexity over $\mathbb{F}_{p}$.
2. We can use the Eval of a weak VDF as the iterated sequential function, and compute a SNARK over the Verify circuit applied to each incremental output instead of the Eval circuit. This should increase the number of sequential steps required to evaluate the iterated sequential function relative to the number of multiplication gates over which the SNARK is computed.

An improvement of type (1) alone could be achieved by simply using a cipher or hash function that has better multiplicative complexity over the SNARK field $\mathbb{F}_{q}$ than AES or SHA256 (e.g., see MiMC [Alb+16], which has $1.6 \%$ complexity of AES). We will explain how using square roots in $\mathbb{F}_{q}$ or a suitable permutation polynomial over $\mathbb{F}_{q}$ (from Section 4.6) as the iterated function achieve improvements of both types (1) and (2).

### 4.7.1 Iterated square roots in $\mathbb{F}_{q}$

Sloth A recent construction called Sloth [LW15] proposed a secure way to chain a series of square root computations in $\mathbb{Z}_{p}$ interleaved with a simple permutation ${ }^{4}$ such that the chain must be evaluated sequentially, i.e. is an iterated sequential function (Definition 4.7). More specifically, Sloth defines two permutations on $\mathbb{F}_{p}$ : a permutation $\rho$ such that $\rho(x)^{2}= \pm x$, and a permutation $\sigma$ such that $\sigma(x)=x \pm 1$ depending on the parity of $x$. The parity of $x$ is defined as the integer parity of the unique $\hat{x} \in\{0, \ldots, p-1\}$ such that $\hat{x}=x \bmod p$. Then Sloth iterates the permutation $\tau=\rho \circ \sigma$.

The verification of each step in the chain requires a single multiplication over $\mathbb{Z}_{p}$ compared to the $O(\log (p))$ multiplications required for evaluation. Increasing the size of $p$ amplifies this gap,

[^22]however it also introduces an opportunity for parallelizing multiplication in $\mathbb{Z}_{p}$ for up to $O(\log (p))$ speedup.

Using Sloth inside $V D F_{\text {IVC }}$ would only achieve a practical benefit if $p=q$ for the SNARK field $\mathbb{F}_{q}$, as otherwise implementing multiplication in $\mathbb{Z}_{p}$ in an arithmetic circuit over $\mathbb{F}_{q}$ would have $O\left(\log ^{2}(p)\right)$ complexity. On modern architectures, multiplication of integers modulo a 256bit prime is near optimal on a single core, whereas multi-core parallelized algorithms only offer speed-ups for larger primes [BS12]. Computing a single modular square root for a 256 -bit prime takes approximately 45,000 cycles $^{5}$ on an Intel Core i7 [LW15], while computing SHA256 for 256-bit outputs takes approximately 864 cycles ${ }^{6}$.

The best known arithmetic circuit implementation of SHA256 has 27,904 multiplication gates[Ben+14a]. In stark contrast, the arithmetic circuit over $\mathbb{F}_{p}$ for verifying a modular square root is a single multiplication gate. Verifying the permutation $\sigma$ is more complex as it requires a parity check, but this requires at most $O(\log (p))$ complexity.

Sloth ++ extension Replacing SHA256 with Sloth as the iterated function in $V D F_{\text {IVC }}$ already gives a significant improvement, as detailed above. Here we suggest yet a further optimization, which we call Sloth ++ . The main arithmetic complexity of verifying a step of Sloth comes from the fact that the permutation $\sigma$ is not naturally arithmetic over $\mathbb{F}_{p}$, which was important for preventing attacks that factor $\tau^{\ell}(x)$ as a polynomial over $\mathbb{F}_{p}$. Our idea here is to compute square roots over a degree 2 extension field $\mathbb{F}_{p^{2}}$ interleaved with a permutation that is arithmetic over $\mathbb{F}_{p}$ but not over $\mathbb{F}_{p^{2}}$.

In any degree $r$ extension field $\mathbb{F}_{p^{r}}$ of $\mathbb{F}_{p}$ for a prime $p=3 \bmod 4$ a square root of an element $x \in \mathbb{F}_{p^{r}}$ can be found by computing $x^{\left(p^{r}+1\right) / 4}$. This is computed in $O(r \log (p))$ repeated squaring operations in $\mathbb{F}_{p}^{r}$. Verifying a square root requires a single multiplication over $\mathbb{F}_{p^{r}}$. Elements of $\mathbb{F}_{p^{r}}$ can be represented as length $r$ vectors over $\mathbb{F}_{p}$, and each multiplication reduces to $O\left(r^{2}\right)$ arithmetic operations over $\mathbb{F}_{p}$. For $r=2$ the verification multiplicative complexity over $\mathbb{F}_{p}$ is exactly 4 gates.

In Sloth++ we define the permutation $\rho$ exactly as in Sloth, yet over $\mathbb{F}_{p^{2}}$. Then we define a simple non-arithmetic permutation $\sigma$ on $\mathbb{F}_{p^{2}}$ that swaps the coordinates of elements in their vector representation over $\mathbb{F}_{p}$ and adds a constant, i.e. maps the element $(x, y)$ to $\left(y+c_{1}, x+c_{2}\right)$. The arithmetic circuit over $\mathbb{F}_{p}$ representing the swap is trivial: it simply swaps the values on the input wires. The overall multiplicative complexity of verifying an iteration of Sloth++ is only 4 gates over $\mathbb{F}_{p}$. Multiplication can be parallelized for a factor 2 speedup, so 4 gates must be verified roughly every 89,000 parallel-time evaluation cycles. Thus, even if an attacker could manage to speedup the modular square root computation by a factor 100 using an ASIC designed for 256bit multiplication, for parameters that achieve the same wall-clock delay, the SNARK verification

[^23]complexity of Sloth++ is over a 7,000 fold improvement over that of a SHA256 chain.

Cube roots The underlying permutation in both Sloth and Sloth++ can be replaced by cube roots over $\mathbb{F}_{q}$ when $\operatorname{gcd}(3, q-1)=1$. In this case the slow function is computing $\rho(x)=x^{v}$ where $3 v=1 \bmod q-1$. The output can be verified as $\rho(x)^{3}=x$.

### 4.7.2 Iterated permutation polynomials

Similar to Sloth+, we can use our candidate permutation polynomial (Equation 4.1) over $\mathbb{F}_{q}$ as the iterated function in $V D F_{\mathrm{IVC}}$. Recall that $\mathbb{F}_{q}$ is an extension field chosen independently from the degree of the polynomial. We would choose $q \approx 2^{256}$ and use the same $\mathbb{F}_{q}$ as the field used for the SNARK system. For each $O(d)$ sequential provers steps required to invert the polynomial on a point, the SNARK only needs to verify the evaluation of the polynomial on the inverse, which has multiplicative complexity $O(\log (d))$ over $\mathbb{F}_{q}$. Concretely, for each $10^{5}$ parallel-time evaluation cycles a SNARK needs to verify approximately 16 gates. This is yet another factor 15 improvement over Sloth+. The catch is that the evaluator must use $10^{5}$ parallelism ${ }^{7}$ to optimize the polynomial GCD computation. We must also assume that an adversary cannot feasibly amass more than $10^{14}$ parallel processors to implement the NC parallelized algorithm for polynomial GCD.

From a theory standpoint, using permutation polynomials inside $V D F_{\text {IVC }}$ reduces it to a weak VDF because the degree of the polynomial must be super-polynomial in $\lambda$ to prevent an adversary from implementing the NC algorithm on $\operatorname{poly}(\lambda)$ processors, and therefore the honest evaluator is also required to use super-polynomial parallelism. However, the combination does yield a better weak VDF, and from a practical standpoint appears quite promising for many applications.

### 4.8 Related work

Taking a broad perspective, VDFs can be viewed as an example of moderately hard cryptographic functions. Moderately hard functions are those whose difficulty to compute is somewhere in between 'easy' (designed to be as efficient as possible) and 'hard' (designed to be so difficult as to be intractable). The use of moderately hard cryptographic functions dates back at least to the use of a deliberately slow DES variant for password hashing in early UNIX systems [MT79]. Dwork and Naor [DN93] coined the term moderately hard in a classic paper proposing client puzzles or "pricing functions" for the purpose of preventing spam. Juels and Brainard proposed the related notion of a client puzzle, in which a TCP server creates a puzzle which must be solved before a client can open a connection [JB99]. Both concepts have been studied for a variety of applications, including TLS handshake requests [ANL00; DS01], node creation in peer-to-peer networks [Dou02], creation

[^24]of digital currency [RS96; Dai98; Nak08] or censorship /resistance [BX11]. For interactive client puzzles, the most common construction is as follows: the server chooses a random $\ell$-bit value $x$ and sends to the client $\mathrm{H}(x)$ and $x\left[\ell-\log _{2} t-1\right]$. The client must send back the complete value of $x$. That is, the server sends the client $\mathrm{H}(x)$ plus all of the bits of $x$ except the final $\log _{2} t+1$ bits, which the client must recover via brute force.

### 4.8.1 Inherently sequential puzzles

The simple interactive client puzzle described above is embarrassingly parallel and can be solved in constant time given $t$ processors. In contrast, the very first construction of a client puzzle proposed by Dwork and Naor involved computing modular square roots and is believed to be inherently sequential (although they did not discuss this as a potential advantage).

The first interest in designing puzzles that require an inherently sequential solving algorithm appears to come for the application of hardware benchmarking. Cai et al. [Cai+93; CNW97] proposed the use of inherently sequential puzzles to verify claimed hardware performance as follows: a customer creates an inherently-sequential puzzle and sends it to a hardware vendor, who then solves it and returns the solution (which the customer can easily verify) as quickly as possible. Note that this work predated the definition of client puzzles. Their original construction was based on exponentiation modulo an RivShaAdl78 number $N$, for which the customer has created $N$ and therefore knows $\varphi(N)$. They later proposed solutions based on a number of other computational problems not typically used in cryptography, including Gaussian elimination, fast Fourier transforms, and matrix multiplication.

Time-lock puzzles Rivest, Shamir, and Wagner [RSW96] constructed a time-lock encryption scheme, also based on the hardness of RivShaAdl78 factoring and the conjectured sequentiality of repeated exponentiation in a group of unknown order. The encryption key $K$ is derived as $K=x^{2^{t}} \in \mathbb{Z}_{N}$ for an RivShaAdl78 modulus $N$ and a published starting value $x$. The encrypting party, knowing $\varphi(N)$, can reduce the exponent $e=2^{t} \bmod \varphi(N)$ to quickly derive $K=x^{e} \bmod N$. The key $K$ can be publicly recovered slowly by $2^{t}$ iterated squarings. Boneh and Naor [BN00] showed that the puzzle creator can publish additional information enabling an efficient and sound proof that $K$ is correct. In the only alternate construction we are aware of, Bitansky et al. [Bit+16] show how to construct time-lock puzzles from randomized encodings assuming any inherently-sequential functions exist.

Time-lock puzzles are similar to VDFs in that they involve computing an inherently sequential function. However, time-lock puzzles are defined in a private-key setting where the verifier uses its private key to prepare each puzzle (and possibly a verification proof for the eventual answer). In contrast to VDFs, this trusted setup must be performed per-puzzle and each puzzle takes no unpredictable input.

Proofs of sequential work Mahmoody et al.[MMV13] proposed publicly verifiable proofs of sequential work (PoSW) which enable proving to any challenger that a given amount of sequential work was performed on a specific challenge. As noted, time-lock puzzles are a type of PoSW, but they are not publicly verifiable. VDFs can be seen as a special case of publicly verifiable proofs of sequential work with the additional guarantee of a unique output (hence the use of the term "function" versus "proof").

Mahmoody et al.'s construction uses a sequential hash function $H$ (modeled as a random oracle) and depth robust directed-acyclic graph $G$. Their puzzle involves computing a labeling of $G$ using $H$ salted by the challenge $c$. The label on each node is derived as a hash of all the labels on its parent nodes. The labels are committed to in a Merkle tree and the proof involves opening a randomly sampled fraction. Very briefly, the security of this construction is related to graph pebbling games (where a pebble can be placed on a node only if all its parents already have pebbles) and the fact that depth robust graphs remain sequentially hard to pebble even if a constant fraction of the nodes are removed (in this case corresponding to places where the adversary cheats). Mahmoody et. al. proved security unconditionally in the random oracle model. Depth robust graphs and parallel pebbling hardness are use similarly to construct memory hard functions [ABP17] and proofs of space [Dzi +15$]$. Cohen and Pietrzak [CP18] constructed a similar PoSW using a simpler non-depth-robust graph based on a Merkle tree.

PoSWs based on graph labeling don't naturally provide a VDF because removing any single edge in the graph will change the output of the proof, yet is unlikely to be detected by random challenges.

Sequentially hard functions The most popular solution for a slow function which can be viewed as a proto-VDF, dating to Dwork and Naor [DN93], is computing modular square roots. Given a challenge $x \in \mathbb{Z}_{p}$, computing $y=x^{\frac{p+1}{4}}(\bmod p)$ can be efficiently verified by checking that $y^{2}=x$ $(\bmod p)($ for $p \equiv 3(\bmod 4))$. There is no known algorithm for computing modular exponentiation which is sublinear in the exponent. However, the difficulty of puzzles is fixed to $t=\log p$ as the exponent can be reduced modulo $p-1$ before computation, requiring the use of a very large prime $p$ to produce a difficult puzzle.

This puzzle has been considered before for similar applications as our VDFs, in particular randomness beacons [JM11; LW15]. Lenstra and Wesolowski [LW15] proposed creating a more difficult puzzle for a small $p$ by chaining a series of such puzzles together (interleaved with a simple permutation) in a construction called Sloth. We proposed a simple improvement of this puzzle in Section 4.7. Recall that this does not meet our asymptotic definition of a VDF because it does not offer (asymptotically) efficient verification, however we used it as an important building block to construct a more practical VDF based on IVC. Asymptotically, Sloth is comparable to a hash chain of length $t$ with $t$ checkpoints provided as a proof, which also provides $O($ polylog $/(t))$-time verification (with $t$ processors) and a solution of size $\Theta(t \cdot \lambda)$.

## Chapter 5

## ProtoStar: Efficient IVC for VDFs and succinct Blockchains

### 5.1 Introduction

Incrementally Verifiable Computation[Val08] is a powerful primitive that enables a possibly infinite computation to be run, such that the correctness of the state of the computation can be verified at any point. IVC, and it's generalization to DAGs, PCD[CT10], have many applications, including distributed computation[Bit+13a; CTV15], blockchains[Bon+20a; KB20], verifiable delay functions [Bon+18], verifiable photo editing [NT16], and SNARKs for machine-computations[Ben+14b]. An IVC-based VDF construction is the current candidate VDF for Ethereum[KMT22]. One of the most exciting applications of IVC and PCD is the ZK-EVM. This is an effort to build a proof system that can prove that Ethereum blocks, as they exist today, are valid[Fou22].

Accumulation and folding. Historically, IVC was built from recursive SNARKs, proving that the previous computation step had a valid SNARK that proves correctness up to that point. Recently, an exciting new approach was initiated by Halo[BGH19] and has led to a series of significant advances[Bün+20; Bün+21a; KST22]. The idea is related to batch verification. Instead of verifying a SNARK at every step of the computation, we can instead accumulate the SNARK verification check with previous checks. We define an accumulator ${ }^{1}$ such that we can combine a new SNARK and an old accumulator into a new accumulator. Checking or deciding the new accumulator implies that all previously accumulated SNARKs were valid. Now the recursive statement just needs to ensure the accumulation was performed correctly. Amazingly, this accumulation step can be significantly cheaper than SNARK verification[BGH19; Bün+20]. Even more surprising, this process does

[^25]not even require a SNARK but instead can be instantiated with a non-succinct NARK[Bün+21a], as long as there exists an efficient accumulation scheme for that NARK. The most efficient accumulation (aka folding) scheme constructions yield IVC constructions, where the recursive circuit is dominated by as few as 2 elliptic curve scalar multiplications[Bün+21a; KST22]. These constructions only require the discrete logarithm assumption in the random oracle model and, unlike many efficient SNARK-based IVCs, do not require a trusted setup, pairings, or FFTs. These constructions build an accumulation scheme for one fixed (but universal) R1CS language by taking a random linear combination between the accumulator and a new proof. R1CS is a minimal expression of NP, defined by three matrices $A, B, C$, that close resembles arithmetic circuits with addition and multiplication gates. However, it has limited flexibility, especially as the current constructions require fixing R1CS matrices that are used for all computation steps. These limitations are especially problematic for ZK-EVMs. In a ZK-EVM, each VM instruction (OP-CODE) is encoded in a different circuit. Each circuit uses high-degree gates, instead of just multiplication, and so-called lookup gates [GWC19]. These lookup gates enable looking up that a circuit value is in some table, simplifying range proofs and bit-operations. These R1CS-based accumulation schemes contrast non-IVC SNARK developments, with an increased focus on high-degree gate[GWC19; Che+22] and lookup support[GW20a]. For lookups, a recent line of work has shown that if the table can be pre-computed, we can perform $n$ lookups in a table of size $T$ in time $O(n \log n)$, independent of $T$ [Zap+22b; PK22; Zap+22c; EFG22].

More expressive accumulation. There have been efforts to build accumulation schemes that overcome the limitations of fixed R1CS. SuperNova[KS22] enables selecting the appropriate R1CS instance at runtime without a recursive circuit that is linear in all R1CS instances. The approach, however, still has limitations. The recursive circuit still requires many (though a constant number of) hashes and a hash-to-group gadget, and additionally, the accumulator, and thus the final proof, is still linear in the total size of all instances. Sangria[Moh23] describes an accumulation scheme for a Plonk-like[GWC19] constraint system with degree-2 gates. It also proposes a solution for higherdegree gates in the future work section but without security proof. These accumulation schemes are built from simple underlying protocols performing a linear combination between an accumulator and a proof. However, the constructions seem ad hoc and need individual security proof. This leads us to our main research questions:

Recipe for accumulation Is there a general recipe for building accumulation schemes? Can we formalize this recipe, simplifying the task of constructing secure and efficient accumulation schemes?

Efficient accumulation for ZK-EVM Can we build an accumulation/folding scheme for a language that combines the benefits of the most advanced proof systems today? Can we support multiple circuits, high-degree, and lookup gates?

We answer both questions positively. Firstly we show a general compiler that takes any $(2 k-1)$ move special-sound interactive argument for an NP-complete relation $\mathcal{R}_{N P}$ with an algebraic degree $d$ verifier and construct an efficient IVC-scheme from it. This is done in 4 simple steps.

1. We compress the prover message by committing to them in a homomorphic commitment scheme.
2. Then we apply the Fiat-Shamir transform to yield a secure NARK. [AFK22; Wik21]
3. We build a simple and efficient accumulation scheme that samples a random challenge $\alpha$ and takes a linear combination between the current accumulator and the new NARK.
4. We apply the compiler by [Bün+21a] to yield a secure IVC scheme.

The recursive circuit of this transformation is dominated by only $d+k-1$ scalar multiplications in the additive group of the commitment scheme ${ }^{2}$ for a protocol with $k$ prover messages and a degree $d$ verifier. For R1CS, where $k=1$ and $d=2$, this yields the same protocol and efficiency as Nova[KST22]. We can further reduce the size of the recursive circuit to only $k+2$ group scalar multiplication, by compressing all verification equations using a random linear combination.

Efficient simple protocols for $\mathcal{R}_{\text {mplkup }}$. Equipped with this compiler, we design ProtoStar, a simple and efficient IVC scheme for a highly expressive language $\mathcal{R}_{\text {mplkup }}$ that supports multiple non-uniform circuits and enables high degree and lookup gates. The schemes can be instantiated from any linearly homomorphic vector commitment, e.g., the discrete logarithm-based Pedersen commitment[Ped92], and do not require a trusted setup or the computation of large FFTs. The protocol has several advantages over prior schemes:

Non-uniform IVC without overhead. Each iteration has a program counter pc that selects one out of $I$ circuits. Part of the circuit constrains pc; e.g., pc could depend on the iteration or indicate which instruction within a VM is executed. The IVC-prover, including the recursive statement, only requires one exponentiation per non-zero bit in the witness. The prover's computation is independent of $I$.

Flexible high degree gates. Our protocol supports Plonk-like constraint systems with degree $d$ gates instead of just addition and multiplication. The recursive statement consists of 3 group scalar multiplications and $d+O(1)$ hash and field operations. Unlike in traditional Plonk, there is no additional cost for additional gate types (of degree less than $d$ ) and additional selectors. This enables a high level of non-uniformity, even within a circuit.

[^26]|  | Protostar | HyperNova | SuperNova |
| :---: | :---: | :---: | :---: |
| Language | Degree $d$ Plonk/CCS | Degree $d$ CCS | R1CS (degree 2) |
| Non-uniform | yes | no | yes |
| P native | $\begin{gathered} \|\mathbf{w}\| \mathbb{G} \\ O\left(\|\mathbf{w}\| d \log ^{2} d\right) \mathbb{F} \end{gathered}$ | $\begin{gathered} \|\mathbf{w}\| \mathbb{G} \\ O\left(\|\mathbf{w}\| d \log ^{2} d\right) \mathbb{F} \end{gathered}$ | $\|\mathbf{w}\| \mathbb{G}$ |
| extra P native w/ lookup | $O\left(\left\|\ell_{1 k}\right\|\right) \mathbb{G}$ | $O(T) \mathbb{F}$ | N/A |
| P recursive | $\begin{gathered} 3 \mathbb{G} \\ (d+O(1)) \mathrm{H}+\mathrm{H}_{\text {in }} \\ (d+O(1)) \mathbb{F} \end{gathered}$ | $\begin{gathered} 1 \mathbb{G} \\ d \log n \mathrm{H}+\mathrm{H}_{\text {in }} \\ O(d \log n) \mathbb{F} \end{gathered}$ | $\begin{gathered} 2 \mathbb{G} \\ \mathrm{H}_{\text {in }}+O_{\lambda}(1) \mathrm{H}+1 \mathrm{H}_{\mathbb{G}} \end{gathered}$ |
| extra P recursive w/ lookup | 1 H | $\begin{gathered} O(\log T) \mathrm{H} \\ O\left(\ell_{\mathrm{lk}} \log T\right) \mathbb{F} \end{gathered}$ | N/A |

Table 5.1: The comparison between IVCs.

Lookups, linear and independent of table size. ProtoStar supports lookup gates that ensure a value is in some precomputed table $T$. In each computation step, the prover commits to 2 vectors of length $\ell_{\mathrm{lk}}$, where $\ell_{\mathrm{lk}}$ is the number of lookups. The prover, in each step, is independent of the table size (assuming free indexing in $T$ ). We also support tables that store tuples of size $v$ using 1 additional challenge computations within the recursive circuit.

Our protocols are built of multiple small building blocks. In the protocol for high-degree gates, the prover simply sends the witness, and the degree $d$ verifier checks the circuit with degree $d$ gates. For lookup, we leverage an insight by Haböck [Hab22b] on logarithmic derivates. This yields a protocol where a prover performing $\ell_{\mathrm{lk}}$ in a table of size $T$ only needs to commit to two vectors of length $\ell_{\mathrm{lk}}$, independent of $T$. This is the most efficient lookup protocol today. While the verification is linear time, it is low degree (2) and thus compatible with our generic compiler. Combining all these yields ProtoStar, a new IVC-scheme for $\mathcal{R}_{\text {mplkup }}$. We compare ProtoStar, with SuperNova [KS22] and HyperNova [KS23], in Table 5.1 (for more detail see Corollary 5.4): In the table, $|\mathbf{w}|$ is the number of non-zero entries of the witness for circuit $i$, and $\ell_{\mathrm{lk}}$ is the number of lookups in a table of size $T . \mathbb{G}$ is the cost of a group scalar multiplication. $\mathbb{F}$ is the cost of a field multiplication. $d \mathrm{H}$ denotes the cost of hashing $d \lambda$-bit numbers. We assume that the cost scales linearly with the size of the input and output. In ProtoStar $d$ field elements are hashed once and in HyperNova $d$ field elements are hashed $\log (n)$ times. $\mathrm{H}_{\mathbb{G}}$ is the cost of a hash-to-group function. $\mathrm{H}_{\text {in }}$ is the cost of hashing the public input and the accumulator instance. Note that the $O_{\lambda}(1) \mathrm{H}$ in SuperNova's recursive circuit involves constant number of hashes to the input of two accumulator instances and one circuit verification key, by using multiset-based offline memory checking in a circuit [Set +18 ].

Additional related work
Traditionally, IVC has been built by using recursive SNARKs[Bit+13a; Ben+14b; COS20]. SNARKs are succinct arguments that allow a prover to convince an efficient verifier that a single computation was performed correctly. There have been significant advances in SNARKs recently,
lowering the proof size time[Gro16], reducing the trust assumptions[Mal+19; Chi+20; Set20], and making the computational model more flexible [GWC19; Che+22].

In the IVC from SNARK construction, the prover constructs a SNARK that proves a step of the computation and that the previous SNARK was valid, i.e., a verifier would have accepted it. This requires an expensive NP-reduction of the SNARK verifier into the computational model of the SNARK, e.g. a circuit. This necessitates many compromises when implementing these schemes in practice, such as significant prover overhead, use of cycles of elliptic curves, strong cryptographic assumptions, and significant implementation overheads.

Concurrent work. In a paper concurrent with this work, Kothapalli and Setty [KS23] introduce an IVC for high degree relations. They use a generalization of R1CS called customizable constraint systems (CCS) [STW23] that covers the Plonkish relations. It also enables gates with a high additive fan-in. ProtoStar also has no restriction to the fan-in an individual gate has, but we subsequently showed that our compiler can also be directly applied to CCS (Section 5.8). HyperNova is based on so-called multi-folding schemes. They also provide a lookup argument suitable for recursive arguments. However, they do not explicitly explain how to integrate lookup to Plonk/CCS in their IVC scheme or provide any explicit constructions for non-uniform computations. Their scheme is built using sumchecks [Lun+92] and the resulting IVC recursive circuit is dominated by 1 group scalar multiplication, $d \log n+\ell_{\text {in }}$ hash operations and $O\left(d \log n+\ell_{\text {in }}\right)$ field multiplications where $d$ is the custom gate degree, $n$ is the number of gates and $\ell_{\text {in }}$ is the public input length. In comparison, our IVC recursive circuit, even with lookup and non-uniformity support, is only dominated by 3 group scalar multiplications and $O\left(\ell_{\text {in }}+d\right)$ field/hash operations, entirely independent of $n$. The 2 additional group operations compared to HyperNova are likely offset by the additional lookup support $[\mathrm{Xio}+22]$ and the significantly fewer hashes and non-native field operations ( $d$ vs. $d \log (n)$ ). A detailed comparison is given in Table 5.1.

For a lookup relation with table size $T$ and $\ell_{\mathrm{kk}}$ lookup gates, their accumulation/folding scheme leads to an accumulation prover whose work is dominated by $O(T)$ field operations and an accumulation verifier whose work is dominated by $O\left(\ell_{\mathrm{k}} \log T\right)$ field operations and $O(\log T)$ hashes. This is undesirable when the table size $T \gg \ell_{\mathrm{lk}}$. In comparison, our scheme has prover complexity $O\left(\ell_{\mathrm{lk}}\right)$ and the verifier is only dominated by 3 group scalar multiplications, 2 hashes and 2 field multiplications. Moreover, the lookup support adds almost no overhead to the IVC scheme for high-degree Plonk relations. In particular, it adds no group scalar multiplications. Lastly, their lookup scheme does not support vector-valued lookups, which is essential for applications like ZK-EVM and encoding bit-wise operations in circuits.


Figure 5.1: The workflow for building an IVC from a special sound protocol. We start from a special-sound protocol $\Pi_{\text {sps }}$ for an NP-complete relation $\mathcal{R}_{\text {NP }}$, and transform it to $\mathrm{CV}\left[\Pi_{\text {sps }}\right]$ with a compressed verifier check. CV[ $\left.\Pi_{\text {sps }}\right]$ is converted to a NARK FS[cm[CV[ $\left.\left.\left.\Pi_{\text {sps }}\right]\right]\right]$ via commit-and-open and the Fiat-Shamir transform. We then build a generic accumulation scheme for the NARK and apply Theorem 5.1 from [Bün+21a] to obtain the IVC scheme. This last connection is dotted as it requires heuristically replacing random oracles with cryptographic hash functions.

### 5.1.1 Technical overview

Given an NP-complete relation $\mathcal{R}$, we introduce a generic framework for constructing efficient incremental verifiable computation (IVC) schemes with predicates expressed in $\mathcal{R}$. For $\mathcal{R}$ being the non-uniform Plonkup circuit satisfiability relation, we obtain an efficient (non-uniform) IVC scheme for proving correct program executions on stateful machines (e.g., EVM). The framework starts by designing a simple special-sound protocol $\Pi_{\text {sps }}$ for relation $\mathcal{R}$, which is easy to analyze. Next, we use a generic compiler to transform $\Pi_{\text {sps }}$ into a Non-interactive Argument of Knowledge Scheme (NARK) whose verification predicate is easy to accumulate/fold. Finally, we build an efficient accumulation/folding scheme for the NARK verifier, and apply the generic compiler from [Bün+21a] to obtain the IVC/PCD scheme for relation $\mathcal{R}$. We describe the workflow in Figure 5.1.

The paper begins by describing the compiler from special-sound protocols to NARKs in Section 5.3, and presents an efficient accumulation scheme for the compiled NARK verifier in Section 5.3.4. Next, we describe simple and efficient special-sound protocols for Plonkup circuitsatisfiability relationsin Section 5.5 and extend it to support non-uniform computation in Section 5.6. Similarly, we extend the CCS relation [STW23] to support non-uniform computation and lookup in Section 5.8. We give an overview of our approach below.

Efficient IVCs from special-sound protocols. Let $\Pi_{\mathrm{sps}}$ be any multi-round special-sound protocol for some relation $\mathcal{R}$, in which the verifier is algebraic, that is, the verifier algorithm only checks algebraic equations over the input and the prover messages. E.g., the following naive protocol for the Hadamard product relation over vectors $\mathbf{a}, \mathbf{b}, \mathbf{c} \in \mathbb{F}^{n}$ is special-sound and has a degree-2 algebraic verifier: The prover simply sends the vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$ to the verifier, and the verifier checks that
$a_{i} \cdot b_{i}=c_{i}$ for all $i \in[n]$. However, as shown in the example, the prover message can be large in $\Pi_{\text {sps }}$ and the folding scheme can be expensive if we directly accumulate the verifier predicate. Inspired by the splitting accumulation scheme [Bün+21a], to enable efficient accumulation/folding, we split each prover message into a short instance and a large opening, where the short instance is built from the homomorphic commitment to the prover message. Next, we use the Fiat-Shamir transform to compile the protocol into a NARK where the verifier challenges are generated from a random oracle.

Now we can view the NARK transcript as an accumulator (or a relaxed NP instance-witness pair in the language of folding schemes), where the accumulator instance consists of the prover message commitments and the verifier challenges; while the accumulator witness consists of the prover messages (i.e., the opening to the commitments). Note we also need to introduce an error vector/commitment into the accumulator witness/instance to absorb the "noise" that arises after each accumulation/folding step.

In the accumulation scheme, given two accumulators (or NARK proofs), the prover folds the witnesses and the instances of both accumulators via a random linear combination and generates a list of $d$ "error-correcting terms" as accumulation proof ( $d$ is the degree of the NARK verifier); the verifier only needs to check that the folded accumulator instance is consistent with the accumulation proof and the original instances being folded, both of which are small. After finishing all the accumulation steps, a decider applies a final check to the accumulator, scrutinizing that (i) the accumulator witness is consistent with the commitments in the accumulator instance, and (ii) the "relaxed" NARK verifier check still passes. Here by "relaxed" we mean that the algebraic equation also involves the error vector in the accumulator. If the decider accepts, this implies that all accumulated NARKs were valid and thus that all accumulated statements are in $\mathcal{R}$ (and the prover knows witnesses for these statements).

Finally, given the accumulation scheme, if the relation $\mathcal{R}$ is NP-complete, we can apply the compiler in [Bün+21a] to obtain an efficient IVC scheme with predicates expressed in $\mathcal{R}$.

In Theorem 5.3, we show that for any $(2 k-1)$-move ${ }^{3}$ special-sound protocols with degree- $d$ verifiers, the resulting IVC recursive circuit only involves $k+d+O(1)$ hashes, $k+1$ non-native field operations and $k+d-1$ commitment group scalar multiplications. We also introduce a generic approach for further reducing the number of group operations to $k+2$ in Section 5.3.5. This is favorable for $d \geq 3$. The idea is to compress all $\ell$ degree $d$ verification checks into a single verification check using a random linear combination with powers of a challenge $\beta$. This means that error-correcting terms are field elements and, thus, can be sent directly without committing to them. The prover also sends a single commitment to powers of $\beta$ and powers of $\beta^{\sqrt{\ell}}$. The verification equation uses one power of $\beta$ and one power of $\beta^{\sqrt{\ell}}$, which increases the degree of the verification check to $d+2$. The verifier also checks the correctness of the powers of $\beta$ using $2 \sqrt{\ell}$ degree 2 checks.

[^27]

Figure 5.2: The special-sound protocols for ProtoStar and ProtoStar ccs $^{\text {. }}$. The special-sound protocol $\Pi_{\text {mplkup }}$ for the multi-circuit Plonkup relation $\mathcal{R}_{\text {mplkup }}$ consists of the sub-protocols for permutation, high-degree custom gate, lookup, and circuit selection relations. The special-sound protocol $\Pi_{\text {mccs+ }}$ for the extended CCS relation $\mathcal{R}_{\mathrm{mccs}+}$ consists of the sub-protocols for lookup, circuit selection, as well as the CCS relation [STW23]. From $\Pi_{\text {mplkup }}$ or $\Pi_{\text {mccs+ }}$, we can apply the workflow described in Fig 5.1 to obtain the IVC schemes ProtoStar or ProtoStar ${ }_{\text {ccs }}$.

Special-sound protocols for (non-uniform) Plonkup relations. Given the generic compiler above, our ultimate goal of constructing a (non-uniform) IVC scheme for zkEVM becomes much easier. It is now sufficient to design a multi-round special-sound protocol for the (non-uniform) Plonkup relation. We describe the components of the special-sound protocol in Figure 5.2. Note we also extend CCS relation [STW23] to support lookup and non-uniform computation and build a special-sound protocol for it (See Figure 5.2). Recall that a Plonkup circuit-satisfiability relation consists of three modular relations, namely, (i) a high-degree gate relation checking that each custom gate is satisfied; (ii) a permutation (wiring-identity) relation checking that different gate values are consistent if the same wire connects them, and (iii) a lookup relation checking that a subset of gate values belongs to a preprocessed table. The special-sound protocols for the permutation and highdegree gate relations are trivial, where the prover directly sends the witness to the verifier, and the verifier checks that the permutation/high-degree gate relation holds. The degree of the permutation check is only 1 , and the degree of the gate-check is the highest degree in the custom gate formula.

The special-sound protocol for the lookup relation $\mathcal{R}_{\text {LOOKUP }}$ is more interesting as the statement of the lookup relation is not algebraic. Inspired by the log-derivative lookup scheme [Hab22b], in Section 5.4.3, we design a simple 3 -move special-sound protocol $\Pi_{\text {LK }}$ for $\mathcal{R}_{\text {LOOKUP }}$, in which the verifier degree is only 2 . A great feature of $\Pi_{L K}$ is that the number of non-zero elements in the prover messages is only proportional to the number of lookups, but independent of the table size. Thus the IVC prover complexity for computing the prover message commitments is independent of the table size, which is advantageous when the table size is much larger than the witness size. However, the prover work for computing the error terms is not independent of the table size because the accumulator is not sparse. Fortunately, we observe that the prover can efficiently update the
error term commitments without recomputing the error term vectors from scratch, thus preserving the efficiency of the accumulation prover. Moreover, we extend $\Pi_{\mathrm{LK}}$ in Section 5.4.4 to further support vector-valued lookup, where each table entry is a vector of elements. This feature is useful in applications like zkEVM and for simulating bit operations in circuits.

Given the special-sound protocols for permutation/high-degree gate/lookup relations, the specialsound protocol $\Pi_{\text {plonkup }}$ for Plonkup is just a parallel composition of the three protocols. Furthermore, in Section 5.6, we apply a simple trick to support non-uniform IVC. More precisely, let $\left\{\mathcal{C}_{i}\right\}_{i=1}^{I}$ be $I$ different branch circuits (e.g., the set of supported instructions in EVM), let pi $:=\left(p c, \mathrm{pi}^{\prime}\right)$ be the public input where $p c \in[I]$ is a program counter indicating which instruction/branch circuit is going to be executed in the next IVC step. Our goal is to prove that ( $\mathrm{pi}, \mathbf{w}$ ) is in the relation $\mathcal{R}_{\text {mplkup }}$ in the sense that $\mathcal{C}_{p c}(\mathbf{p i}, \mathbf{w})=0$ for witness $\mathbf{w}$. The relation statement can also add additional constraints on $p c$ depending on the applications. The special-sound protocol for $\mathcal{R}_{\text {mplkup }}$ is almost identical to $\Pi_{\text {plonkup }}$ for the Plonkup relation, except that the prover further sends a bool vector $\mathbf{b} \in \mathbb{F}^{I}$, and the verifier uses $2 I$ degree 2 equations to check that $b_{p c}=1$ and $b_{i}=0 \forall i \neq p c$. Additionally, each algebraic equation $\mathcal{G}$ checked in $\Pi_{\text {plonkup }}$ is replaced with $\sum_{i=1}^{I} \mathcal{G}_{i} \cdot b_{i}$ where $\mathcal{G}_{i}$ $(1 \leq i \leq I)$ is the corresponding gate in the $i$-th branch circuit. The resulting special-sound protocol has 3 moves, and the verifier degree is $d+1$, where $d$ is the highest degree of the custom gates. This means that the IVC scheme for the non-uniform Plonkup relation adds negligible overhead to that for the Plonkup relation.

### 5.2 Preliminaries

### 5.2.1 Special-sound Protocols and Fiat-Shamir Transform

We define special-soundness and non-interactive arguments according to the definitions by [AFK22].
Definition 5.1 (Public-coin interactive proof). An interactive proof $\Pi=(\mathrm{P}, \mathrm{V})$ for relation $\mathcal{R}$ is an interactive protocol between two probabilistic machines, a prover P , and a polynomial time verifier V . Both P and V take as public input a statement pi and, additionally, P takes as private input a witness $\mathbf{w} \in \mathcal{R}(\mathrm{pi})$. The verifier V outputs 0 if it accepts and a non-zero value otherwise. It's output is denoted by $(\mathrm{P}(\mathbf{w}), \mathrm{V})(\mathrm{pi})$. Accordingly, we say the corresponding transcript (i.e., the set of all messages exchanged in the protocol execution) is accepting or rejecting. The protocol is public coin if the verifier randomness is public. The verifier messages are referred to as challenges. $\Pi$ is a $(2 k-1)$-move protocol if there are $k$ prover messages and $k-1$ verifier messages.

Definition 5.2 (Tree of transcript). Let $\mu \in \mathbb{N}$ and $\left(a_{1}, \ldots, a_{\mu}\right) \in \mathbb{N}^{\mu}$. An $\left(a_{1}, \ldots, a_{\mu}\right)$-tree of transcript for a $(2 \mu+1)$-move public-coin interactive proof $\Pi$ is a set of $a_{1} \cdot a_{2} \cdots a_{\mu}$ accepting transcripts arranged in a tree of depth $\mu$ and arity $a_{1}, \ldots, a_{\mu}$ respectively. The nodes in the tree correspond to the prover messages and the edges to the verifier's challenges. Every internal node at
depth $i-1(1 \leq i \leq \mu)$ has $a_{i}$ children with distinct challenges. Every transcript corresponds to one path from the root to a leaf node. We simply write the transcripts as an $\left(a^{\mu}\right)$-tree of transcript when $a=a_{1}=a_{2}=\cdots=a_{\mu}$.

Definition 5.3 (Special-sound Interactive Protocol). Let $\mu, N \in \mathbb{N}$ and $\left(a_{1}, \ldots, a_{\mu}\right) \in \mathbb{N}^{\mu}$. $A$ $(2 \mu+1)$-move public-coin interactive proof $\Pi$ for relation $\mathcal{R}$ where the verifier samples its challenges from a set of size $N$ is $\left(a_{1}, \ldots, a_{\mu}\right)$-out-of- $N$ special-sound if there exists a polynomial time algorithm that, on input pi and any $\left(a_{1}, \ldots, a_{\mu}\right)$-tree of transcript for $\Pi$ outputs $\mathbf{w} \in \mathcal{R}(\mathbf{p i})$. We simply denote the protocol as an $a^{\mu}$-out-of- $N$ (or $a^{\mu}$ ) special-sound protocol if $a=a_{1}=a_{2}=\cdots=a_{\mu}$.

Definition 5.4 (Random-Oracle Non-Interactive Argument of Knowledge (RO-NARK)). A noninteractive random oracle proof for relation $\mathcal{R}$ is a pair ( $\mathrm{P}, \mathrm{V}$ ) of probabilistic random-oracle algorithms, such that: Given $(\mathrm{pi}, \mathbf{w}) \in \mathcal{R}$ and access to a random oracle $\rho_{\text {NARK }}$, the prover $\mathrm{P}^{\rho_{\text {NARK }}(\mathrm{pi}, \mathbf{w})}$ outputs a proof $\pi$. Given pi, a proof $\pi$, and access to the same random oracle $\rho_{\text {NARK }}$, the verifier $\mathrm{V}^{\rho_{\text {NARK }}}(\mathrm{pi}, \pi)$ outputs 0 to accept or any other value to reject.

Perfect Completeness: The NARK has perfect completeness if for all $(\mathbf{p i}, \mathbf{w}) \in \mathcal{R}$

$$
P\left[\mathrm{~V}^{\rho_{\text {NARK }}}\left(\mathrm{pi}, \mathrm{P}^{\rho_{\text {NARK }}}(\mathrm{pi}, \mathbf{w})\right)=0\right]=1
$$

Knowledge Soundness: The NARK has adaptive knowledge-soundness with knowledge error $\kappa: \mathbb{N} \times \mathbb{N} \rightarrow[0,1]$ if there exists a knowledge extractor Ext, with the following properties: The extractor, given input $n$, and oracle-access to any polynomial-time $Q$-query random oracle prover $\mathrm{P}^{*}$ that outputs statement of size $n$, runs in an expected polynomial time in $|\mathrm{p}| \mid+Q$, and outputs $\{(\mathrm{pi}, \pi$, aux,$v ; \mathbf{w})\}$ such that $a)(\mathrm{pi}, \pi, a u x, v)$ is identically distributed to $\{(\mathrm{pi}, \pi$, aux,$v)\}:(\mathrm{pi}, \pi$, aux $) \leftarrow$ $\mathrm{P}^{*, \rho_{\text {NARK }}}, v \leftarrow \mathrm{~V}^{\rho_{\text {NARK }}}(\mathrm{pi}, \pi)$ and $\left.b\right)$

$$
\operatorname{Pr}\left[\begin{array}{c}
(\mathrm{pi} ; \mathbf{w}) \in \mathcal{R} \\
\mathrm{V}^{\rho N A R K}(\mathrm{pi}, \pi)=0
\end{array}:\{(\mathrm{pi}, \pi, a u x, v ; \mathbf{w})\} \leftarrow \mathrm{Ext}^{\mathrm{P}^{*}}\right] \geq \frac{\epsilon\left(\mathrm{P}^{*}\right)-\kappa(n, Q)}{\operatorname{poly}(n)}
$$

where $\epsilon\left(\mathrm{P}^{*}\right)$ is P 's success probability, i.e. $\epsilon\left(\mathrm{P}^{*}\right)=P\left[\mathrm{~V}^{\rho_{\text {NARK }}}(\mathrm{pi}, \pi)=0:(\mathrm{pi}, \pi) \leftarrow \mathrm{P}^{\left.*, \rho_{\text {NARK }}\right] \text {. Here, }}\right.$ Ext implements $\rho_{\text {NARK }}$ for $\mathrm{P}^{*}$; in particular, it can arbitrarily program the random oracle.

Definition 5.5 (Fiat-Shamir Transform (adaptive)). The Fiat-Shamir transform $\mathrm{FS}[\Pi]=\left(\mathrm{P}_{\mathrm{fs}}, \mathrm{V}_{\mathrm{fs}}\right)$ is a RO-NARK, where $\mathrm{P}^{\rho_{\text {NARK }}}(\mathrm{pi} ; \mathbf{w})$ runs $\mathrm{P}(\mathrm{pi} ; \mathbf{w})$ but instead of receiving challenge $c_{i}$, on message $m_{i}$, from the verifier, it computes it as follows:

$$
\begin{equation*}
c_{i}=\rho_{N A R K}\left(c_{i-1}, m_{i}\right) \tag{5.1}
\end{equation*}
$$

and $c_{0}=\rho_{\text {NARK }}(\mathrm{pi}) . \mathrm{P}_{\mathrm{fs}}^{\rho_{\text {NARK }}}$ outputs $\pi=\left(m_{1}, \ldots, m_{\mu}\right)$. The verifier $\mathrm{V}_{f s}^{\rho_{\mathrm{NARK}}}$ accepts, if V accepts the transcript $\left(m_{1}, c_{1}, \ldots, m_{\mu}, c_{\mu}, m_{\mu+1}\right)$ for input pi and the challenges are computed as per equation

### 5.2.2 Adaptive Fiat-Shamir transform

Lemma 5.1 (Fiat-Shamir transform of Special-sound Protocols [AFK22] ). The Fiat-Shamir transform of a $\left(\alpha_{1}, \ldots, \alpha_{\mu}\right)$-out-of- $N$ special-sound interactive proof $\Pi$ is knowledge sound with knowledge error

$$
\kappa_{\mathrm{fs}}(Q)=(Q+1) \kappa
$$

where $\kappa=1-\Pi\left(1-\frac{\alpha_{i}}{N}\right)$ is the knowledge error of the interactive proof $\Pi$.

### 5.2.3 Commitment Scheme

Definition 5.6 (Commitment Scheme). cm = (Setup, Commit) is a binding commitment scheme, consisting of two algorithms:
Setup $\left(1^{\lambda}\right) \rightarrow \mathrm{ck}$ takes as input the security parameter and outputs a commitment key ck.
Commit $(\mathrm{ck}, \mathbf{m} \in \mathcal{M}) \rightarrow C \in \mathcal{C}$, takes as input the commitment key ck and a message $\mathbf{m}$ in $\mathcal{M}$ and outputs a commitment $C \in \mathcal{C}$.
The scheme is binding if for all polynomial-time randomized algorithms $\mathrm{P}^{*}$ :

$$
\operatorname{Pr}\left[\begin{array}{c|c}
\operatorname{Commit}(\mathrm{ck}, \mathbf{m})=\operatorname{Commit}\left(\mathrm{ck}, \mathbf{m}^{\prime}\right) & \mathrm{ck} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
\wedge & \mathbf{m}, \mathbf{m}^{\prime} \leftarrow \mathrm{P}^{*}(\mathrm{ck})
\end{array}\right]=\operatorname{negl}(\lambda)
$$

Homomorphic commitment. We say the commitment is homomorphic if $(\mathcal{C},+)$ is an additive group of prime order $p$.

### 5.2.4 Incremental Verifiable Computation (IVC)

We adapt and simplify the definition from [Bün+21a; KST22].
Definition 5.7 (IVC). An incremental verifiable computation (IVC) scheme for function predicates expressed in a circuit-satisfiability relation $\mathcal{R}_{\mathrm{NP}}$ is a tuple of algorithms $\mathrm{IVC}=\left(\mathrm{P}_{\mathrm{IVC}}, \mathrm{V}_{\mathrm{IVC}}\right)$ with the following syntax and properties:

- $\left.\mathrm{P}_{\mathrm{IVC}}\left(m, z_{0}, z_{m}, z_{m-1}, \mathbf{w}_{\mathrm{loc}}, \pi_{m-1}\right]\right) \rightarrow \pi_{m}$. The IVC prover $\mathrm{P}_{\mathrm{IVC}}$ takes as input a program output $z_{m}$ at step $m$, local data $\mathbf{w}_{\text {loc }}$, initial input $z_{0}$, previous program output $z_{m-1}$ and proof $\pi_{m-1}$ and outputs a new IVC proof $\pi_{m}$.
- $\mathrm{V}_{\mathrm{IVC}}\left(m, z_{0}, z_{m}, \pi_{m}\right) \rightarrow b$. The IVC verifier $\mathrm{V}_{\mathrm{IVC}}$ takes the initial input $z_{0}$, the output $z_{m}$ at step $m$, and an IVC proof $\pi_{m}$, 'accepts' by outputting $b=0$ and 'rejects' otherwise.

The scheme IVC has perfect adversarial completeness if for any function predicate $\phi$ expressible in $\mathcal{R}_{\mathrm{NP}}$, and any, possibly adversarially created, $\left(m, z_{0}, z_{m},, z_{m-1}, \mathbf{w}_{\text {loc }}, \pi_{m-1}\right)$ such that

$$
\phi\left(z_{0}, z_{m}, z_{m-1}, \mathbf{w}_{\text {loc }}\right) \wedge\left(\mathrm{V}_{\mathrm{IVC}}\left(m-1, z_{0}, z_{m-1}, \pi_{m-1}\right)=0\right)
$$

it holds that $\mathrm{V}_{\mathrm{IVC}}\left(m, z_{0}, z_{m}, \pi_{m}\right)$ accepts for proof $\pi_{m} \leftarrow \mathrm{P}_{\mathrm{IVC}}\left(m, z_{0}, z_{m-1}, z_{m}, \mathbf{w}_{\mathrm{loc}}, \pi_{m-1}\right)$.
The scheme IVC has knowledge soundness if for every expected polynomial-time adversary $\mathrm{P}^{*}$, there exists an expected polynomial-time extractor Extp* such that

$$
\operatorname{Pr}\left[\begin{array}{c|c}
\mathrm{V}_{\mathrm{IVC}}\left(m, z_{0}, z, \pi_{m}\right)=0 \wedge & {\left[\phi,\left(m, z_{0}, z, \pi_{m}\right)\right] \leftarrow \mathrm{P}^{*}} \\
\left(\left[\exists i \in[m], \neg \phi\left(z_{0}, z_{i}, z_{i-1}, \mathbf{w}_{i}\right)\right]\right. & {\left[z_{i}, \mathbf{w}_{i}\right]_{i=1}^{m} \leftarrow \operatorname{Ext}_{\mathrm{P} *}} \\
\left.\vee z \neq z_{m}\right)
\end{array}\right] \leq \operatorname{negl}(\lambda)
$$

Here $m$ is a constant.

### 5.2.5 Simple Accumulation

We take definitions and proofs from [Bün+21a].

Definition 5.8 (Accumulation Scheme). An accumulation scheme for a NARK ( $\left.\mathrm{P}_{\text {NARK }}, \mathrm{V}_{\text {NARK }}\right)$ is a triple of algorithms acc $=\left(\mathrm{P}_{\mathrm{acc}}, \mathrm{V}_{\mathrm{acc}}, D\right)$, all of which have access to the same random oracle $\rho_{\mathrm{acc}}$ as well as $\rho_{N A R K}$, the oracle for the NARK. The algorithms have the following syntax and properties:

- $\mathrm{P}_{\mathrm{acc}}(\mathrm{pi}, \pi=(\pi \cdot x, \pi \cdot \mathbf{w}), \mathrm{acc}=(\mathrm{acc} \cdot x, \mathrm{acc} \cdot \mathrm{w})) \rightarrow\left\{\mathrm{acc}^{\prime}=\left(\mathrm{acc}^{\prime} \cdot x, \mathrm{acc}^{\prime} \cdot \mathrm{w}\right), \mathrm{pf}\right\}$. The accumulation prover $\mathrm{P}_{\mathrm{acc}}$ takes as input a statement pi, NARK proof $\pi$, and an accumulator acc and outputs a new accumulator $\mathrm{acc}^{\prime}$ and correction terms pf .
- $\mathrm{V}_{\mathrm{acc}}\left(\mathrm{pi}, \pi \cdot x, \operatorname{acc} . x, \mathrm{acc}^{\prime} . x, \mathrm{pf}\right) \rightarrow v$. The accumulation verifier takes as input the statement pi , the instances of the NARK proof, the old and new accumulator, the correction terms, and 'accepts' by outputting 0 and 'rejects' otherwise.
- $D(\mathrm{acc}) \rightarrow v$. The decider on input acc 'accepts' by outputting 0 and 'rejects' otherwise.

An accumulation scheme has knowledge-soundness with knowledge error $\kappa$ if the RO-NARK $\left(\mathrm{P}^{\prime}, \mathrm{V}^{\prime}\right)$ has knowledge error $\kappa$ for the relation

$$
\mathcal{R}_{\mathrm{acc}}((\mathrm{pi}, \pi \cdot x, \text { acc. } x) ;(\pi \cdot \mathbf{w}, \text { acc. } \mathbf{w})):\left(\mathrm{V}_{\text {NARK }}(\mathrm{pi}, \pi)=0 \wedge D(\mathrm{acc})=0\right),
$$

where $\mathrm{P}^{\prime}$ outputs $\mathrm{acc}^{\prime}$, pf and $\mathrm{V}^{\prime}$ on input $\left((\mathrm{pi}, \pi \cdot x, \mathrm{acc} \cdot x),\left(\mathrm{acc}^{\prime}, \mathrm{pf}\right)\right)$ accepts if $D\left(\mathrm{acc}^{\prime}\right)$ and $\mathrm{V}_{\mathrm{acc}}(\mathrm{pi}, \pi \cdot x$, acc. $x, \mathrm{acc} . x, \mathrm{pf})$ 0.

The scheme has perfect completeness if the $R O-N A R K\left(\mathrm{P}^{\prime}, \mathrm{V}^{\prime}\right)$ has perfect completeness for $\mathcal{R}_{\mathrm{acc}}$.

Theorem 5.1 (IVC from accumulation[Bün+21a]). Given a standard-model NARK for circuitsatisfiability and a standard-model accumulation scheme (Definition 5.8) for that NARK, both with negligible knowledge error, there exists an efficient transformation that outputs an IVC scheme (see Section 3.2 of [Bün+21a]) for constant-depth compliance predicates, assuming that the circuit complexity of the accumulation verifier $\mathrm{V}_{\mathrm{acc}}$ is sub-linear in its input.

Random Oracle. Note that both the NARK and accumulation scheme we construct are in the random oracle model. However, Theorem 5.1 requires a NARK and an accumulation scheme in the standard model. It remains an open problem to construct such schemes. However, we can heuristically instantiate the random oracle with a cryptographic hash function and assume that the resulting schemes still have knowledge soundness.

Definition 5.9 (Fiat-Shamir Heuristic). The Fiat-Shamir Heuristic, relative to a secure cryptographic hash function H , states that a random oracle NARK with negligible knowledge error yields a NARK that has negligible knowledge error in the standard (CRS) model if the random oracle is replaced with H .

Complexity. The IVC transformation from [Bün+21a] recursively proves that the accumulation was performed correctly. To do that, it implements $\mathrm{V}_{\mathrm{acc}}$ as a circuit and proves that the previous accumulation step was done correctly. Note that this recursive circuit is independent of the size of $\pi . \mathbf{w}$, acc.w and the runtime of $D$. The IVC prover is linear in the size of the recursive circuit plus the size of the IVC computation step expressed as a circuit. The final IVC verifier and the IVC proof size are linear in these components. This can be reduced using an additional SNARK as in [KST22].

PCD. IVC can be generalized to arbitrary DAGs instead of just path graphs in a primitive called proof-carrying data[Bit+13a]. Accumulation schemes can be compiled into full PCD if they support accumulating an arbitrary number of accumulators and proofs[Bün+20; Bün+21a]. For simplicity, we only build accumulation for one proof and one accumulator, as well as for two accumulators. This enables PCD for DAGs of degree two. By transforming higher degree graphs into degree two graphs (by converting each degree $d$ node into a $\log _{2}(d)$ depth tree), we can achieve PCD for these graphs.

Outsourcing the decider. In the accumulation to IVC transformation, the IVC proof is linear in the accumulator, and the IVC verifier runs the decider. The accumulation schemes we construct are linear in the witness of a single computation step. However, we can outsource the decider by providing a SNARK that, given acc. $x$, proves knowledge of acc.w, such that $D(\operatorname{acc})=0$. Nova[KST22] constructs a custom, concretely efficient SNARK for their accumulation/folding scheme. However,
when outsourcing the decider, the IVC cannot continue. This breaks the strict completeness requirement of IVC, which says that any prover can continue from any valid IVC proof. Nevertheless, this may be fine for some applications of IVC.

### 5.3 Protocols

### 5.3.1 Special-sound Protocols

In this section, we describe a class of special-sound protocols whose verifier is algebraic. The protocol $\Pi_{\text {sps }}$ has 3 essential parameters $k, d, \ell \in \mathbb{N}$, meaning that $\Pi_{\text {sps }}$ is a $(2 k-1)$-move protocol with verifier degree $d$ and output length $\ell$ (i.e. the verifier checks $\ell$ degree $d$ algebraic equations). In each round $i(1 \leq i \leq k)$, the prover $\mathrm{P}_{\mathrm{sps}}\left(\mathrm{pi}, \mathbf{w},\left[\mathbf{m}_{j}, r_{j}\right]_{j=1}^{i-1}\right)$ generates the next message $\mathbf{m}_{i}$ on input the public input pi, the witness $\mathbf{w}$, and the current transcript $\left[\mathbf{m}_{j}, r_{j}\right]_{j=1}^{i-1}$, and sends $\mathbf{m}_{i}$ to the verifier; the verifier replies with a random challenge $r_{i} \in \mathbb{F}$. After the final message $\mathbf{m}_{k}$, the verifier computes the algebraic map $\mathrm{V}_{\mathrm{sps}}$ and checks that the output is a zero vector of length $\ell$. More precisely, $\operatorname{deg}\left(\mathrm{V}_{\mathrm{sps}}\right)=d$, s.t.

$$
\mathrm{V}_{\mathrm{sps}}\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right):=\sum_{j=0}^{d} f_{j}^{\mathrm{V}_{\mathrm{sps}}}\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right),
$$

where $f_{j}^{\mathrm{V}_{\text {sps }}}$ is a homogeneous degree- $j$ algebraic map that outputs a vector of $\ell$ field elements.
We describe the special-sound protocol $\Pi_{\text {sps }}$ below.

\[

\]

### 5.3.2 Commit and Open

For a commitment scheme $\mathrm{cm}=$ (Setup, Commit), consider the following relation $\mathcal{R}_{\mathrm{cm}}^{\mathcal{R}}=(x ; \mathbf{w}, \mathbf{m} \in$ $\left.\mathcal{M}, \mathbf{m}^{\prime} \in \mathcal{M}\right):\left\{(x, \mathbf{w}) \in \mathcal{R} \vee\left(\operatorname{Commit}(\mathbf{m})=\operatorname{Commit}\left(\mathbf{m}^{\prime}\right) \wedge \mathbf{m} \neq \mathbf{m}^{\prime}\right)\right\}$. The relation's witness is
either a valid witness for $\mathcal{R}$ or a break of the commitment scheme cm . We now design a specialsound protocol $\Pi_{\mathrm{cm}}=\left(\mathrm{P}_{\mathrm{cm}}, \mathrm{V}_{\mathrm{cm}}\right)$ for $\mathcal{R}_{\mathrm{cm}}^{\mathcal{R}}$ given $\Pi_{\mathrm{sps}}=\left(\mathrm{P}_{\mathrm{sps}}, \mathrm{V}_{\mathrm{sps}}\right)$, a special-sound protocol for $\mathcal{R}$. $\mathrm{P}_{\mathrm{cm}}$ runs $\mathrm{P}_{\mathrm{sps}}$ to generate the $i$ th message and then commits to the message. Along with the final message, $\mathrm{P}_{\mathrm{cm}}$ sends the opening to the commitment. The verifier $\mathrm{V}_{\mathrm{cm}}$ checks the correctness of the commitments and runs $\mathrm{V}_{\text {sps }}$ on the commitment openings.

```
Special-sound Protocol \(\Pi_{\mathrm{cm}}\) for \(\mathcal{R}_{\mathrm{cm}}^{\mathcal{R}}\) as a cm transform of \(\Pi_{\mathrm{sps}}=\left(\mathrm{P}_{\mathrm{sps}}, \mathrm{V}_{\mathrm{sps}}\right)\)
Prover \(\mathrm{P}_{\mathrm{cm}}(\mathrm{ck}, \mathrm{pi}, \mathbf{w}) \quad\) Verifier \(\mathrm{V}_{\mathrm{cm}}(\mathrm{ck}, \mathrm{pi})\)
\(\mathbf{m}_{i} \leftarrow \mathrm{P}_{\mathrm{sps}}\left(\mathbf{p i}, \mathbf{w},\left[\mathbf{m}_{j}, r_{j}\right]_{j=1}^{i-1}\right)\)
\(C_{i} \leftarrow \operatorname{Commit}\left(\mathrm{ck}, \mathbf{m}_{i}\right) \quad C_{i}\)
    \(\stackrel{r_{i}}{ }\)
```

Repeat $k-1$ time
$C_{k} \leftarrow \operatorname{Commit}\left(\mathrm{ck}, \mathbf{m}_{k}\right)$


Opening $\left[\mathbf{m}_{i}\right]_{i=1}^{k}$
$\xrightarrow{\text { Opening }\left[\mathrm{m}_{i, i=1}\right.}$

Verifier $\mathrm{V}_{\mathrm{cm}}(\mathrm{ck}, \mathrm{pi})$
$\mathbf{m}_{i} \leftarrow \mathbf{P}_{\mathrm{sps}}\left(\mathbf{p i}, \mathbf{w},\left[\mathbf{m}_{j}, r_{j}\right]_{j=1}^{i-1}\right)$
$C_{i} \leftarrow \operatorname{Commit}\left(\mathrm{ck}, \mathbf{m}_{i}\right) \quad C_{i}$
$\qquad$ $r_{i} \leftarrow \oiint \mathbb{F}$

Repeat $k-1$ time

```
\[
\begin{aligned}
& \text { Commit }\left(\mathrm{ck}, \mathbf{m}_{i}\right) \stackrel{?}{=} C_{i} \forall i \in[k] \\
& \mathrm{V}_{\mathrm{sps}}\left(\mathbf{p i},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right) \stackrel{?}{=} \mathbf{0}^{\ell}
\end{aligned}
\]
```

Lemma 5.2 ( $\Pi_{\mathrm{cm}}$ is $\left(a_{1}, \ldots, a_{\mu}\right)$-special-sound). Let $\Pi_{\mathrm{sps}}$ be an $\left(a_{1}, \ldots, a_{\mu}\right)$-out-of- $N$ special-sound protocol for relation $\mathcal{R}$, where the prover messages are all in a set $\mathcal{M}$. Let (Setup, Commit) be a binding commitment scheme for messages in $\mathcal{M}$. For $\mathrm{ck} \leftarrow \operatorname{Setup}_{\mathrm{cm}}\left(1^{\lambda}\right)$ let $\mathcal{R}_{\mathrm{cm}}=$ (pi; w,m $\in$ $\left.\mathcal{M}, m^{\prime} \in \mathcal{M}\right):(\mathrm{pi} ; \mathbf{w}) \in \mathcal{R} \vee\left(\operatorname{Commit}(\mathrm{ck}, m)=\operatorname{Commit}\left(\mathrm{ck}, m^{\prime}\right) \wedge m \neq m^{\prime}\right)$. Then $\Pi_{\mathrm{cm}}=\mathrm{cm}\left[\Pi_{\mathrm{sps}}\right]$ is an $\left(a_{1}, \ldots, a_{\mu}\right)$-out-of- $N$ special-sound protocol for $\mathcal{R}_{\mathrm{cm}}^{\mathcal{R}}$.

Proof. Let Ext ${ }_{\text {sps }}$ be the extractor for $\Pi_{\text {sps }}$. We will construct $E x t_{c m}$ for $\Pi_{c m}$ that computes a witness for $\mathcal{R}_{\mathrm{cm}}$, i.e., a witness for $\mathcal{R}$ or a collision for cm given an $\left(a_{1}, \ldots, a_{\mu}\right)$-transcript tree for $\Pi_{\mathrm{cm}}$. The extractor Ext ${ }_{c m}$ first checks whether there exist two transcripts that have inconsistent final messages. That is, the final message opening is different for the nodes in the intersection of the root-to-leaf paths of these two transcripts. This means we have $\mathbf{m}_{i}$ and $\mathbf{m}_{i}^{\prime}$, such that $\operatorname{Commit}\left(\mathbf{m}_{i}\right)=\operatorname{Commit}\left(\mathbf{m}_{i}^{\prime}\right)$ and $\mathbf{m}_{i} \neq \mathbf{m}_{i}^{\prime}$. This is a break for cm , i.e., a valid witness for $\mathcal{R}_{\mathrm{cm}}$. Otherwise Ext ${ }_{\mathrm{cm}}$ builds a transcript tree for $\Pi_{\text {sps }}$ by replacing all commitments with the openings and use $E x t_{\text {sps }}$ to compute $\mathbf{w} \in \mathcal{R}(\mathrm{pi})$, such that $(\mathbf{w}, \perp, \perp) \in \mathcal{R}_{\mathrm{cm}}(\mathrm{pi})$.

### 5.3.3 Fiat-Shamir transform

Let $\rho_{\text {NARK }}$ be a random oracle. Let $\Pi_{c m}$ be the commit-and-open protocol for the special-sound protocol $\Pi_{\mathrm{sps}}=\left(\mathrm{P}_{\mathrm{sps}}, \mathrm{V}_{\mathrm{sps}}\right)$. The Fiat-Shamir Transform $\mathrm{FS}\left[\Pi_{\mathrm{cm}}\right]$ of the protocol $\Pi_{\mathrm{cm}}$ is the following. By Lemma 5.1, $\mathrm{FS}\left[\Pi_{\mathrm{cm}}\right]$ is knowledge sound if $\Pi_{\mathrm{sps}}$ is special-sound.

Fiat-Shamir Transform FS of Special-sound Protocol $\Pi$ for relation $\mathcal{R}_{\mathrm{cm}}^{\mathcal{R}}$ : $\mathrm{FS}\left[\Pi_{\mathrm{cm}}\right]$
Prover $P_{\text {NARK }}^{\rho_{\text {NARK }}}(\mathrm{ck}, \mathrm{pi}, \mathbf{w}) \quad$ Verifier $\mathrm{V}_{\text {NARK }}^{\rho_{\text {NARK }}}(\mathrm{ck}, \mathrm{pi})$
$r_{0} \leftarrow \rho_{\text {NARK }}(\mathrm{pi})$
For $i \in[k-1]$ :
$\mathbf{m}_{i} \leftarrow \mathrm{P}_{\mathrm{sps}}\left(\mathrm{pi}, \mathbf{w},\left[\mathbf{m}_{j}, r_{j}\right]_{j=1}^{i-1}\right)$
$C_{i} \leftarrow \operatorname{Commit}\left(\mathrm{ck}, \mathbf{m}_{i}\right)$
$r_{i} \leftarrow \rho_{\text {NARK }}\left(r_{i-1}, C_{i}\right)$
$\mathbf{m}_{k} \leftarrow \mathrm{P}_{\mathrm{sps}}\left(\mathbf{p i}, \mathbf{w},\left[\mathbf{m}_{j}, r_{j}\right]_{j=1}^{k-1}\right)$
$C_{k} \leftarrow \operatorname{Commit}\left(\mathrm{ck}, \mathbf{m}_{i}\right) \quad \pi \cdot x=\left[C_{i}\right]_{i=1}^{k}$
$\pi \cdot \mathbf{w}=\left[\mathbf{m}_{i}\right]_{i=1}^{k}$

$$
\begin{aligned}
& r_{0} \leftarrow \rho_{\text {NARK }}(x) \\
& r_{i} \leftarrow \rho_{\text {NARK }}\left(r_{i-1}, C_{i}\right) \forall i \in[k-1] \\
& \operatorname{Commit}\left(\mathrm{ck}, \mathbf{m}_{i}\right) \stackrel{?}{=} C_{i} \forall i \in[k] \\
& \mathrm{V}_{\mathrm{sps}}\left(\mathbf{p i}, \pi . x, \pi \cdot \mathbf{w},\left[r_{i}\right]_{i=1}^{k-1}\right) \stackrel{?}{=} \mathbf{0}^{\ell}
\end{aligned}
$$

### 5.3.4 Accumulation Scheme for $\mathrm{V}_{\text {NARK }}$

Let $\rho_{\text {acc }}$ and $\rho_{\text {NARK }}$ be two random oracles, and let $\mathrm{V}_{\text {NARK }}$ be the verifier of $\mathrm{FS}\left[\Pi_{\mathrm{cm}}\right]$ in Section 5.3.3, whose underlying special-sound protocol is $\Pi_{\mathrm{sps}}=\left(\mathrm{P}_{\mathrm{sps}}, \mathrm{V}_{\mathrm{sps}}\right)$ for a relation $\mathcal{R}$. We describe the accumulation scheme for $\mathrm{V}_{\text {NARK }}$.

The accumulated predicate. The predicate to be accumulated is the "relaxed" verifier check of the NARK scheme $\mathrm{FS}\left[\Pi_{\mathrm{cm}}\right]$ for relation $\mathcal{R}$. Namely, given public input pi $\in \mathcal{M}^{\ell_{\mathrm{in}}}$, random challenges $\left[r_{i}\right]_{i=1}^{k-1} \in \mathbb{F}^{k-1}$, a NARK proof

$$
\pi \cdot x=\left[C_{i}\right]_{i=1}^{k}, \pi \cdot \mathbf{w}=\left[\mathbf{m}_{i}\right]_{i=1}^{k}
$$

where $\left[C_{i}\right]_{i=1}^{k} \in \mathcal{C}^{k}$ are commitments and $\left[\mathbf{m}_{i}\right]_{i=1}^{k}$ are prover messages in the special-sound protocol $\Pi_{\text {sps }}$, and a slack variable $\mu$, the predicate checks that (i) $r_{i}=\rho_{\mathrm{NARK}}\left(r_{i-1}, C_{i}\right)$ for all $i \in[k-1]$
(where $r_{0}:=\rho_{\text {NARK }}(\mathrm{pi})$ ), (ii) Commit $\left(\mathrm{ck}, \mathbf{m}_{i}\right)=C_{i}$ for all $i \in[k]$, and (iii)

$$
\mathrm{V}_{\mathrm{sps}}\left(\mathrm{pi}, \pi \cdot x, \pi \cdot \mathbf{w},\left[r_{i}\right]_{i=1}^{k-1}, \mu\right):=\sum_{j=0}^{d} \mu^{d-j} \cdot f_{j}^{\mathrm{V}_{\mathrm{sps}}}\left(\mathrm{pi}, \pi \cdot \mathbf{w},\left[r_{i}\right]_{i=1}^{k-1}\right)=\mathbf{e}
$$

where $\mathbf{e}=\mathbf{0}^{\ell}$ and $\mu=1$ for the NARK verifier $\bigvee_{\text {NARK }}$. Here $f_{j}^{V_{\text {sps }}}$ is a degree- $j$ homogeneous algebraic map that outputs $\ell$ field elements. Degree- $j$ homogeneity says that each monomial term of $f_{j}^{V_{\text {sps }}}$ has degree exactly $j$.

Remark 5.3.1. Without loss of generality, we assume that the public input pi is of constant size, as otherwise, we can set it as the hash of the original public input.

Accumulator. The accumulator has the following format:

- Accumulator instance acc. $x:=\left\{\mathrm{pi},\left[C_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}, E, \mu\right\}$, where $\mathrm{pi} \in \mathcal{M}^{\ell_{\text {in }}}$ is the accumulated public input, $\left[C_{i}\right]_{i=1}^{k} \in \mathcal{C}^{k}$ are the accumulated commitments, $\left[r_{i}\right]_{i=1}^{k-1} \in \mathbb{F}^{k-1}$ are the accumulated challenges, $E \in \mathcal{C}$ is the accumulated commitment to the error terms, and $\mu \in \mathbb{F}$ is a slack variable.
- Accumulator witness acc. $\mathbf{w}:=\left\{\left[\mathbf{m}_{i}\right]_{i=1}^{k}\right\}$, where $\left[\mathbf{m}_{i}\right]_{i=1}^{k}$ are the accumulated prover messages.

Accumulation prover. On input commitment key ck (which can be hardwired in the prover's algorithm), accumulator acc, an instance-proof pair (pi, $\pi$ ) where

$$
\begin{aligned}
\mathrm{acc} & :=\left(\mathrm{acc} \cdot x=\left\{\mathrm{pi},\left[C_{i}^{\prime}\right]_{i=1}^{k},\left[r_{i}^{\prime}\right]_{i=1}^{k-1}, E, \mu\right\}, \text { acc. } \mathbf{w}=\left\{\left[\mathbf{m}_{i}^{\prime}\right]_{i=1}^{k}\right\}\right) \\
\pi & :=\left(\pi \cdot x=\left[C_{i}\right]_{i=1}^{k}, \pi \cdot \mathbf{w}=\left[\mathbf{m}_{i}\right]_{i=1}^{k}\right)
\end{aligned}
$$

the accumulation prover $\mathrm{P}_{\text {acc }}$ works as in Figure 5.3.

Accumulation verifier. On input public input pi, NARK proof instance $\pi \cdot x$, accumulator instance acc. $x$, accumulation proof pf , and the updated accumulator instance acc' $. x:=\left\{\mathrm{pi}^{\prime \prime},\left[C_{i}^{\prime \prime}\right]_{i=1}^{k},\left[r_{i}^{\prime \prime}\right]_{i=1}^{k}, E^{\prime}, \mu^{\prime}\right\}$, the accumulation verifier $\mathrm{V}_{\text {acc }}$ works as in Figure 5.4.

Decider. On input the commitment key ck (which can be hardwired) and an accumulator

$$
\operatorname{acc}=\left(\operatorname{acc} . x=\left\{\mathrm{pi},\left[C_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}, E, \mu\right\}, \text { acc. } \mathbf{w}=\left\{\left[\mathbf{m}_{i}\right]_{i=1}^{k}\right\}\right)
$$

the decider does the checks described in Figure 5.5.
Remark 5.3.2. The accumulation scheme for $\mathrm{V}_{\text {NARK }}$ is also naturally a folding scheme as defined in Nova [KST22], where we can view an accumulator as a relaxed NP instance with error terms.

$$
\begin{aligned}
& \mathrm{P}_{\text {acc }}^{\rho_{\text {acc }}, \rho_{\text {NARK }}}(\mathrm{ck}, \operatorname{acc},(\mathrm{pi}, \pi)) \\
& \text { 1. } r_{i} \leftarrow \rho_{\text {NARK }}\left(r_{i-1}, C_{i}\right) \forall i \in[k-1] \text { where } r_{0}:=\rho_{\text {NARK }}(\mathrm{pi}) \text {. } \\
& \text { 2. Compute }\left[\mathbf{e}_{j}\right]_{j=1}^{d-1} \in\left(\mathbb{F}^{\ell}\right)^{d-1} \text {, such that } \\
& \sum_{j=0}^{d}(X+\mu)^{d-j} \cdot f_{j}^{\mathrm{V}_{\mathrm{sps}}}\left(X \cdot \mathbf{p i}+\mathbf{p i}^{\prime},\left[X \cdot \mathbf{m}_{i}+\mathbf{m}_{i}^{\prime}\right]_{i=1}^{k},\left[X \cdot r_{i}+r_{i}^{\prime}\right]_{i=1}^{k-1}\right) \\
& =\sum_{j=0}^{d} \mu^{d-j} f_{j} \mathrm{~V}_{\mathrm{sps}}\left(\mathrm{pi}^{\prime},\left[\mathbf{m}_{i}^{\prime}\right]_{i=1}^{k},\left[r_{i}^{\prime}\right]_{i=1}^{k-1}\right)+X^{d} \cdot \mathrm{~V}_{\text {NARK }}\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right)+\sum_{j=1}^{d-1} \mathbf{e}_{j} X^{j} \\
& =\mathbf{e}+\sum_{j=1}^{d-1} \mathbf{e}_{j} X^{j}
\end{aligned}
$$

3. $E_{j} \leftarrow \operatorname{Commit}\left(\mathrm{ck}, \mathbf{e}_{j}\right) \forall j \in[d-1]$
4. $\alpha \leftarrow \rho_{\text {acc }}\left(\operatorname{acc} \cdot x\right.$, pi, $\left.\pi \cdot x,\left[E_{j}\right]_{j=1}^{d-1}\right) \in \mathbb{F}$
5. Set vectors

$$
\mathbf{v}:=\left(1, \mathrm{pi},\left[r_{i}\right]_{i=1}^{k-1},\left[C_{i}\right]_{i=1}^{k},\left[\mathbf{m}_{i}\right]_{i=1}^{k}\right), \mathbf{v}^{\prime}:=\left(\mu, \mathrm{pi}^{\prime},\left[r_{i}^{\prime}\right]_{i=1}^{k-1},\left[C_{i}^{\prime}\right]_{i=1}^{k},\left[\mathbf{m}_{i}^{\prime}\right]_{i=1}^{k}\right) .
$$

6. $\mathbf{v}^{\prime \prime}:=\left(\mu^{\prime}, \mathrm{pi}^{\prime \prime},\left[r_{i}^{\prime \prime}\right]_{i=1}^{k-1},\left[C_{i}^{\prime \prime}\right]_{i=1}^{k},\left[\mathbf{m}_{i}^{\prime \prime}\right]_{i=1}^{k}\right) \leftarrow \alpha \cdot \mathbf{v}+\mathbf{v}^{\prime}$.
7. $E^{\prime} \leftarrow E+\sum_{j=1}^{d-1} \alpha^{j} \cdot E_{j}$.
8. Set acc'. $x:=\left\{\mathrm{pi}^{\prime \prime},\left[C_{i}^{\prime \prime}\right]_{i=1}^{k},\left[r_{i}^{\prime \prime}\right]_{i=1}^{k}, E^{\prime}, \mu^{\prime}\right\}$, acc' $\cdot \mathbf{w}:=\left\{\left[\mathbf{m}_{i}^{\prime \prime}\right]_{i=1}^{k}\right\}$.
9. Set accumulation proof pf $:=\left[E_{j}\right]_{j=1}^{d-1}$

Figure 5.3: Accumulation Prover for low-degree Fiat-Shamired NARKs

$$
\begin{aligned}
& \mathrm{V}_{\mathrm{acc}}^{\rho_{\text {acc }}, \rho_{\text {NARK }}}\left(\mathrm{pi}, \pi \cdot x=\left[C_{i}\right]_{i=1}^{k}, \text { acc. } x=\left(\mathrm{pi}^{\prime},\left[C_{i}^{\prime}\right]_{i=1}^{k},\left[r_{i}^{\prime}\right]_{i=1}^{k-1}, E, \mu\right), \mathrm{pf}=\left[E_{j}\right]_{j=1}^{d-1}, \text { acc } . x\right) \\
& \text { 1. } r_{i} \leftarrow \rho_{\text {NARK }}\left(r_{i-1}, C_{i}\right) \forall i \in[k-1] \text { where } r_{0}:=\rho_{\text {NARK }}(\mathrm{pi}) . \\
& \text { 2. } \alpha \leftarrow \rho_{\text {acc }}(\operatorname{acc} . x, \mathrm{pi}, \pi \cdot x, \mathrm{pf}) \\
& \text { 3. Set vectors } \\
& \qquad \mathbf{v}:=\left(1, \mathrm{pi},\left[r_{i}\right]_{i=1}^{k-1},\left[C_{i}\right]_{i=1}^{k}\right), \mathbf{v}^{\prime}:=\operatorname{acc} . x .\left(\mu, \mathrm{pi}^{\prime},\left[r_{i}^{\prime}\right]_{i=1}^{k-1},\left[C_{i}^{\prime}\right]_{i=1}^{k}\right) .
\end{aligned}
$$

4. Check acc ${ }^{\prime} \cdot x \cdot\left(\mu^{\prime}, \mathrm{pi}^{\prime \prime},\left[r_{i}^{\prime \prime}\right]_{i=1}^{k-1},\left[C_{i}^{\prime \prime}\right]_{i=1}^{k}\right) \stackrel{?}{=} \alpha \cdot \mathbf{v}+\mathbf{v}^{\prime}$.
5. Check acc ${ }^{\prime} \cdot x \cdot E^{\prime} \stackrel{?}{=}$ acc. $x \cdot E+\sum_{j=1}^{d-1} \alpha^{j} \cdot E_{j}$.

Figure 5.4: Accumulation Verifier for low-degree Fiat-Shamired NARKs

```
\(D_{\mathrm{acc}}\left(\operatorname{acc}=\left(\operatorname{acc} . x=\left\{\mathrm{pi},\left[C_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}, E, \mu\right\}, \operatorname{acc} \cdot \mathbf{w}=\left\{\left[\mathbf{m}_{i}\right]_{i=1}^{k}\right\}\right)\right)\)
```

1. $C_{i} \stackrel{?}{=} \operatorname{Commit}\left(\mathrm{ck}, \mathbf{m}_{i}\right)$ for all $i \in[k]$.
2. $\mathbf{e} \leftarrow \sum_{j=0}^{d} \mu^{d-j} f_{j}^{\mathrm{V}_{\text {sps }}}\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right)$ where $f_{j}^{\mathrm{V}_{\text {sps }}}$ is the degree- $j$ homogeneous algebraic map described in the accumulated predicate.
3. $E \stackrel{?}{=} \operatorname{Commit}(\mathrm{ck}, \mathbf{e})$.

Figure 5.5: Accumulation Decider for low-degree Fiat-Shamired NARKs

A NARK proof $\pi$ is an accumulator with $\mu=1$ and $E=0 \in \mathbb{G}$. We can use the same accumulation scheme to fold two accumulators (acc, acc') into a new accumulator acc". The scheme is identical to the one presented above but with non-trivial $\mu, \mathbf{e}, E$ terms for acc. The verifier performs one additional group scalar multiplication. In the language of folding schemes, we can fold two NARK instances into an accumulator; or fold a NARK instance and an accumulator into an updated accumulator; or fold two accumulators into an updated accumulator.

Complexity. Let $\Pi_{\text {sps }}$ be a $(2 k-1)$-move special-sound protocol with the verifier checking $\ell$ degree$d$ equations. Denote by $|M|$ the number of elements in prover messages and $\left|M^{*}\right|$ the number of non-zero elements in the prover messages. Assume that pi is a hash with length 1 (this saves the call $\left.r_{0}:=\rho_{\text {NARK }}(\mathrm{pi})\right)$, and let $|R|$ be the number of elements in verifier's challenges. We analyze the computational complexity of the accumulation scheme:

- The accumulation prover
- asks $k-1$ queries to $\rho_{\text {NARK }}$ and 1 query to $\rho_{\text {acc }}$;
$-\operatorname{computes} E_{j}=\operatorname{Commit}\left(\mathrm{ck}, \mathbf{e}_{j}\right)$ for all $j \in[d-1]$, where $\mathbf{e}_{j} \in \mathbb{F}^{\ell}$;
- performs $|R|+\left|M^{*}\right|+2 \mathbb{F}$-ops to combine $\left(\mu, \mathbf{p i},\left[r_{i}\right]_{i=1}^{k-1},\left[\mathbf{m}_{i}\right]_{i=1}^{k}\right)$;
- performs $k \mathbb{G}$-ops to combine $\left[C_{i}\right]_{i=1}^{k}$;
- computes the coefficients of $\ell$ degree- $d$ polynomials for $\left[\mathbf{e}_{j}\right]_{j=1}^{d-1}$.
- The accumulation verifier performs
- asks $k-1$ constant size queries to $\rho_{\text {NARK }}$ and $1 d$-sized query to $\rho_{\text {acc }}$;
$-|R|+2 \mathbb{F}$-ops to combine $\left(\mu, \mathrm{pi},\left[r_{i}\right]_{i=1}^{k-1}\right) ;$
- $k \mathbb{G}$-ops to combine $\left[C_{i}\right]_{i=1}^{k}$;
$-d-1 \mathbb{G}$-ops to add $\left[E_{j}\right]_{j=1}^{d-1}$ onto $E$.
- The decider
- computes $C_{i}=$ Commit(ck, $\left.\mathbf{m}_{i}\right)$ for $i \in[k]$ and $E=$ Commit(ck, $\left.\mathbf{e}\right)$, with total complexity around $|M|+\ell \mathbb{G}$-ops.
- evaluate $\ell$ degree- $d$ multivariate polynomials to compute vector $\mathbf{e}$.

Theorem 5.2. Let $\left(\mathrm{P}_{\text {NARK }}, \mathrm{V}_{\text {NARK }}\right)$ be the RO-NARK defined in Section 5.3.3. Let $\mathrm{cm}=($ Setup, Commit $)$ be a binding, homomorphic commitment scheme. Let $\rho_{\mathrm{acc}}$ be another random oracle. The accumulation scheme $\left(\mathrm{P}_{\mathrm{acc}}, \mathrm{V}_{\mathrm{acc}}, D_{\mathrm{acc}}\right)$ for $\mathrm{V}_{\text {NARK }}$ satisfies perfect completeness and has knowledge error $(Q+1) \frac{d+1}{|\mathbb{F}|}+\operatorname{neg}(\lambda)$ as defined in Definition 5.8, against any randomized polynomial-time $Q$-query adversary.

Proof.

Completeness. Consider any tuple $((\mathrm{pi}, \pi), \mathrm{acc}) \in \mathcal{R}_{\text {acc }}$, that is, $\mathrm{V}_{\text {NARK }}(\mathrm{pi}, \pi)$ and $D(\mathrm{acc})$ both accept. Let (acc', pf) denote the output of the accumulation prover $\mathrm{P}_{\mathrm{acc}}(\mathrm{ck}, \mathrm{acc},(\mathrm{pi}, \pi))$. We argue that both the decider $D\left(\mathrm{acc}^{\prime}\right)$ and the accumulation verifier $\mathrm{V}_{\mathrm{acc}}\left(\mathrm{pi}, \pi . x\right.$, acc. $\left.. x, \mathrm{pf}, \mathrm{acc}^{\prime} . x\right)$ will accept, which finishes the proof of perfect completeness by Definition 5.8.
$\mathrm{V}_{\text {acc }}$ accepts as $\mathrm{P}_{\mathrm{acc}}$ and $\mathrm{V}_{\text {acc }}$ go through the same process of computing challenges $\left[r_{i}\right]_{i=1}^{k-1}$ and $\alpha$, thus the linear combinations of acc. $x$ and ( $\mathrm{pi}, \pi . x ; \mathrm{pf},\left[r_{i}\right]_{i=1}^{k-1}$ ) via $\alpha$ will be consistent.

We prove that $D$ (acc') accepts by scrutinizing the following decider checks.
The check acc' $\cdot C_{i} \stackrel{?}{=}$ Commit(ck, acc' $\left.\cdot \mathbf{m}_{i}\right)$ succeeds for all $i \in[k]$. This is because

$$
\operatorname{acc}^{\prime} .\left\{C_{i}, \mathbf{m}_{i}\right\}=\operatorname{acc} .\left\{C_{i}, \mathbf{m}_{i}\right\}+\alpha \cdot \pi \cdot\left\{C_{i}, \mathbf{m}_{i}\right\}
$$

for all $i \in[k]$, where $\pi . C_{i}=\operatorname{Commit}\left(c k, \pi . \mathbf{m}_{i}\right)$ because $\mathrm{V}_{\text {NARK }}(\mathbf{p i}, \pi)$ accepts, and acc. $C_{i}=\operatorname{Commit}\left(\mathrm{ck}\right.$, acc. $\left.\mathbf{m}_{i}\right)$ because $D$ (acc) accepts. Thus the check succeeds by the homomorphism of the commitment scheme.

The decider computes $\mathbf{e}^{\prime} \leftarrow \sum_{j=0}^{d}\left(\mathrm{acc}^{\prime} . \mu\right)^{d-j} f_{j}^{\mathrm{V}_{\mathrm{sps}}}\left(\mathrm{acc}^{\prime} .\left\{\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right\}\right)$ such that for $\mathbf{e}=$ $\sum_{j=0}^{d} \operatorname{acc} . \mu^{(d-j)} \cdot f_{j}^{\mathrm{V}_{\mathrm{sps}}}\left(\mathrm{acc} .\left\{\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right\}\right)$, it holds that

$$
\begin{aligned}
\mathbf{e}^{\prime} & =\mathbf{e}+\sum_{j=1}^{d-1} \alpha^{j} \cdot \text { pf. } \mathbf{e}_{j} \\
& =\sum_{j=0}^{d}(\alpha+\operatorname{acc} . \mu)^{d-j} \cdot f_{j}^{\mathrm{V}_{\mathrm{sps}}}\left(\alpha \cdot\left\{\mathrm{pi}, \pi \cdot\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right\}+\operatorname{acc} .\left\{\mathbf{p i},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right\}\right) .
\end{aligned}
$$

By the definition of pf. $\mathbf{e}_{j}$ and the homomorphism of the commitment scheme, and because $D$ (acc) accepts and checks $E=\operatorname{Commit}(c k, \mathbf{e})$, we have that $E^{\prime}=\operatorname{Commit}\left(c k, \mathbf{e}^{\prime}\right)$.

Knowledge-Soundness. We show that the scheme has knowledge-soundness by showing that there exists an underlying ( $d+1$ )-special-sound protocol and then applying the Fiat-Shamir transform to show that the accumulation scheme is knowledge sound. Consider the public-coin interactive protocol $\Pi_{I}=\left(\mathrm{P}_{I}(\mathrm{pi}, \pi, \mathrm{acc}), \mathrm{V}_{I}(\mathrm{pi}, \pi . x\right.$, acc. $\left.x)\right)$ where $\mathrm{P}_{I}$ sends $\mathrm{pf}=\left[E_{j}\right]_{j=1}^{d-1} \in \mathbb{G}^{d-1}$ as computed by $\mathrm{P}_{\text {acc }}$ to $\mathrm{V}_{I}$. The verifier sends a random challenge $\alpha \in \mathbb{F}$, and the prover $\mathrm{P}_{I}$ responds with acc ${ }^{\prime}$
as computed by $\mathrm{P}_{\mathrm{acc}} . \mathrm{V}_{I}$ accepts if $D_{\mathrm{acc}}\left(\mathrm{acc}^{\prime}\right)=0$ and $\mathrm{V}_{\mathrm{acc}}(\mathrm{pi}, \pi \cdot x$, acc. $x, \mathrm{pf}$, acc' $\cdot x)=0$ using the random challenge $\alpha$, instead of a Fiat-shamir challenge.

Claim 1: $\Pi_{I}$ is $(d+1)$-special-sound Consider the relation $\mathcal{R}_{\text {acc }}$ where $\mathcal{R}_{\text {acc }}$ is defined in Definition 5.8. Consider $d+1$ accepting transcripts for $\Pi_{I}$ :

$$
\left\{\mathcal{T}_{i}:=\left(\mathrm{pi}, \pi . x, \operatorname{acc} . ; \mathrm{acc}_{i}^{\prime}, \mathrm{pf}_{i}\right)\right\}_{i=1}^{d+1} .
$$

We construct an extractor Ext ${ }_{\text {acc }}$ that extracts a witness for $\mathcal{R}_{\text {acc }}($ pi. $\pi . x$, acc. $x)$ given $\mathcal{T}$.
For all $i \in[d+1]$,

$$
\left(\operatorname{acc}_{i}^{\prime}\right)=\left(\mu_{i}^{\prime}, \mathrm{p}_{i}^{\prime},\left[C_{i, j}^{\prime}\right]_{j=1}^{k},\left[r_{i, j}\right]_{j=1}^{k-1}, E_{i}^{\prime},\left[\mathbf{m}_{i, j}^{\prime}\right]_{j=1}^{k}\right)
$$

and $\mathrm{pf}_{i}=\mathrm{pf}=\left[E_{j}\right]_{j=1}^{d-1}$.
Given that the transcripts are accepting, i.e. both $\mathrm{V}_{\text {acc }}$ and $D_{\text {acc }}$ accept, we have that $\operatorname{Commit}\left(\mathrm{ck}, \mathbf{e}_{i}^{\prime}\right)=$ $E_{i}^{\prime}=\operatorname{acc} . E+\sum_{j=1}^{d-1} \alpha_{i}^{j} E_{j}$ for all $i \in[d+1]$, whereas

$$
\mathbf{e}_{i}^{\prime}:=\sum_{j=0}^{d} \mu_{i}^{d-j} f_{j}^{\mathcal{R}}\left(\pi_{i}^{\prime},\left[\mathbf{m}_{i, j}^{\prime}\right]_{j=1}^{k},\left[r_{i, j}\right]_{j=1}^{k-1}\right) .
$$

Using a Vandermonde matrix of the challenges $\alpha_{1}, \ldots, \alpha_{d}$ we can compute $\mathbf{e},\left[\mathbf{e}_{j}\right]_{j=1}^{d-1}$ such that $E_{j}=\operatorname{Commit}\left(c k, \mathbf{e}_{j}\right)$ and acc. $E=\operatorname{Commit}(\mathrm{ck}, \mathbf{e})$ from the equations above. Therefore we have that $\mathbf{e}_{i}^{\prime}=\mathbf{e}+\sum_{j=1}^{d-1} \alpha_{i}^{j} \mathbf{e}_{j}$ for all $i \in[d+1]$.

Additionally using two challenges $\left(\alpha_{1}, \alpha_{2}\right)$, Ext ${ }_{\text {acc }}$ can compute $\pi \cdot \mathbf{w}=\left[\mathbf{m}_{j}\right]_{j=1}^{k}=\left[\frac{\text { acc }^{\prime} \cdot \mathbf{m}_{1, j}-\text { acc' }^{\prime} \cdot \mathbf{m}_{2, j}}{\alpha_{1}-\alpha_{2}}\right]_{j=1}^{k}$. It holds that acc. $\mathbf{m}_{j}=\operatorname{acc} \cdot \mathbf{m}_{1, j}-\alpha_{1} \cdot \pi \cdot \mathbf{m}_{j} \forall j \in[k]$, such that $\pi \cdot C_{j}=\operatorname{Commit}\left(\mathrm{ck}, \pi \cdot \mathbf{m}_{j}\right)$ and acc. $C_{j}=\operatorname{Commit}\left(\mathrm{ck}, \operatorname{acc} . \mathbf{m}_{j}\right)$. If for any other challenge and any $j, \mathrm{acc}^{\prime} \cdot \mathbf{m}_{j} \neq \alpha \pi . \mathbf{m}_{j}+\operatorname{acc} . \mathbf{m}_{j}$, then this can be used to compute a break of the commitment scheme cm . This happens with negligible probability by assumption.

Otherwise, we have that $\sum_{j=0} \mu_{i}^{d-j} f_{j}^{\mathcal{R}}\left(\pi_{j},\left[\mathbf{m}_{i, j}\right]_{i=1}^{k},\left[r_{i, j}\right]_{i=1}^{k-1}\right)-\mathbf{e}_{i}=0$ for all $i \in[d+1]$. Together this implies that the degree $d$ polynomial

$$
\begin{align*}
p(X) & =\sum_{j=0}^{d}(X+\operatorname{acc} . \mu)^{d-j} \cdot f_{j}^{V_{\text {sps }}}\left(X \cdot \mathbf{p i}+\operatorname{acc} . \mathrm{pi},\left[X \cdot \mathbf{m}_{i}+\operatorname{acc} . \mathbf{m}_{i}\right]_{i=1}^{k},\left[X \cdot r_{i}+\operatorname{acc} . r_{i}\right]_{i=1}^{k-1}\right) \\
& -\mathbf{e}-\sum_{j=1}^{d-1} \mathbf{e}_{j} X^{j}, \tag{5.2}
\end{align*}
$$

is zero on $d+1$ points ( $\alpha_{1}, \ldots, \alpha_{d+1}$ ), i.e. is zero everywhere. The constant term of this polynomial
is

$$
\sum_{j=0}^{d} \operatorname{acc} \cdot \mu^{d-j} \cdot f_{j}^{\mathrm{V}_{\mathrm{sps}}}\left(\operatorname{acc} . \mathrm{pi},\left[\operatorname{acc} . \mathbf{m}_{i}\right]_{i=1}^{k},\left[\operatorname{acc} . r_{i}\right]_{i=1}^{k-1}\right)-\mathbf{e} .
$$

It being 0 implies that $D(\operatorname{acc})=0$. Additionally, the degree $d$ term of the polynomial is

$$
\sum_{j=0}^{d} f_{j}^{\mathrm{V}_{\mathrm{sps}}}\left(\mathbf{p i},\left[\pi . \mathbf{m}_{i}\right]_{i=1}^{k},\left[\pi . r_{i}\right]_{i=1}^{k-1}\right) .
$$

Together with $\mathrm{V}_{\text {acc }}$ checking that the challenges $r_{i}$ are computed correctly this implies that $\mathrm{V}_{\text {NARK }}(\mathrm{pi}, \pi)=$ 0 . Ext thus outputs a valid witness $(\pi . \mathbf{w}$, acc.w $) \in \mathcal{R}_{\text {acc }}(\operatorname{pi}, \pi . x$, acc. $x)$ and thus $\Pi_{I}$ is $(d+1)$-specialsound. Using Lemma 5.1, we have that $\Pi_{A S}=\mathrm{FS}\left[\Pi_{I}\right]$ is a NARK for $\mathcal{R}_{\text {acc }}$ with knowledge soundness $(Q+1) \cdot \frac{d+1}{|\mathbb{F}|}+\operatorname{negl}(\lambda)$. This implies that acc is an accumulation scheme with $\left((Q+1) \cdot \frac{d+1}{|\mathbb{F}|}+\operatorname{negl}(\lambda)\right)$ knowledge soundness.

### 5.3.5 Compressing verification checks for high-degree verifiers

Observe that the accumulation prover needs to perform $\Omega(d \ell)$ group operations to commit to the $d-1$ error vectors $\mathbf{e}_{j} \in \mathbb{F}^{\ell}(1 \leq j<d)$; and the accumulation verifier needs to check the combination of $d$ error vector commitments. This can be a bottleneck when the verifier degree $d$ is high. In this circumstance, we can optimize the accumulation complexity by transforming the underlying special-sound protocol $\Pi_{\text {sps }}$ into a new special-sound protocol $\mathrm{CV}\left[\Pi_{\text {sps }}\right]$ for the same relation $\mathcal{R}$. This optimization compresses the $\ell$ degree- $d$ equations checked by the verifier into a single degree- $(d+2)$ equation using a random linear combination, with the tradeoff of additionally checking $2 \sqrt{\ell}$ degree- 2 equations. We describe the generic transformation below.

Compressing verification checks. W.l.o.g. assume $\ell$ is a perfect square, then we can transform $\Pi_{\text {sps }}$ into a special-sound protocol $\mathrm{CV}\left[\Pi_{\text {sps }}\right]$ where the $\mathrm{V}_{\text {sps }}$ reduces from $\ell$ degree- $d$ checks to 1 degree$(d+2)$ check and additionally $2 \sqrt{\ell}$ degree- 2 checks. Instead of checking the output of $\mathrm{V}_{\text {sps }}$ to be $\ell$ zeroes, we take a random linear combination of the $\ell$ verification equations using powers of a challenge $\beta$. For example, if the map is $\mathrm{V}_{\text {sps }}\left(x_{1}, x_{2}\right):=\left(f_{1}\left(x_{1}, x_{2}\right), f_{2}\left(x_{1}, x_{2}\right)\right)=\left(x_{1}+x_{2}, x_{1} x_{2}\right)$ we can set the new algebraic map as $\mathrm{V}_{\text {sps }}^{\prime}\left(x_{1}, x_{2}, \beta\right):=f_{1}\left(x_{1}, x_{2}\right)+\beta \cdot f_{2}\left(x_{1}, x_{2}\right)=\left(x_{1}+x_{2}\right)+\beta x_{1} x_{2}$ for a random $\beta$. Doing this naively reduces the output length to 1 but also requires the verifier to compute the appropriate powers of $\beta$. This would increase the degree by $\ell$, an undesirable tradeoff. To mitigate this, we can have the prover precompute powers of $\beta$, i.e. $\beta, \beta^{2}, \ldots, \beta^{\ell}$ and send them to the verifier. The verifier then only needs to check consistency between the powers of $\beta$, which can be done using a degree 2 check, e.g. $\beta^{i+1}=\beta^{i} \cdot \beta$ and the degree $d$ verification equation increases in degree by 1 . This mitigates the degree increase but requires the prover to send another message of length $\ell$. To achieve a more optimal tradeoff, we write each $i=j+k \cdot \sqrt{\ell}$ for $j, k \in[1, \sqrt{\ell}]$. The
Transformed Protocol CV $\left[\Pi_{\mathrm{sps}}\right]=\left(\mathrm{P}_{\mathrm{sps}}, \mathrm{V}_{\mathrm{sps}}^{\prime}\right)$ for relation $\mathcal{R}$
Prover $\mathrm{P}_{\mathrm{sps}}(\mathrm{pi}, \mathrm{w}) \quad$ Verifier $\mathrm{V}_{\mathrm{sps}}^{\prime}(\mathrm{pi})$

$$
\begin{aligned}
& \mathbf{m}_{i} \leftarrow \mathrm{P}_{\mathrm{sps}}\left(\mathrm{pi}, \mathbf{w},\left[\mathbf{m}_{j}, r_{j}\right]_{j=1}^{i-1}\right) \xrightarrow{\mathbf{m}_{i}} \\
& r_{i} \leftarrow \& \mathbb{F} \\
& \text { Repeat } k-1 \text { time } \\
& {\left[\beta_{i} \leftarrow \beta^{i}\right]_{i=1}^{\sqrt{\ell}-1} \xrightarrow{\mathbf{m}_{k+1}=\left[\beta_{i}, \beta_{i}^{\prime}\right]_{i=1}^{\sqrt{\ell}-1}}} \\
& {\left[\beta_{j}^{\prime} \leftarrow \beta^{j \sqrt{\ell}}\right]_{j=1}^{\sqrt{\ell}-1}} \\
& \mathrm{~V}_{\mathrm{sps}}^{\prime}\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k+1},\left(\left[r_{i}\right]_{i=1}^{k-1}, \beta\right)\right) \stackrel{?}{=} 0 \\
& \beta_{i+1}=\beta_{i} \cdot \beta \forall i \in[1, \sqrt{\ell}-2] \\
& \beta_{i+1}^{\prime}=\beta_{i}^{\prime} \cdot \beta_{1}^{\prime} \forall i \in[1, \sqrt{\ell}-2] \\
& \beta_{1}=\beta, \beta_{1}^{\prime}=\beta_{\sqrt{\ell}-1} \cdot \beta
\end{aligned}
$$

Figure 5.6: Compressed verification of $\Pi_{\text {sps }}$.
prover then sends $\sqrt{\ell}$ powers of $\beta$ and $\sqrt{\ell}-1$ powers of $\beta^{\sqrt{\ell}}$. From these, each power of $\beta$ from 1 to $\ell$ can be recomputed using just one multiplication. This results in the prover sending an additional message of length $2 \sqrt{\ell}$, the original $\ell$ verification checks being transformed into a single degree $d+2$ check and additionally $2 \sqrt{\ell}$ degree 2 checks for the consistency of the powers of $\beta$.

We describe the transformed protocol in Figure 5.6, where

$$
\begin{aligned}
\mathrm{V}_{\mathrm{sps}}^{\prime}\left(\mathbf{p i},\left[\mathbf{m}_{i}\right]_{i=1}^{k+1},\left(\left[r_{i}\right]_{i=1}^{k-1}, \beta\right)\right) & :=\sum_{i=0}^{\sqrt{\ell}-1} \sum_{j=0}^{\sqrt{\ell}-1} \beta_{i} \cdot \beta_{j}^{\prime} \cdot \mathrm{V}_{\mathrm{sps}, i+j \sqrt{\ell}}\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right) \\
& =\sum_{j=0}^{\ell-1} \beta^{j} \cdot \mathrm{~V}_{\mathrm{sps}, j}\left(\mathbf{p i},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right)
\end{aligned}
$$

and $\mathrm{V}_{\mathrm{sps}, j}\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right)$ is the $(j+1)$-th $(0 \leq j<\ell)$ equation checked by $\mathrm{V}_{\mathrm{sps}}$. The transformed protocol is a $(2 k+1)$-move special-sound protocol for the same relation $\mathcal{R}$. The transformed verifier now checks 1 degree- $(d+2)$ equation and additionally $2 \sqrt{\ell}$ degree- 2 equations.

Lemma 5.3. Let $\Pi_{\text {sps }}$ be a (2k-1)-move protocol for relation $\mathcal{R}$ with ( $a_{1}, \ldots, a_{k-1}$ )-special-soundness, in which the verifier outputs $\ell$ elements. The transformed protocol $\mathrm{CV}\left[\Pi_{\text {sps }}\right]$ of $\Pi_{\text {sps }}$ is $\left(a_{1}, \ldots,, a_{k-1}, \ell\right)$ -special-sound.

Proof. Let Ext ${ }_{\text {sps }}$ be the extractor for $\Pi_{\text {sps }}$. We construct a extractor Extcv of $\mathrm{CV}\left[\Pi_{\mathrm{sps}}\right]$ for the same relation $\mathcal{R}$. Given an $\left(a_{1}, \ldots, a_{k-1}, \ell\right)$-tree $\mathcal{T}$ of accepting transcripts, Extcv invokes Ext ${ }_{\text {sps }}$ on input the depth- $(k-1)$ transcript subtree of $\mathcal{T}$, and return what Ext sps $_{\text {outputs. }}$

We prove that the extractor succeeds. For each internal node $u$ at depth $k-1$, it has $\ell$ children where each child maps to a distinct value of $\beta \in \mathbb{F}$. Fix the messages $\mathbf{m s g}=\left(\mathbf{p i},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right)$ at node $u$ and let $\mathrm{V}_{\mathrm{sps}}:=\left(\mathrm{V}_{\mathrm{sps}, 1}, \ldots, \mathrm{~V}_{\mathrm{sps}, \ell}\right)$ be the verifier of $\Pi_{\mathrm{sps}}$. Define the degree $\ell-1$ univariate polynomial

$$
p(X):=\sum_{j=0}^{\ell-1} X^{j} \cdot c_{j}
$$

where $c_{j}:=\mathrm{V}_{\mathrm{sps}, j}(\mathrm{msg}) \in \mathbb{F}$ is $\mathrm{V}_{\mathrm{sps}, j}$ 's output on message msg. Since the transcripts are accepting, it holds that $p$ evaluates to zero on the $\ell$ different values of $\beta$ that correspond to the $\ell$ children of node $u$. Thus the univariate polynomial $p$ is a zero polynomial, which implies that $\mathrm{V}_{\text {sps }}$ outputs zero vector on message msg. Therefore for every node $u$ at depth $k-1$, the sub-transcript from root to node $u$ is an accepting transcript to $\Pi_{\text {sps }}$. Therefore the input to Ext ${ }_{\text {sps }}$ is a valid $\left(a_{1}, \ldots,, a_{k-1}\right)$-tree of accepting transcripts, and Ext sps will output the correct witness.

High-low degree accumulation. After the transformation, the error vectors $\mathbf{e}_{j}(1 \leq j \leq d+1)$ become single field elements, and we can use the trivial commitment $E_{j}:=\operatorname{Commit}\left(\mathrm{ck}, e_{j}\right):=e_{j}$ without group operations. Additionally, we can use a separate error vector $\mathbf{e}^{\prime} \in \mathbb{F}^{2 \sqrt{\ell}}$ to keep track of the error terms for the $2 \sqrt{\ell}$ degree- 2 checks, and set $E^{\prime}:=\operatorname{Commit}\left(c k, \mathbf{e}^{\prime}\right) \in \mathbb{G}$ to be the corresponding error commitment. The accumulation prover only needs to perform $O(\sqrt{\ell})$ additional group operations to commit $\mathbf{m}_{k+1}$ and $\mathbf{e}^{\prime}$, and compute the coefficients of a degree- $(d+2)$ univariate polynomial, which is described as the sum of $O(\ell)$ polynomials. The accumulator instance needs to include one more challenge $\beta$ and two commitments (for $\mathbf{m}_{k+1}$ and $\mathbf{e}^{\prime}$ ). The accumulator verifier needs to do only $k+2$ (rather than $k+d-1$ ) group scalar multiplications, with the tradeoff of 1 more hash and $O(d)$ more field operations. This high-low degree accumulation is described in detail in Appendix 5.7.

Theorem 5.3 (IVC for high-degree special-sound protocols). Let $\mathbb{F}$ be a finite field, such that $|\mathbb{F}| \geq 2^{\lambda}$ and $\mathrm{cm}=($ Setup, Commit) be a binding homomorphic commitment scheme for vectors in $\mathbb{F}$. Let $\Pi_{\mathrm{sps}}=\left(\mathrm{P}_{\mathrm{sps}}, \mathrm{V}_{\mathrm{sps}}\right)$ be a special-sound protocol for an NP-complete relation $\mathcal{R}_{\mathrm{NP}}$ with the following properties:

- It's $(2 k-1)$ move.
- It's $\left(a_{1}, \ldots, a_{k-1}\right)$-out-of- $|\mathbb{F}|$ special-sound. Such that the knowledge error $\kappa=1-\prod_{i=1}^{k-1}(1-$ $\left.\frac{a_{i}}{|F|}\right)=\operatorname{negl}(\lambda)$
- The inputs are in $\mathbb{F}^{\ell_{i n}}$
- The verifier is degree $d=\operatorname{poly}(\lambda)$ with output in $\mathbb{F}^{\ell}$

Then, under the Fiat-Shamir heuristic for a cryptographic hash function H (Definition 5.9), there exist two IVC schemes $\mathrm{IVC}=\left(\mathrm{P}_{\mathrm{IVC}}, \mathrm{V}_{\mathrm{IVC}}\right)$ and $\mathrm{IVC}_{\mathrm{CV}}=\left(\mathrm{P}_{\mathrm{CV}, \mathrm{IVC}}, \mathrm{V}_{\mathrm{CV}, \mathrm{IVC}}\right)$ with predicates expressed in $\mathcal{R}_{\mathrm{NP}}$ with the following efficiencies:

|  | $N o \mathrm{CV}$ | CV |
| :---: | :---: | :---: |
| $\mathrm{P}_{\mathrm{IVc}}$ native | $\sum_{i=1}^{k}\left\|\mathbf{m}_{i}^{*}\right\|+(d-1) \ell \mathbb{G}$ | $\sum_{i=1}^{k}\left\|\mathbf{m}_{i}^{*}\right\|+O(\sqrt{\ell}) \mathbb{G}$ |
|  | $\mathrm{P}_{\mathrm{sps}}+L\left(\mathrm{~V}_{\mathrm{sps}}, d\right)$ | $\mathrm{P}_{\mathrm{sps}}+L^{\prime}\left(\mathrm{V}_{\mathrm{sps}}, d+2\right)$ |
| PIVC recursive | $k+d-1 \mathbb{G}$ | $k+2 \mathbb{G}$ |
|  | $k+\ell_{\text {in }} \mathbb{F}$ | $k+\ell_{\text {in }}+d+1 \mathbb{F}$ |
|  | $(k+d+O(1)) H+1 \mathrm{H}_{\text {in }}$ | $(k+d+O(1)) H+1 \mathrm{H}_{\text {in }}$ |
| $\mathrm{V}_{\mathrm{IVC}}:$ | $\ell+\sum_{i=1}^{k}\left\|\mathbf{m}_{i}\right\| \mathbb{G}$ | $O(\sqrt{\ell})+\sum_{i=1}^{k}\left\|\mathbf{m}_{i}\right\| \mathbb{G}$ |
|  | $\mathrm{V}_{\text {sps }}$ | $O(\ell)+\mathrm{V}_{\text {sps }}$ |
| $\left\|\pi_{\mathrm{IVC}}\right\|:$ | $k+\ell_{\text {in }} \mathbb{F}$ | $k+\ell_{\text {in }}+1 \mathbb{F}$ |
|  | $k+1 \mathbb{G}$ | $k+2 \mathbb{G}$ |
|  | $\sum_{i=1}^{k}\left\|\mathbf{m}_{i}\right\|$ | $\sum_{i=1}^{k}\left\|\mathbf{m}_{i}\right\|+O(\sqrt{\ell})$ |

The first row displays the native operations of the IVC prover. The second row describes the size of the recursive statement expressed as an instance of $\mathcal{R}_{\mathrm{NP}}$ for which $\mathrm{P}_{\mathrm{IVC}}$ creates a proof. The third row is the computation of $\mathrm{V}_{\mathrm{IVC}}$, and the last row is the size of the proof.

In the table, $\left|\mathbf{m}_{i}\right|$ denotes the prover message length; $\left|\mathbf{m}_{i}^{*}\right|$ is the number of non-zero elements in $\mathbf{m}_{i} ; \mathbb{G}$ for rows $1-3$ is the total length of the messages committed using Commit. $\mathbb{F}$ are field operations. $H$ are calls to the random oracle and $\mathrm{H}_{\mathrm{in}}$ are the hash to the public input and accumulator instance. $\mathrm{P}_{\mathrm{sps}}\left(\right.$ and $\mathrm{V}_{\mathrm{sps}}$ ) is the cost of running the prover (and the algebraic verifier) of the special-sound protocol, respectively. $L\left(\mathrm{~V}_{\mathrm{sps}}, d\right)$ is the cost of computing the coefficients of the degree d polynomial

$$
\begin{equation*}
\mathbf{e}(X):=\sum_{j=0}^{d}(\mu+X)^{d-j} \cdot f_{j}^{\mathrm{V}_{\mathrm{sps}}}(\mathrm{acc}+X \cdot \pi) \tag{5.3}
\end{equation*}
$$

and $L^{\prime}\left(\bigvee_{\mathrm{sps}}, d+2\right)$ is the cost of computing the coefficients of the degree $d+2$ polynomial

$$
\begin{equation*}
e(X):=\sum_{a=0}^{\sqrt{\ell}-1} \sum_{b=0}^{\sqrt{\ell}-1}\left(X \cdot \pi \cdot \beta_{a}+\operatorname{acc} \cdot \beta_{a}\right)\left(X \cdot \pi \cdot \beta_{b}^{\prime}+\operatorname{acc} \cdot \beta_{b}^{\prime}\right) \sum_{j=0}^{d}(\mu+X)^{d-j} \cdot f_{j, a+b \sqrt{\ell}}^{\mathrm{V}_{\mathrm{sps}}}(\mathrm{acc}+X \cdot \pi), \tag{5.4}
\end{equation*}
$$

where all inputs are linear functions in a formal variable $X^{4}$, and $f_{j, i}^{\mathrm{V}_{\text {sps }}}$ is the ith $(0 \leq i \leq \ell-1)$ component of $f_{j}^{\mathrm{V}_{\text {sps }}}$,s output. For the proof size, $\mathbb{G}$ and $\mathbb{F}$ are the number of commitments and field elements, respectively.

[^28]Proof. The construction first defines the two NARKs

$$
\Pi_{\text {NARK }}=\left(\mathrm{P}_{\text {NARK }}, \mathrm{V}_{\text {NARK }}\right)=\mathrm{FS}\left[\mathrm{~cm}\left[\Pi_{\mathrm{sps}}\right]\right]
$$

and

$$
\Pi_{\text {NARK }, \mathrm{CV}}=\left(\mathrm{P}_{\mathrm{NARK}}, \mathrm{~V}_{\mathrm{NARK}}\right)=\mathrm{FS}\left[\mathrm{~cm}\left[\mathrm{CV}\left[\Pi_{\mathrm{sps}}\right]\right]\right]
$$

Then we construct the accumulation scheme $\left(\mathrm{P}_{\mathrm{acc}}, \mathrm{V}_{\mathrm{acc}}\right)=\operatorname{acc}\left[\Pi_{\text {NARK }}\right]$ using the accumulation scheme from Section 5.3.4 and $\left(\mathrm{P}_{\mathrm{acc}, \mathrm{HL}} \mathrm{V}_{\mathrm{acc}, \mathrm{HL}}\right)=\operatorname{acc} \mathrm{HL}\left[\Pi_{\mathrm{NARK}, \mathrm{CV}}\right]$ using the accumulation scheme from Section 5.7. Then we apply the transformation from Theorem 5.1 to construct the IVC schemes IVC and $\mathrm{IVC}_{\mathrm{CV}}$.

Security: By Lemmas 5.1,5.2, we have that $\Pi_{\text {NARK }}$ has $(Q+1) \cdot\left[1-\prod_{i=1}^{k-1}\left(1-\frac{a_{i}}{|\mathbb{F}|}\right)\right]$ knowledge error for relation $\mathcal{R}_{\mathrm{cm}}^{\mathcal{R}_{N P}}$ for a polynomial-time $Q$-query RO-adversary. Witnesses for $\mathcal{R}_{\mathrm{cm}}^{\mathcal{R}_{\mathrm{NP}}}$ are either a witness for $\mathcal{R}_{\mathrm{NP}}$ or a break of the binding property of cm . Assuming that cm is a binding commitment scheme, the probability that a polynomial time adversary and a polynomial time extractor can compute such a break is negl $(\lambda)$. Thus $\Pi_{\text {NARK }}$ has knowledge error $\kappa=(Q+1) \cdot\left[1-\prod_{i=1}^{k-1}(1-\right.$ $\left.\left.\frac{a_{i}}{|\mathbb{F}|}\right)\right]+\operatorname{negl}(\lambda)$ for $\mathcal{R}_{\text {NP }}$. Analogously and using Lemma $5.3, \Pi_{\text {NARK, } \mathrm{CV}}$ has knowledge soundness with knowledge error $\kappa^{\prime}=(Q+1) \cdot\left[1-\left(1-\frac{\ell}{|\mathbb{F}|}\right) \prod_{i=1}^{k-1}\left(1-\frac{a_{i}}{|\mathbb{F}|}\right)\right]+\operatorname{negl}(\lambda)$ for $\mathcal{R}_{\text {NP }}$. By assumption, $\kappa$ and $\kappa^{\prime}$ are negligible in $\lambda$. Using Theorem 5.2 and Corollary 5.5 we can construct accumulation schemes acc and accev for $\Pi_{\text {NARK }}$ and $\Pi_{\text {NARK, } \mathrm{CV}}$, respectively. The accumulation schemes have negligible knowledge error as $d=\operatorname{poly}(\lambda)$. Under the Fiat-Shamir heuristic for H we can turn the NARKs and the accumulation schemes into secure schemes in the standard model.

By Theorem 5.1, this yields IVC and IVC ${ }_{\mathrm{CV}}$, secure IVC schemes with predicates expressed in $\mathcal{R}_{\mathrm{NP}}$.

Efficiency: We first analyze the efficiency for IVC. The IVC-prover runs $P_{\text {sps }}$ to compute all prover messages. It also commits to all the $P_{\text {sps }}$ messages using cm . Finally, it needs to compute all error terms $\mathbf{e}_{1}, \ldots, \mathbf{e}_{d-1}$ and commit to them. The error terms are computed by symbolically evaluating the polynomial $e(X)$ in Equation 5.4 with linear functions as inputs. The recursive circuit combines a new proof $\pi . x$ with an accumulator acc. $x$. The size of the accumulator instance is $\ell_{\text {in }}$ field elements for the input, $k-1$ field elements for the interactive-proof challenges, 1 field element for the accumulator challenge, and $k$ commitments for the $\mathrm{P}_{\mathrm{sps}}$ messages and $d-1$ commitments for the error terms. The IVC verifier checks the correctness of the commitments and runs $\mathrm{V}_{\text {sps }}$.

For $\mathrm{IVC}_{\mathrm{CV}}$, the prover needs to additionally commit to a message $\mathbf{m}_{k+1}$ with length $O(\sqrt{\ell})$; the number of error terms also increases from $d-1$ to $d+1$. Fortunately, the error terms are only one element in $\mathbb{F}$, so we can use the identity function as the trivial commitment scheme. Thus, there is no cost for committing to the $d+1$ error terms when using CV. However, there is another separate error term $\mathbf{e}^{\prime} \in \mathbb{F}^{2 \sqrt{\ell}}$ for the additional $O(\sqrt{\ell})$ degree- 2 checks, thus the prover needs to commit to
$E^{\prime}=$ Commit $\left(\mathbf{e}^{\prime}\right)$. The size of the accumulator instance is $\ell_{\text {in }}$ field elements for the input, $k$ field elements for the interactive-proof challenges, 1 field element for the accumulator challenge, $k+1$ commitments for the prover messages, $d+1$ field elements for the error terms of the high-degree checks, and 1 commitment for the additional error term $\mathbf{e}^{\prime}$.

Remark 5.3.3. For simplicity, we assume that the public input, the prover messages, and the verifier challenges are all in the same field $\mathbb{F}$. This isn't strictly necessary; for example, the challenges could be drawn from a subset of $\mathbb{F}$. More generally, we can also allow prover messages to be group elements in $\mathbb{G}$ given a homomorphic commitment scheme to group elements(e.g. [Abe +10$]$ ).

### 5.4 Special-sound subprotocols for ProtoStar

In this section, we present special-sound protocols for permutation, high-degree gate, circuit selection and lookup relations, which are the building blocks for the (non-uniform) Plonkish circuitsatisfiability relations. We can build accumulation schemes for (and thus IVCs from) these specialsound protocols via the framework presented in Section 5.3.

### 5.4.1 Permutation relation

Definition 5.10. Let $\sigma:[n] \rightarrow[n]$ be a permutation, the relation $\mathcal{R}_{\sigma}$ is the set of tuples $\mathbf{w} \in \mathbb{F}^{n}$ such that $\mathbf{w}_{i}=\mathbf{w}_{\sigma(i)}$ for all $i \in[n]$.

Special-sound protocol $\Pi_{\sigma}$ for permutation relation $\mathcal{R}_{\sigma}$
Prover $\mathbf{P}\left(\sigma, \mathbf{w} \in \mathbb{F}^{n}\right) \quad$ Verifier $\mathrm{V}(\sigma)$
$\qquad$

$$
\text { Check } \mathbf{w}_{i}-\mathbf{w}_{\sigma(i)}=0 \forall i \in[n]
$$

Complexity. $\quad \Pi_{\sigma}$ is a 1-move protocol (i.e. $k=1$ ); the degree of the verifier is 1 .

### 5.4.2 High-degree custom gate relation

Definition 5.11. Given configuration $\mathcal{C}_{G A T E}:=\left(n, c, d,\left[\mathbf{s}_{i} \in \mathbb{F}^{n}, G_{i}\right]_{i=1}^{m}\right)$ where $n$ is the number of gates, $c$ is the arity per gate, $d$ is the gate degree, $\left[\mathbf{s}_{i}\right]_{i=1}^{m}$ are the selector vectors, and $\left[G_{i}\right]_{i=1}^{m}$ are the gate formulas, the relation $\mathcal{R}_{G A T E}$ is the set of tuples $\mathbf{w} \in \mathbb{F}^{c n}$ such that $\sum_{j=1}^{m} \mathbf{s}_{j, i}$. $G_{j}\left(\mathbf{w}_{i}, \mathbf{w}_{i+n}, \ldots, \mathbf{w}_{i+(c-1) \cdot n}\right)=0$ for all $i \in[n]$.
$\underline{\text { Special-sound protocol } \Pi_{\text {GATE }} \text { for relation } \mathcal{R}_{\text {GATE }}}$
Prover $\mathrm{P}\left(\mathcal{C}_{\text {GAte }}, \mathbf{w} \in \mathbb{F}^{c n}\right)$
w
$\qquad$
Verifier $\mathrm{V}\left(\mathcal{C}_{\text {GATE }}\right)$

$$
\begin{aligned}
& \sum_{j=1}^{m} \mathbf{s}_{j, i} \cdot G_{j}\left(\mathbf{w}_{i}, \mathbf{w}_{i+n}, \ldots, \mathbf{w}_{i+(c-1) \cdot n}\right) \\
& \stackrel{?}{=} 0 \forall i \in[n]
\end{aligned}
$$

Complexity. $\quad \Pi_{\text {GATE }}$ is a 1-move protocol (i.e. $k=1$ ) with verifier degree $d$.

### 5.4.3 Lookup relation

Definition 5.12. Given configuration $\mathcal{C}_{L K}:=(T, \ell, \mathbf{t})$ where $\ell$ is the number of lookups and $\mathbf{t} \in \mathbb{F}^{T}$ is the lookup table, the relation $\mathcal{R}_{\text {LOOKUP }}$ is the set of tuples $\mathbf{w} \in \mathbb{F}^{\ell}$ such that $\mathbf{w}_{i} \in \mathbf{t}$ for all $i \in[\ell]$.

We recall a useful lemma for lookup relation from [Hab22b], and present a special-sound protocol for the lookup relation.

Lemma 5.4 (Lemma 5 of [Hab22b]). Let $\mathbb{F}$ be a field of characteristic $p>\max (\ell, T)$. Given two sequences of field elements $\left[\mathbf{w}_{i}\right]_{i=1}^{\ell}$ and $\left[\mathbf{t}_{i}\right]_{i=1}^{T}$, we have $\left\{\mathbf{w}_{i}\right\} \subseteq\left\{\mathbf{t}_{i}\right\}$ as sets (with multiples of values removed) if and only if there exists a sequence $\left[\mathbf{m}_{i}\right]_{i=1}^{T}$ of field elements such that

$$
\begin{equation*}
\sum_{i=1}^{\ell} \frac{1}{X+\mathbf{w}_{i}}=\sum_{i=1}^{T} \frac{\mathbf{m}_{i}}{X+\mathbf{t}_{i}} \tag{5.5}
\end{equation*}
$$

Special-sound protocol $\Pi_{\text {LK }}$ for $\mathcal{R}_{\text {LOOKUP }}$
Prover $\mathrm{P}\left(\mathcal{C}_{\mathbf{L K}}, \mathbf{w} \in \mathbb{F}^{\ell}\right) \quad$ Verifier $\mathrm{V}\left(\mathcal{C}_{\mathbf{L K}}\right)$
Compute $\mathbf{m} \in \mathbb{F}^{T}$ such that
$\mathbf{m}_{i}:=\sum_{j=1}^{\ell} \mathbb{1}\left(\mathbf{w}_{j}=\mathbf{t}_{i}\right) \forall i \in[T] \xrightarrow{\longrightarrow}$
$\qquad$
Compute $\mathbf{h} \in \mathbb{F}^{\ell}, \mathbf{g} \in \mathbb{F}^{T}$
$\mathbf{h}_{i}:=\frac{1}{\mathbf{w}_{i}+r} \forall i \in[\ell]$

$$
\mathbf{g}_{i}:=\frac{\mathbf{m}_{i}}{\mathbf{t}_{i}+r} \forall i \in[T] \quad \mathbf{h}, \mathbf{g}
$$

$$
\begin{aligned}
& \sum_{i=1}^{\ell} \mathbf{h}_{i} \stackrel{?}{=} \sum_{i=1}^{T} \mathbf{g}_{i} \\
& \mathbf{h}_{i} \cdot\left(\mathbf{w}_{i}+r\right) \stackrel{?}{=} 1 \forall i \in[\ell] \\
& \mathbf{g}_{i} \cdot\left(\mathbf{t}_{i}+r\right) \stackrel{?}{=} \mathbf{m}_{i} \forall i \in[T]
\end{aligned}
$$

Achieving perfect completeness. Note that the protocol does not have perfect completeness. If there exists an $\mathbf{w}_{i}$ or $\mathbf{t}_{i}$ such that $\mathbf{w}_{i}+r=0 \mathbf{t}_{i}+r=0$ then the prover message is undefined. We can achieve perfect completeness by having the verifier set $\mathbf{h}_{i}=0$ or $\mathbf{g}_{i}=0$ in this case and changing the verification equations to

$$
\left(\mathbf{w}_{i}+r\right) \cdot\left(\mathbf{h}_{i} \cdot\left(\mathbf{w}_{i}+r\right)-1\right)=0
$$

and

$$
\left(\mathbf{t}_{i}+r\right) \cdot\left(\mathbf{g}_{i} \cdot\left(\mathbf{t}_{i}+r\right)-\mathbf{m}_{i}\right)=0
$$

These checks ensure that either $\mathbf{h}_{i}=\frac{1}{\mathbf{w}_{i}+r}$ or $\mathbf{w}_{i}+r=0$. The checks increase the verifier degree to 3. Without these checks, the protocol has a negligible completeness error of $\frac{\ell+T}{|\mathbb{F}|}$. This completeness error can likely be ignored in practice, and these checks do not need to be implemented. However, to achieve the full definition of PCD (which has perfect completeness) and use Theorem 5.1 by [Bün+21a], we require that all protocols have perfect completeness.

Complexity. $\quad \Pi_{\mathrm{LK}}$ is a 3 -move protocol (i.e. $k=2$ ); the degree of the verifier is 2 ; the number of non-zero elements in the prover message is at most $4 \ell$.

Accumulation with $O(\ell)$ prover complexity. The prover complexity of $\Pi_{\mathrm{LK}}$ is due to the sparseness of $\mathbf{g} \in \mathbb{F}^{T}$ and $\mathbf{m} \in \mathbb{F}^{T}$. However, there is no guarantee that when building an accumulation scheme for $\Pi_{\mathrm{LK}}$, the accumulated acc.g and acc.m are sparse. This is an issue, as the prover needs to compute the error term $\mathbf{e}_{1}$. If we expand the accumulation procedures, we see that the three verification checks lead to three components of the error term $\mathbf{e}_{1}$ :

$$
\begin{gathered}
\mathbf{e}_{1}^{(1)}=\left(\sum_{i=1}^{\ell} \operatorname{acc} \cdot \mathbf{h}_{i}-\sum_{i=1}^{T} \operatorname{acc} \cdot \mathbf{g}_{i}\right)+\mu\left(\sum_{i=1}^{\ell} \pi \cdot \mathbf{h}_{i}-\sum_{i=1}^{T} \pi \cdot \mathbf{g}_{i}\right) \in \mathbb{F} \\
\mathbf{e}_{1}^{(2)}=\operatorname{acc} . \mathbf{h} \circ\left(\pi \cdot \mathbf{w}+\pi \cdot r \cdot \mathbf{1}^{\ell}\right)+\pi \cdot \mathbf{h} \circ\left(\operatorname{acc} \cdot \mathbf{w}+\operatorname{acc} \cdot r \cdot \mathbf{1}^{\ell}\right)-2 \mu \cdot \mathbf{1}^{\ell} \in \mathbb{F}^{\ell} \\
\mathbf{e}_{1}^{(3)}=\operatorname{acc} . \mathbf{g} \circ\left(\mathbf{t}+\pi \cdot r \cdot \mathbf{1}^{T}\right)+\pi \cdot \mathbf{g} \circ\left(\mu \cdot \mathbf{t}+\operatorname{acc} \cdot r \cdot \mathbf{1}^{T}\right)-\mu \cdot \pi \cdot \mathbf{m}-\operatorname{acc} . \mathbf{m} \in \mathbb{F}^{T} .
\end{gathered}
$$

We examine all three components below.
For $\mathbf{e}_{1}^{(1)}$, we see that $\left(\sum_{i=1}^{\ell} \pi . \mathbf{h}_{i}-\sum_{i=1}^{T} \pi \cdot \mathbf{g}_{i}\right)=0$ by the assumption that $\pi$ is valid, and ( $\sum_{i=1}^{\ell}$ acc. $^{\mathbf{h}_{i}}-\sum_{i=1}^{T}$ acc. $\mathbf{g}_{i}$ ) $=$ acc. $\mathbf{e}^{(1)} /$ acc. $\mu$ (where acc. $\mathbf{e}^{(1)}$ is the first component of the error vector for acc). Thus $\mathbf{e}_{1}^{(1)}=$ acc. $\mathbf{e}^{(1)} /$ acc. $\mu$. We observe that since in IVC the accumulator acc. $\mathbf{e}^{(1)}$ is initiated with 0 , this implies that for all iterations $\mathbf{e}_{1}^{(1)}=0$.

For $\mathbf{e}_{1}^{(2)}$, it is computed from terms of size $\ell$, so can be computed in time $O(\ell)$.
For $\mathbf{e}_{1}^{(3)}$, note that acc. $\mu$, acc.r and $\pi . r$ are all scalars. Also note that the accumulation prover only needs to compute the commitment $E_{1}=\operatorname{Commit}\left(\mathrm{ck}, \mathbf{e}_{1}\right)=\operatorname{Commit}\left(\mathrm{ck}, \mathbf{e}_{1}^{(1)}\right)+\operatorname{Commit}\left(\mathrm{ck}, 0 \| \mathbf{e}_{1}^{(2)}\right)+$ Commit(ck, $\left.\mathbf{0}^{\ell+1} \| \mathbf{e}_{1}^{(3)}\right)$, not the actual vector $\mathbf{e}_{1}$. We will compute $E_{1}^{(3)}=\operatorname{Commit}\left(c k, \mathbf{e}_{1}^{(3)}\right)$ homomorphically from the commitments below (dropping the zero padding for readability):

1. $G=\operatorname{Commit}(\mathrm{ck}, \pi . \mathrm{g})$,
2. $G^{\prime}=$ Commit(ck, acc.g),
3. $M=\operatorname{Commit}(\mathrm{ck}, \pi . \mathrm{m})$,
4. $M^{\prime}=\operatorname{Commit}(\mathrm{ck}$, acc.m),
5. $G T=\operatorname{Commit}(\mathrm{ck}, \pi . \mathrm{g} \circ \mathbf{t})$,
6. $G T^{\prime}=\operatorname{Commit}(\mathrm{ck}, \operatorname{acc} . \mathrm{g} \circ \mathbf{t})$.

Given these commitments, we can compute

$$
E_{1}^{(3)}=G T^{\prime}+\pi \cdot r \cdot G^{\prime}+\operatorname{acc} . \mu \cdot G T+\operatorname{acc} . r \cdot G-\operatorname{acc} . \mu \cdot M-M^{\prime} .
$$

This reduces the problem to the problem of efficiently computing and updating the commitments. $G, M$ and $G T$ are all commitments to $\ell$-sparse vectors, thus can be efficiently computed. The prover can cache the commitments $G^{\prime}, M^{\prime}$, and $G T^{\prime}$ and efficiently update them during accumulation. That is $G^{\prime \prime} \leftarrow G^{\prime}+\alpha G, M^{\prime \prime} \leftarrow M^{\prime}+\alpha M$ and $G T^{\prime \prime} \leftarrow G T^{\prime}+\alpha G T$. Additionally, we need to update the accumulation witnesses: acc'. $\mathbf{m} \leftarrow \operatorname{acc} . \mathbf{m}+\alpha \pi . \mathbf{m}$ and acc'. $\mathbf{g} \leftarrow$ acc.g $+\alpha \pi$.g. Again because $\pi . \mathbf{g}, \pi . \mathbf{m}$ are sparse this can be done in time $O(\ell)$ independent of $T=|\mathbf{t}|$.

When $\Pi_{\mathrm{LK}}$ is used in composition with another special-sound protocol with a higher degree $d$, the accumulation is made homogeneous using a $(X+\mu)^{d-2}$ factor when computing the error terms. The contribution to the error terms $\mathbf{e}_{i}(1 \leq i \leq d-1)$ is still a linear function in acc.g, acc.m and acc. $\mathbf{g} \circ \mathbf{t}$, and thus can be computed homomorphically from commitments to these values.

Special-soundness. We prove special-soundness for the perfect complete version of $\Pi_{L K}$, the proof for $\Pi_{L K}$ is almost identical (but even simpler).

Lemma 5.5. The perfect complete version of $\Pi_{L K}$ is $2(\ell+T)$-special-sound.
Proof. We construct an extractor Ext that outputs w. To show that the witness is valid, we look at the $2(\ell+T)$ transcripts that all have $\mathbf{w}, \mathbf{m}$ as the first message but different $\left(r^{(j)}, \mathbf{h}^{(j)} \in \mathbb{F}^{\ell}, \mathbf{g}^{(j)} \in\right.$ $\mathbb{F}^{T}$ ) as the second message. Note that by the pigeonhole principle, there must exist a subset of $S \subseteq[2(\ell+T)]$ transcripts such that $|S|=\ell+T$ and $\mathbf{w}_{i}+r^{(j)} \neq 0$ for all $i \in[\ell]$ and $j \in S$, and $\mathbf{t}_{i}+r^{(j)} \neq 0$ for all $i \in[T]$ and $j \in S$. For these transcripts, we have that $\mathbf{h}_{i}=\frac{1}{\mathbf{w}_{i}+r^{(j)}}$ and $\mathbf{g}_{i}=\frac{\mathbf{m}_{i}}{\mathbf{t}_{i}+r^{(j)}}$. Define the degree $\ell+T-1$ polynomial

$$
p(X)=\prod_{k=1}^{\ell}\left(X+\mathbf{w}_{k}\right) \cdot \prod_{j=1}^{T}\left(X+\mathbf{t}_{j}\right) \cdot\left(\sum_{i=1}^{\ell} \frac{1}{X+\mathbf{w}_{i}}-\sum_{i=1}^{T} \frac{\mathbf{m}_{i}}{X+\mathbf{t}_{i}}\right)
$$

If $p(X)$ is the zero polynomial then $\sum_{i=1}^{\ell} \frac{1}{X+\mathbf{w}_{i}}=\sum_{i=1}^{T} \frac{\mathbf{m}_{i}}{X+\mathbf{t}_{i}}$ and by Lemma $5.4\left(\mathcal{C}_{\mathrm{LK}} ; \mathbf{w}\right) \in$ $\mathcal{R}_{\text {LOOKUP }}$. Since we have $\ell+T$ points $r^{(j)}$ at which $p\left(r_{j}\right)=0$ we get that $p=0$ and thus that the extracted witness $\mathbf{w}$ is valid.

### 5.4.4 Vector-valued lookup

In some applications (e.g., simulating bit operations in circuits), we need to support lookup for a vector, i.e., each table value is a vector of field elements. In this section, we adapt the scheme in Section 5.4.3 to support vector lookups.

Definition 5.13. Consider configuration $\mathcal{C}_{V L K}:=(T, \ell, v \in \mathbb{N}, \mathbf{t})$ where $\ell$ is the number of lookups, and $\mathbf{t} \in\left(\mathbb{F}^{v}\right)^{T}$ is a lookup table in which the ith $(1 \leq i \leq T)$ entry is

$$
\mathbf{t}_{i}:=\left(\mathbf{t}_{i, 1}, \ldots, \mathbf{t}_{i, v}\right) \in \mathbb{F}^{v}
$$

A sequence of vectors $\mathbf{w} \in\left(\mathbb{F}^{v}\right)^{\ell}$ is in relation $\mathcal{R}_{V L K}$ if and only if for all $i \in[\ell]$,

$$
\mathbf{w}_{i}:=\left(\mathbf{w}_{i, 1}, \ldots, \mathbf{w}_{i, v}\right) \in \mathbf{t}
$$

As noted in Section 3.4 of [Hab22b], we can extend Lemma 5.4 and replace Equation 5.5 with

$$
\begin{equation*}
\sum_{i=1}^{\ell} \frac{1}{X+w_{i}(Y)}=\sum_{i=1}^{T} \frac{\mathbf{m}_{i}}{X+t_{i}(Y)} \tag{5.6}
\end{equation*}
$$

where the polynomials are defined as

$$
w_{i}(Y):=\sum_{j=1}^{v} \mathbf{w}_{i, j} \cdot Y^{j-1}, \quad t_{i}(Y):=\sum_{j=1}^{v} \mathbf{t}_{i, j} \cdot Y^{j-1}
$$

which represent the witness vector $\mathbf{w}_{i} \in \mathbb{F}^{v}$ and the table vector $\mathbf{t}_{i} \in \mathbb{F}^{v}$. We, therefore, can describe a special-sound protocol for the vector lookup relation as follows.

Special-sound protocol $\Pi_{\mathrm{VLK}}^{v}$ for $\mathcal{R}_{\mathrm{VLK}}$
Prover $\mathrm{P}\left(\mathcal{C}_{\text {VLK }}, \mathbf{w} \in\left(\mathbb{F}^{v}\right)^{\ell}\right) \quad$ Verifier $\mathrm{V}\left(\mathcal{C}_{\text {VLK }}\right)$
Compute $\mathbf{m} \in \mathbb{F}^{T}$ such that
$\mathbf{m}_{i}:=\sum_{j=1}^{\ell} \mathbb{1}\left(\mathbf{w}_{j}=\mathbf{t}_{i}\right) \forall i \in[T]$
$\qquad$
$\qquad$
$r$
$r \leftarrow \Phi \mathbb{F}$

Compute $\left[\beta_{i}=\beta^{i-1}\right]_{i=1}^{v}$
and $\mathbf{h} \in \mathbb{F}^{\ell}, \mathbf{g} \in \mathbb{F}^{T}$
$\mathbf{h}_{i}:=\frac{1}{w_{i}(\beta)+r} \forall i \in[\ell]$
$\mathbf{g}_{i}:=\frac{\mathbf{m}_{i}}{t_{i}(\beta)+r} \forall i \in[T] \quad\left[\beta_{i}\right]_{i=1}^{v}, \mathbf{h}, \mathbf{g} \longrightarrow$

$$
\begin{aligned}
& \sum_{i=1}^{\ell} \mathbf{h}_{i} \stackrel{?}{=} \sum_{i=1}^{T} \mathbf{g}_{i} \\
& \mathbf{h}_{i} \cdot\left[\left(\sum_{j=1}^{v} \mathbf{w}_{i, j} \cdot \beta_{j}\right)+r\right] \stackrel{?}{=} 1 \forall i \in[\ell] \\
& \mathbf{g}_{i} \cdot\left[\left(\sum_{j=1}^{v} \mathbf{t}_{i, j} \cdot \beta_{j}\right)+r\right] \stackrel{?}{=} \mathbf{m}_{i} \forall i \in[T] \\
& \beta_{i+1} \stackrel{?}{=} \beta_{i} \cdot \beta \forall i \in[v-1], \beta_{1} \stackrel{?}{=} 1
\end{aligned}
$$

Achieving perfect completeness. We can use the same trick in Section 5.4.3 to achieve perfect completeness for $\Pi_{\mathrm{VLK}}^{v}$. Namely, the verifier sets $\mathbf{h}_{i}=0$ or $\mathbf{g}_{i}=0$ when $w_{i}(\beta)+r=0$ or $t_{i}(\beta)+r=0$ respectively. The verification equations become

$$
\left(w_{i}\left(\beta_{1}, \ldots, \beta_{v}\right)+r\right) \cdot\left(\mathbf{h}_{i} \cdot\left(w_{i}\left(\beta_{1}, \ldots, \beta_{v}\right)+r\right)-1\right)=0
$$

and

$$
\left(t_{i}\left(\beta_{1}, \ldots, \beta_{v}\right)+r\right) \cdot\left(\mathbf{g}_{i} \cdot\left(t_{i}\left(\beta_{1}, \ldots, \beta_{v}\right)+r\right)-\mathbf{m}_{i}\right)=0
$$

where $w_{i}\left(\beta_{1}, \ldots, \beta_{v}\right):=\left(\sum_{j=1}^{v} \mathbf{w}_{i, j} \cdot \beta_{j}\right)$ and $t_{i}\left(\beta_{1}, \ldots, \beta_{v}\right):=\left(\sum_{j=1}^{v} \mathbf{t}_{i, j} \cdot \beta_{j}\right)$. The degree of the verifier is 5 . In practice, the negligible completeness error can likely be ignored without implementing these checks.

Accumulation complexity. $\quad \Pi_{V L K}$ is a 5 -move protocol (i.e. $k=3$ ) with the 2 nd prover message being empty; the degree of the verifier is 3 ; the number of non-zero elements in the prover message is at most $(v+3) \ell+v$. To ensure that the accumulation procedure only requires $O(v \ell)$ operations independent of $T$, we can apply the same trick as in Section 5.4.3 and compute all error terms from homomorphic commitments to $\mathbf{g}$ and $\mathbf{m}$. This works because the error terms are a linear function of $\mathbf{g}$ and $\mathbf{m}$ and scalars. This means the contributions of the not necessarily sparse acc. $\mathbf{g}$, acc. $\mathbf{m}$ to $\mathbf{e}_{1}, \mathbf{e}_{2}$ can be computed using the commitment homomorphism.

Special-soundness. We prove that the perfect complete version of $\Pi_{\mathrm{VLK}}^{v}$ is special-sound.
Lemma 5.6. For any $v \in \mathbb{N}$, the perfect complete version of $\Pi_{V L K}^{v}$ is $[1+(v-1) \cdot(\ell+T-1), 2(\ell+T)]$ -special-sound.

Proof. We construct an extractor Ext that outputs w. To show that the witness is valid, we look at the $[1+(v-1) \cdot(\ell+T-1), 2(\ell+T)]$-tree of accepting transcripts. Note that for each depth- 1 internal node $u$ that fixes the message $(\mathbf{w}, \mathbf{m}, \beta)$, it has $2(\ell+T)$ different choices of challenge $r^{(j)}$. By the pigeonhole principle, there exists at least $\ell+T$ challenges $r$ such that $t_{i}(\beta)+r \neq 0$ for all $i \in[T]$ and $w_{i}(\beta)+r \neq 0$ for all $i \in[\ell]$. Let $\mathbf{h}, \mathbf{g}$ be the last prover message in the corresponding leaf node. Since the transcript is accepting, we have that $\mathbf{h}_{i}=1 /\left(w_{i}(\beta)+r\right)$ for all $i \in[\ell], \mathbf{g}_{i}=\mathbf{m}_{i} /\left(t_{i}(\beta)+r\right)$ for all $i \in[T]$, and $\sum_{i=1}^{\ell} \mathbf{h}_{i}=\sum_{i=1}^{T} \mathbf{g}_{i}$.

Define the bivariate polynomial where the degree of $X$ is $\ell+T-1$ and the degree of $Y$ is at most $(v-1) \cdot(\ell+T-1)$,

$$
p(X, Y)=\prod_{k=1}^{\ell}\left(X+w_{k}(Y)\right) \cdot \prod_{j=1}^{T}\left(X+t_{j}(Y)\right) \cdot\left(\sum_{i=1}^{\ell} \frac{1}{X+w_{i}(Y)}-\sum_{i=1}^{T} \frac{\mathbf{m}_{i}}{X+t_{i}(Y)}\right)
$$

For every depth-1 internal node $u$, we denote by $(r, \beta)$ the partial transcript for one of the $u$ 's
children whose challenge $r$ satisfies $t_{i}(\beta)+r \neq 0$ for all $i \in[T]$ and $w_{i}(\beta)+r \neq 0$ for all $i \in[\ell]$. As argued in the previous paragraph, we observe that $\sum_{i=1}^{\ell} \frac{1}{r+w_{i}(\beta)}-\sum_{i=1}^{T} \frac{\mathbf{m}_{i}}{r+t_{i}(\beta)}=0$, hence $p$ evaluates to zero at point $(r, \beta)$. Note that there are $(v-1) \cdot(\ell+T-1)+1$ depth- 1 internal nodes (i.e. $(v-1) \cdot(\ell+T-1)+1$ different $\beta \mathrm{s}$ ) and each node has $\ell+T$ children (i.e. $\ell+T$ different $r$ ) such that $p$ evaluates to zero at point $(r, \beta)$. Hence $p$ is the zero polynomial and $\sum_{i=1}^{\ell} \frac{1}{X+w_{i}(Y)}=\sum_{i=1}^{T} \frac{\mathbf{m}_{i}}{X+t_{i}(Y)}$. Then by the extension of Lemma 5.4 described in Equation 5.6, we have $\left(\mathcal{C}_{\mathrm{VLK}}, \mathbf{w}\right) \in \mathcal{R}_{\mathrm{VLK}}$ and the extracted witness is valid.

### 5.4.5 Circuit selection

We provide a sub-protocol for showing that a vector has a single one-bit (and zeros otherwise) at the location of a program counter $p c$. This is later used to select the appropriate circuit.

Definition 5.14. For an integer $n$ the relation $\mathcal{R}_{\text {select }}$ is the set of tuples $(\mathbf{b}, p c) \in \mathbb{F}^{n} \times \mathbb{F}$ such that $b_{i}=0 \forall i \in[n] \backslash\{p c\}$ and if $p c \in[n]$ then $b_{p c}=1$.

| Special-sound protocol $\Pi_{\text {select }}$ for circuit selecting relation $\mathcal{R}_{\text {select }}$ |  |  |
| :---: | :---: | :---: |
| Prover $\mathrm{P}\left(\mathbf{b} \in \mathbb{F}^{n}, p c \in \mathbb{F}\right)$ |  | Verifier V |
|  | b, $p c$ |  |
|  |  | $b_{i} \cdot(p c-i) \stackrel{?}{=} 0 \forall i \in[n]$ |
|  |  | $b_{i} \cdot\left(b_{i}-1\right) \stackrel{?}{=} 0 \forall i \in[n]$ |

Complexity and security. $\Pi_{\text {select }}$ is a 1 -move protocol (i.e. $k=1$ ); the degree of the verifier is 2.

### 5.5 Special-sound protocols for Plonkup relations

Definition 5.15. Consider configuration $\mathcal{C}_{\text {plonkup }}:=\left(n, T ; \sigma ; c, d,\left[\mathbf{s}_{i}, G_{i}\right]_{i=1}^{m} ; L, \mathbf{t}\right)$ where $\sigma:[c n] \rightarrow$ $[c n]$ is a permutation, $\left(c, d,\left[\mathbf{s}_{i}, G_{i}\right]_{i=1}^{m}\right)$ are the parameters for the high-degree custom gates, $L \subseteq[c n]$ is the subset of indices for variables that have a lookup gate, $\mathbf{t} \in \mathbb{F}^{T}$ is the lookup table. The relation $\mathcal{R}_{\text {PLONK }}$ is the set of tuples $\left(\mathrm{pi} \in \mathbb{F}^{\ell_{\text {in }}}, \mathbf{w} \in \mathbb{F}^{c n}\right)$ such that

$$
\mathbf{w} \in \mathcal{R}_{\sigma} \wedge \mathbf{w} \in \mathcal{R}_{G A T E} \wedge \mathbf{w}_{L} \in \mathcal{R}_{L O O K U P} \wedge \mathbf{w}\left[1 . . \ell_{\text {in }}\right]=\mathrm{pi}
$$

We present the special-sound protocol for the Plonkup relation $\mathcal{R}_{\text {PLONK }}+$ below.
$\underline{\text { Special-sound protocol } \Pi_{\text {plonkup }} \text { for relation } \mathcal{R}_{\text {PLONK }+}}$

Prover $\mathrm{P}\left(\mathcal{C}_{\text {plonkup }}, \mathrm{pi}, \mathrm{w}\right)$
Verifier $\mathrm{V}\left(\mathcal{C}_{\text {plonkup }}, \mathrm{pi}\right)$
Compute $\mathbf{m} \in \mathbb{F}^{T}$ such that

$$
\begin{array}{cl}
\mathbf{m}_{i}:=\sum_{j \in L} \mathbb{1}\left(\mathbf{w}_{j}=\mathbf{t}_{i}\right) \forall i \in[T] \xrightarrow{\mathbf{w}, \mathbf{m}} & \mathbf{w}_{i}-\mathbf{w}_{\sigma(i)} \stackrel{?}{=} 0 \forall i \in[c n] \\
& \sum_{j=1}^{m} \mathbf{s}_{j, i} \cdot G_{j}\left(\mathbf{w}_{i}, \ldots, \mathbf{w}_{i+c n-n}\right) \\
& \stackrel{?}{=} 0 \forall i \in[n] \\
& \mathbf{w}_{i} \stackrel{?}{=} \mathbf{p i}_{i} \forall i \in\left[\ell_{\text {in }}\right] \\
r & r \leftarrow \mathbb{F}
\end{array}
$$

Compute $\mathbf{h} \in \mathbb{F}^{|L|}, \mathbf{g} \in \mathbb{F}^{T}$
$\mathbf{h}_{i}:=\frac{1}{\mathbf{w}_{L_{i}}+r} \forall i \in[|L|]$
$\mathbf{g}_{i}:=\frac{\mathbf{m}_{i}}{\mathbf{t}_{i}+r} \forall i \in[T]$
$\xrightarrow{\mathbf{h}, \mathbf{g}} \sum_{i=1}^{|L|} \mathbf{h}_{i} \stackrel{?}{=} \sum_{i=1}^{T} \mathbf{g}_{i}$
$\mathbf{h}_{i} \cdot\left(\mathbf{w}_{L_{i}}+r\right) \stackrel{?}{=} 1 \forall i \in[|L|]$
$\mathbf{g}_{i} \cdot\left(\mathbf{t}_{i}+r\right) \stackrel{?}{=} \mathbf{m}_{i} \forall i \in[T]$

Complexity. $\quad \Pi_{\text {plonkup }}$ is a 3-move protocol (i.e. $k=2$ ); the degree of the verifier is $d$; the number of non-zero elements in the prover message is at most $\mathrm{cn}+3|L|$.

Completeness and security. We need to add the checks described in Section 5.4.3 to achieve perfect completeness. This changes the verification degree to $\max (d, 3)$. Without these checks, the protocol still has all but negligible completeness.

Lemma 5.7. $\Pi_{\text {plonkup }}$ is $2(T+|L|)$-special-sound.
Proof. The protocol is a parallel composition of $\Pi_{\sigma}, \Pi_{\text {GATE }}$ and $\Pi_{\text {LK }}$ plus a public input check. In $\Pi_{\sigma}$ and $\Pi_{\text {GATE }}$, the prover simply sends the witness, and the verifier checks it is in the relation. These protocols are thus trivially 1-special-sound, i.e. perfectly sound. The public input relation also trivially holds as the verifier checks $\mathbf{w}_{i}=\mathrm{pi}_{i}$ for all $i \in\left[\ell_{\text {in }}\right]$. By Lemma $5.5 \Pi_{\mathrm{LK}}$ is $2(T+|L|)$ -special-sound. Thus $\Pi_{\text {plonkup }}$ is $2(T+|L|)$-special-sound.

### 5.6 Protostar

In this section, we describe ProtoStar. ProtoStar is built using a special-sound protocol for capturing non-uniform Plonkup circuit computations. In particular, the relation is checking that one of the $I$ circuits is satisfied, where the index of the target circuit is determined by a part of the public input called program counter $p c$. The non-uniform Plonkup circuit can add arbitrary constraints on input $p c$. For example, the list of $I$ circuits can be the opcodes supported by EVM, the program counter $p c$ can be computed from the $p c^{\prime}$ and the register state in the previous step, and the circuit will further check that opcode $[p c]$ is executed correctly in the current step. For another application, we can consider the $I$ circuits as the predicates of $I$ smart contracts (or transaction types), a user can call one of the smart contracts/transaction types by specifying the index $p c$, and the cost of proving correct execution is only proportional to the size of an individual smart contract/transaction type rather than the sum of the sizes of the supported smart contracts/transaction types.

For ease of exposition, we assume that the $I$ circuits have the same

- number of gates $n$;
- gate arity $c$;
- maximum gate degree $d$;
- number of gate types $m$;
- number of public inputs $\ell_{\text {in }}$;
- number of lookup gates $\ell_{\mathrm{Ik}}$.

The scheme naturally extends when different branch circuits have different parameters.
Definition 5.16. Consider configuration $\mathcal{C}_{\text {mplkup }}:=\left(\mathrm{pp}=\left[n, T, c, d, m, \ell_{\mathrm{in}}, \ell_{\mathrm{lk}}\right] ;\left[\mathcal{C}_{i}\right]_{i=1}^{I} ; \mathbf{t}\right)$ where the ith $(1 \leq i \leq I)$ branch circuit has configuration $\mathcal{C}_{i}:=\left(\mathrm{pp}, \sigma_{i},\left[\mathbf{s}_{i, j}, G_{i, j}\right]_{j=1}^{m}, L_{i}\right)$, and $\mathbf{t} \in \mathbb{F}^{T}$ is the global lookup table. For a public input $\mathrm{pi}:=\left(p c, \mathrm{pi}^{\prime}\right) \in \mathbb{F}^{\ell_{\text {in }}}$ where $p c \in[I]$ is a program counter, we say that a instance-witness pair $\left(\mathrm{pi}, \mathbf{w} \in \mathbb{F}^{c n}\right)$ is in the relation $\mathcal{R}_{\text {mplkup }}$ if and only if $(\mathrm{pi}, \mathbf{w}) \in \mathcal{R}_{\text {PLONK }}+$ w.r.t. circuit configuration $\left(\mathcal{C}_{p c}, \mathbf{t}\right)$.

## Protocol $\Pi_{\text {mplkup }}=\left\langle\mathrm{P}\left(\mathcal{C}_{\text {mplkup }}, \mathrm{pi}, \mathbf{w}\right), \mathrm{V}\left(\mathcal{C}_{\text {mplkup }}, \mathrm{pi}=\left(p c \in[I], \mathrm{pi}^{\prime}\right)\right)\right\rangle:$

1. P sends V vector $\mathbf{b}=\left(0, \ldots, 0, b_{p c}=1,0, \ldots, 0\right) \in \mathbb{F}^{I}$.
2. V checks that $b_{i} \cdot\left(1-b_{i}\right) \stackrel{?}{=} 0$ and $b_{i} \cdot(i-p c) \stackrel{?}{=} 0$ for all $i \in[I]$.
3. $\mathbf{P}$ computes vector $\mathbf{m} \in \mathbb{F}^{T}$ such that $\mathbf{m}_{i}:=\sum_{j \in L_{p c}} \mathbb{1}\left(\mathbf{w}_{j}=\mathbf{t}_{i}\right) \forall i \in[T]$.
4. P sends V vectors $\mathbf{w}, \mathbf{m}$.
5. V checks that

Permutation check: $\sum_{j=1}^{I} b_{j}\left(\mathbf{w}_{i}-\mathbf{w}_{\sigma_{j}(i)}\right) \stackrel{?}{=} 0$ for all $i \in[c n]$.
Public input check: w $\left[1 . . \ell_{\text {in }}\right] \stackrel{?}{=}$ pi.
Gate check: for all $i \in[n]$, it holds that

$$
\sum_{j=1}^{I} b_{j} \cdot \mathrm{GT}_{j}\left(\mathbf{s}_{j, 1}[i], \ldots, \mathbf{s}_{j, m}[i], \mathbf{w}_{i}, \ldots, \mathbf{w}_{i+c n-n}\right)=0
$$

where $\mathrm{GT}_{j}\left(s_{1}, \ldots, s_{m}, x_{1}, \ldots, x_{c}\right):=\sum_{i=1}^{m} s_{i} \cdot G_{j, i}\left(x_{1}, \ldots, x_{c}\right)$.
6. V samples and sends P random challenge $r \longleftarrow \Phi \mathbb{F}$.
7. P computes vectors $\mathbf{h} \in \mathbb{F}^{\ell_{\text {lk }}}, \mathbf{g} \in \mathbb{F}^{T}$ such that

$$
\mathbf{h}_{i}:=\frac{1}{\mathbf{w}_{L_{p c}[i]}+r} \forall i \in\left[\ell_{\mid \mathbf{k}}\right], \quad \mathbf{g}_{i}:=\frac{\mathbf{m}_{i}}{\mathbf{t}_{i}+r} \forall i \in[T]
$$

8. V checks that $\sum_{i=1}^{\ell_{\mathrm{l}}} \mathbf{h}_{i} \stackrel{?}{=} \sum_{i=1}^{T} \mathbf{g}_{i}$ and

$$
\begin{aligned}
& \sum_{j=1}^{I} b_{j} \cdot\left[\mathbf{h}_{i} \cdot\left(\mathbf{w}_{L_{j}[i]}+r\right)\right] \stackrel{?}{=} 1 \forall i \in\left[\ell_{\mathbf{k}}\right] \\
& \mathbf{g}_{i} \cdot\left(\mathbf{t}_{i}+r\right) \stackrel{?}{=} \mathbf{m}_{i} \quad \forall i \in[T]
\end{aligned}
$$

We present the special-sound protocol $\Pi_{\text {mplkup }}$ for the multi-circuit Plonkup relation.
Remark 5.6.1. By the public input check $\mathbf{w}\left[1 . . \ell_{\mathbf{i n}}\right] \stackrel{?}{=} \mathrm{pi}$, we guarantee that $\mathbf{w}[1]=p c$, and the circuit relation can add arbitrary constraints on pc depending on the applications (like the ones described in Section 5.6).

Complexity. $\quad \Pi_{\text {mplkup }}$ is a 3-move protocol (i.e. $k=2$ ); the degree of the verifier is $d+1$; the number of non-zero elements in the prover message is at most $c n+3 \ell_{\mathrm{lk}}+1$; the prover message length
is $I+c n+3 T$. Hence in the resulting accumulation scheme, the accumulation prover complexity is only $O\left(n+\ell_{\mathrm{lk}}\right)$ that is independent of the table size, and the accumulator size is $O(n+T+I)$ that is independent of the sum of the sizes of the branch circuits. The decider still runs in time $O(I \cdot c \cdot n)$ as it needs to evaluate all circuits at the accumulator.

Special-soundness. We prove the special-soundness property of $\Pi_{\text {mplkup }}$ below.
Lemma 5.8. $\Pi_{\text {mplkup }}$ is $2\left(T+\ell_{\mathrm{lk}}\right)$-special-sound.
Proof. The extractor Ext outputs the witness w sent by the prover. Note that if the verifier checks in step 2 pass, it must be the case that $\mathbf{b}$ is a bool vector with a single non-zero element $b_{p c}$. Also, note that given $2\left(T+\ell_{\mathrm{lk}}\right)$ accepting transcripts with distinct challenges $r$, the vector $\mathbf{b}$ won't change. Therefore the sub-transcript after step 2 is essentially a transcript for a Plonkup specialsound protocol $\Pi_{\text {plonkup }}$ with configuration $\mathcal{C}_{\text {plonkup }}:=\left(n, T, c, d, \mathcal{C}_{p c}, \mathbf{t}\right)$. By Lemma 5.7, it holds that $\Pi_{\text {mplkup }}$ is $2\left(T+\ell_{\mathrm{lk}}\right)$-special-sound.

We will now use $\Pi_{\text {mplkup }}$ and our compiler described in Theorem 5.3 to design ProtoStar. Before that, we must address an efficiency issue when combining the high-degree gate and sparse lookup protocols with the generic transform CV in Section 5.3.5.

Error separation between high-degree checks and low-degree checks. In some scenarios, the set of equations that a verifier checks can be with heterogeneous degrees. For example, in Section 5.3.5, the transformed protocol CV $\left[\Pi_{\text {sps }}\right]$ has one degree- $(d+2)$ checks and $O(\sqrt{\ell})$ degree- 2 checks. In this case, we can partition the checks into two sets whereas one with high-degree equations and the other with low-degree equations. We then assign separate sets of error terms for the two sets of equations. The first set of error terms can use the trivial identity commitment (as shown in Section 5.3.5) and thus reduces the number of group operations. The rest of the error term vectors can be committed using group elements. Since the degree of the second set is low, the number of error commitments will be a small constant (e.g. 2), thus the number of additional group operations performed in the recursive circuit will be small. We refer to Section 5.7 for more details.

Efficient accumulation of $\mathrm{CV}\left[\Pi_{\text {mplkup }}\right] . \quad \mathrm{CV}\left[\Pi_{\text {GATE }}\right]$ reduces the number of degree- $d$ verification checks in $\Pi_{\text {GATE }}$ from $n$ to 1 , with the tradeoff of $O(\sqrt{n})$ additional degree- 2 checks. In the resulting accumulation scheme, the error terms for high-degree gates are, thus, only of length 1 . This enables using the trivial identity commitment for these error terms and thus reduces the number of group operations by the accumulation verifier. Unfortunately, applying CV to mplkup seems to have a major tradeoff. The number of verification checks is $n+\ell_{\mathrm{lk}}+T+c \cdot n$. This requires using a) CV[mplkup] and b) is not composable with the sparseness optimizations for lookup described in Sections 5.4.3 and 5.4.4. These optimizations make the prover computation independent of $T$.

Fortunately, a closer look at the verification of mplkup reveals that only $n$ of these verification checks are of high degree $d$, namely the checks in $\Pi_{\text {GATE }}$. The other checks are of degree 2 or lower. With a slight abuse of notation, we can define $C V\left[\Pi_{\text {mplkup }}\right]$ as applying the generic transform CV only to the $\Pi_{\text {GATE }}$ part of $\Pi_{\text {mplkup }}$. This means that there are $d+1$ cross error vectors (each of length 1) for the degree $d+2$ check in $\mathrm{CV}\left[\Pi_{\mathrm{GATE}}\right]$; and 1 cross error vector of length $T+\ell_{\mathrm{lk}}+c n+O(\sqrt{n})$ for the rest checks-namely the low-degree checks in $\Pi_{\text {mplkup }}$ and the $O(\sqrt{n})$ degree- 2 checks in $\mathrm{CV}\left[\Pi_{\mathrm{GATE}}\right]$. By leveraging the error separation technique described above, we can use the identity function to commit to the field elements and a vector commitment to commit to the long error term. We can again leverage homomorphism as described in Section 5.4.3 to make the prover independent of $T$.

Corollary 5.4 (ProtoStar protocol). Consider the configuration

$$
\mathcal{C}_{\text {mplkup }}:=\left(n, T, c, d, m, \ell_{\text {in }}, \ell_{\mathrm{lk}} ;\left[\mathcal{C}_{i}\right]_{i=1}^{I} ; \mathbf{t}\right)
$$

Given a binding homomorphic commitment scheme $\mathrm{cm}=$ (Setup, Commit), and under the FiatShamir Heuristic (Definition 5.9) for a hash function H , there exists an IVC scheme ProtoStar for $\mathcal{R}_{\text {mplkup }}$ relations with the following efficiencies for $m=1$ (i.e. each circuit has a single degree-d gate type), public input length $\ell_{\mathrm{in}}=1$ : (we omit cost terms that are negligible compared to the dominant parts)

| $\mathrm{P}_{\text {ProtoStar }}$ native | $\mathrm{P}_{\text {ProtoStar }}$ recursive | $\mathrm{V}_{\text {ProtoStar }}$ | $\left\|\pi_{\text {ProtoStar }}\right\|$ |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} O\left(\|\mathbf{w}\|+\ell_{\mathrm{Ik}}\right) \mathbb{G} \\ L^{\prime}\left(\mathcal{C}_{i}, d+2\right)+2 \ell_{\mathrm{Ik}} \mathbb{F} \end{gathered}$ | $\begin{gathered} 3 \mathbb{G} \\ d+4 \mathbb{F} \\ d+O(1) H+1 \mathrm{H}_{\text {in }} \end{gathered}$ | $\begin{gathered} O\left(c \cdot n+T+\ell_{\mathrm{lk}}\right) \mathbb{G} \\ n+\sum_{i=1}^{I} \mathcal{C}_{i}+T+\ell_{\mathrm{lk}} \mathbb{F} \end{gathered}$ | $O\left(c \cdot n+T+\ell_{\mathrm{lk}}\right)$ |

Here $|\mathbf{w}| \leq$ cn is the number of non-zero entries in the witness, $\sum_{i=1}^{I} \mathcal{C}_{i}$ is the cost of evaluating all circuits on some random input, and $L^{\prime}\left(\mathcal{C}_{i}, d\right)$ is the cost of computing the coefficients of the polynomial $e(X)$ defined in Equation $5.4 .{ }^{5} \mathrm{H}_{\mathrm{in}}$ is the cost of hashing the public input and the (constant-sized) accumulator instance.

Proof. Let SPS $-\operatorname{IVC}[\Pi]=\operatorname{IVC}[\operatorname{acc}[\mathrm{FS}[\mathrm{cm}[\mathrm{CV}[\Pi]]]]]$ be the transformation from a special-sound protocol to an IVC-scheme described by Theorem 5.3 (including CV). Then given a commitment scheme cm by that theorem ProtoStar $=\mathrm{SPS}-\operatorname{IVC}\left[\Pi_{\text {mplkup }}\right]$ is an IVC scheme for predicates expressed in $\mathcal{R}_{\text {mplkup }}$. We apply Theorem 5.3 to get the efficiencies in the table above.

[^29]Security: Since $C V\left[\Pi_{G A T E}\right]$ is only applied to $\Pi_{\text {GATE }}$ which has perfect soundness, by Lemma 5.8 and Lemma 5.3, the NARK scheme $\mathrm{FS}[\mathrm{cm}[\mathrm{CV}[\Pi]]]$ for $\mathcal{R}_{\text {mplkup }}$ has knowledge soundness with knowledge error $(Q+1) \cdot \frac{n+2\left(T+\ell_{\mathrm{k}}\right)}{|\mathbb{F}|}+\operatorname{negl}(\lambda)$, where $Q$ is the number of RO queries by the adversary. Using Theorem 5.2 and Corollary 5.5 we can construct a accumulation scheme for the NARK scheme $\operatorname{FS}[\mathrm{cm}[\mathrm{CV}[\Pi]]]$. The accumulation scheme has negligible knowledge error as $d=\operatorname{poly}(\lambda)$. Therefore, under the Fiat-Shamir heuristic and by Theorem 5.1, SPS - IVC[ח] is a secure IVC scheme.

### 5.7 Accumulation Scheme for high/low degree verifier

We describe a modification for the accumulation scheme in Section 5.3.4 that can be useful if $\mathrm{V}_{\text {sps }}$ has both a single high-degree verification check and multiple low-degree checks. E.g. assume that $\mathrm{V}_{\mathrm{sps}}=$ $\mathrm{V}_{\mathrm{sps}, 1}| | \mathrm{V}_{\mathrm{sps}, 2}$ where $\mathrm{V}_{\mathrm{sps}, 1}:\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right) \rightarrow \mathbb{F}$ is degree $d$ and $\mathrm{V}_{\mathrm{sps}, 2}:\left(\mathrm{pi},\left[\mathbf{m}_{i}\right]_{i=1}^{k},\left[r_{i}\right]_{i=1}^{k-1}\right) \rightarrow \mathbb{F}^{\ell}$ is degree 2 .

For simplicity, we assume that $\mathrm{V}_{\mathrm{sps}, 1}$ maps to a single field element and that $\mathrm{V}_{\mathrm{sps}, 2}$ is degree 2, but this naturally extends to more arbitrary degrees, sizes and more components.

The accumulation scheme $\operatorname{acc}_{\mathrm{HL}}=\left(\mathrm{P}_{\mathrm{acc}, \mathrm{HL}}, \mathrm{V}_{\mathrm{acc}, \mathrm{HL}}\right)$ for $\mathrm{FS}\left[\mathrm{V}_{\mathrm{sps}, 1} \| \mathrm{V}_{\mathrm{sps}, 2}\right]$ is essentially a parallel composition of the accumulation presented Section 5.3 .4 applied to $\mathrm{V}_{\mathrm{sps}, 1}$ and $\mathrm{V}_{\mathrm{sps}, 2}$. Concretely there are the following modifications to the scheme from Section 5.3.4:

- The prover computes error terms separately for $\mathrm{V}_{\text {sps }, 1}$ and $\mathrm{V}_{\mathrm{sps}, 2}$. This means there are $d-1$ constant size error terms and 1 error term vector of length $\ell$.
- The prover uses the identity function to commit to the $d$ error terms and a homomorphic vector commitment $\mathrm{cm}=$ (Setup, Commit) to commit to the single length $\ell$ error term.
- The accumulator stores two error terms, one for each verifier. One is a field element $e$, and the other is a commitment $E$ to a length $\ell$ vector.
- The accumulation verifier checks the correct accumulation for each error term separately, thus performing $d-1$ field operations and 1 homomorphic commitment scalar multiplication.

Complexity and security. The scheme has the following complexity:

- The accumulation prover
- asks $k-1$ queries to $\rho_{\text {NARK }}$ with constant-sized inputs and 1 query to $\rho_{\text {acc }}$ with input size $d+O(1)$;
- computes the coefficients of

$$
e(X)=\sum_{j=0}^{d}(\mu+X)^{d-j} f_{j}^{\mathrm{V}_{\mathrm{sps}, 1}}\left(X \cdot \mathbf{p i}+\text { acc. } \mathbf{p i},\left[X \cdot \mathbf{m}_{i}+\text { acc. } \mathbf{m}_{i}\right]_{i=1}^{k},\left[X \cdot r_{i}+\text { acc. } r_{i}\right]_{i=1}^{k-1}\right) \in \mathbb{F}[X]
$$

and computes $\mathbf{e} \in \mathbb{F}^{\ell}$, which are the coefficients of $X$ in the polynomials

$$
\sum_{j=0}^{2}(\mu+X)^{2-j} f_{j}^{\mathrm{V}_{\mathrm{sps}, 2}}\left(X \cdot \mathrm{pi}+\text { acc. } \mathrm{pi},\left[X \cdot \mathbf{m}_{i}+\operatorname{acc} . \mathbf{m}_{i}\right]_{i=1}^{k},\left[X \cdot r_{i}+\text { acc. } r_{i}\right]_{i=1}^{k-1}\right) \in(\mathbb{F}[X])^{\ell}
$$

- commits to $\mathbf{e}$ using $\ell \mathbb{G}$ ops.
- performs $|R|+\left|M^{*}\right|+2 \mathbb{F}$-ops to combine ( $\mu, \mathrm{pi},\left[r_{i}\right]_{i=1}^{k-1},\left[\mathbf{m}_{i}\right]_{i=1}^{k}$ ) (where $|R|$ is the number of challenges and $\left|M^{*}\right|$ is the number of non-zero elements in prover messages);
- performs $k \mathbb{G}$-ops to combine $\left[C_{i}\right]_{i=1}^{k}$;
- performs $1 \mathbb{G}$-op to add $E=\operatorname{Commit}(c k, \mathbf{e})$ to acc. $E$.
- The accumulation verifier performs
- asks $k-1$ queries to $\rho_{\text {NARK }}$ and 1 query to $\rho_{\text {acc }}$;
$-|R|+2 \mathbb{F}$-ops to combine $\left(\mu, \mathrm{pi},\left[r_{i}\right]_{i=1}^{k-1}\right)$;
- $k \mathbb{G}$-ops to combine $\left[C_{i}\right]_{i=1}^{k}$;
$-d-1 \mathbb{F}$-ops to add $\left[e_{j}\right]_{j=1}^{d-1}$ onto acc.e.
$-1 \mathbb{G}$-op to add $E=\operatorname{Commit}(c k, \mathbf{e})$ to acc. $E$
- The decider
- computes $C_{i}=\operatorname{Commit}\left(c k, \mathbf{m}_{i}\right)$ for $i \in[k]$ and $E=\operatorname{Commit}(c k, \mathbf{e})$, with total complexity around $|M|+\ell \mathbb{G}$-ops.
- evaluate $\left[f_{i}^{\mathrm{V}_{\text {sps }, 1}}\right]_{i=0}^{d}$ and $\left[f_{i}^{\mathrm{V}_{\text {sps }, 2}}\right]_{i=0}^{2}$ to verify $e$ and $\mathbf{e}$.

Corollary 5.5 (Hi-LowAccumulation). Let $\left(\mathrm{P}_{N A R K, H L}, \mathrm{~V}_{N A R K, \mathrm{HL}}\right)=\mathrm{FS}\left[\mathrm{V}_{\mathrm{sps}, 1} \| \mathrm{V}_{\mathrm{sps}, 2}\right]$ be an $R O$ NARK as defined above. Let cm be a binding, homomorphic commitment scheme and $\rho_{\text {acc }}$ be a random oracle. The accumulation scheme $\mathrm{acc}_{\mathrm{HL}}$ for $\mathrm{V}_{\text {NARK }}$ satisfies perfect completeness and has knowledge-error $(Q+1) \frac{d+4}{|\mathbb{F}|}+\operatorname{negl}(\lambda)$, as defined in Definition 5.8.

Proof sketch: Perfect completeness follows immediately from Theorem 5.2. For knowledgesoundness, consider that $\mathrm{acc}_{\mathrm{HL}}$ is a parallel composition of two accumulation schemes applied to a high-degree and a low-degree verifier. Given an adversary that can break the knowledge soundness of $\mathrm{acc}_{\mathrm{HL}}$, we can construct an adversary that can break the knowledge soundness of either the high or the low-degree accumulation. By union bound, this leads to a knowledge error of $(Q+1) \frac{d+4}{|\mathbb{F}|}+$ negl $(\lambda)$.

### 5.8 Protostar for CCS

Recently, Setty, Thaler and Wahby introduced Customizable Constraint System (CCS), a new characterization of NP that is a generalization of R1CS[STW23]. It enables the use of high-degree gates
while not requiring permutation arguments. It is also powerful enough to capture both R1CS and Plonk constraints. As described in the introduction, HyperNova builds an accumulation scheme and, thus, IVC for CCS. However, HyperNova does not natively support non-uniform circuits and both the recursion cost, as well as the cost for lookups is more expensive than ProtoStar, which is built for mplkup. However, mplkup still requires a permutation argument and so-called copy-constraints. We show that our general compiler is powerful enough to port the benefits of ProtoStar directly to CCS. The starting point is the trivial special-sound protocol for CCS:

Definition 5.17 ([STW23]). Given public parameters $m, n, N, \ell_{\mathrm{in}}, t, q, d \in \mathbb{N}$ where $n>\ell$, let $M_{1}, \ldots, M_{t} \in \mathbb{F}^{m \times n}$ be matrices with at most $N$ total non-zero entries. Let $S_{1}, \ldots S_{q}$ be multisets over domain $[t]$ and each multiset has cardinality at most d. Let $c_{1}, \ldots, c_{q} \in \mathbb{F}$ be constants. $A$ tuple $(\mathrm{pi}, \mathbf{w}) \in \mathbb{F}^{\ell_{\text {in }}} \times \mathbb{F}^{n-\ell_{\text {in }}-1}$ is in the relation $\mathcal{R}_{\text {ccs }}$ if and only if

$$
\sum_{i=0}^{q-1} c_{i} \cdot \bigcirc_{j \in S_{j}} M_{j} \cdot \mathbf{z}=\mathbf{0}^{m}
$$

where $z=(1, \mathrm{pi}, \mathbf{w}) . \bigcirc$ denotes the Hadamard product between vectors.

Special-sound protocol $\Pi_{\mathrm{ccs}}$ for relation $\mathcal{R}_{\mathrm{ccs}}$
Prover $\mathrm{P}\left(\mathcal{C}_{\mathbf{c c s}}\right.$, pi $\left.\in \mathbb{F}^{\ell_{\text {in }}}, \mathbf{w} \in \mathbb{F}^{n-\ell_{\text {in }}-1}\right) \quad$ Verifier $V\left(\mathcal{C}_{\mathbf{c c s}}, \mathrm{pi}\right)$
$\qquad$

$$
\begin{aligned}
& \mathbf{z}=(1, \mathbf{p i}, \mathbf{w}) \in \mathbb{F}^{n} \\
& \sum_{i=0}^{q-1} c_{i} \cdot \bigcirc_{j \in S_{j}} M_{j} \cdot \mathbf{z} \stackrel{?}{=} \mathbf{0}^{m}
\end{aligned}
$$

Complexity. $\quad \Pi_{c c s}$ is a 1-move protocol (i.e. $k=1$ ) with verifier degree $d$.
Next, we present the special-sound protocol $\Pi_{\text {mccs+ }+}$ for the extended CCS relation that has multicircuits and lookup support. Compared to $\Pi_{\text {mplkup }}$ in Section 5.6 , the protocol $\Pi_{\text {mccs }+}$ removes the need of a permutation check.

Definition 5.18. Consider configuration $\mathcal{C}_{\text {mccs+ }}:=\left(\mathrm{pp}=\left[m, n, N, \ell_{\mathrm{in}}, t, q, d, T, \ell_{\mathrm{kk}}\right] ;\left[\mathcal{C}_{i}\right]_{i=1}^{I} ; \mathbf{t}\right)$ where the ith $(1 \leq i \leq I)$ branch circuit has configuration $\mathcal{C}_{i}:=\left(\mathrm{pp},\left[M_{j, i}\right]_{j=1}^{t},\left[S_{j, i}, c_{j, i}\right]_{j=1}^{q}, L_{i}\right)$, and $\mathbf{t} \in \mathbb{F}^{T}$ is the global lookup table. For a public input $\mathrm{pi}:=\left(p c, \mathrm{pi}^{\prime}\right) \in \mathbb{F}^{\ell_{\text {in }}}$ where pc $\in[I]$ is a program counter, we say that a instance-witness pair $(\mathrm{pi}, \mathbf{w}) \in \mathbb{F}^{n-1}$ is in the relation $\mathcal{R}_{\text {mccs }}$ if and only if $(\mathrm{pi}, \mathbf{w}) \in \mathcal{R}_{c c s}$ w.r.t. circuit configuration $\mathcal{C}_{p c}$ and $\mathbf{w}_{L_{p c}} \subseteq \mathbf{t}$.

Protocol $\Pi_{\text {mccs }+}=\left\langle\mathrm{P}\left(\mathcal{C}_{\text {mccs }+}, \mathrm{pi}, \mathbf{w}\right), \mathrm{V}\left(\mathcal{C}_{\text {mccs }+}, \mathrm{pi}=(p c \in[I]\right.\right.$, pi'$\left.\left.)\right)\right\rangle:$

1. P sends $\vee$ vector $\mathbf{b}=\left(0, \ldots, 0, b_{p c}=1,0, \ldots, 0\right) \in \mathbb{F}^{I}$.
2. V checks that $b_{i} \cdot\left(1-b_{i}\right) \stackrel{?}{=} 0$ and $b_{i} \cdot(i-p c) \stackrel{?}{=} 0$ for all $i \in[I]$.
3. $\mathbf{P}$ computes vector $\mathbf{m} \in \mathbb{F}^{T}$ such that $\mathbf{m}_{i}:=\sum_{j \in L_{p c}} \mathbb{1}\left(\mathbf{w}_{j}=\mathbf{t}_{i}\right) \forall i \in[T]$.
4. $\mathbf{P}$ sends $V$ vectors $\mathbf{w}, \mathbf{m}$.
5. V computes $\mathbf{z}=(1, \mathrm{pi}, \mathbf{w}) \in \mathbb{F}^{n}$ and checks that

$$
\sum_{k=1}^{I} b_{k} \cdot \sum_{i=1}^{q} c_{i, k} \cdot \bigcirc_{j \in S_{i, k}} M_{j, k} \cdot \mathbf{z}=\mathbf{0}^{m}
$$

6. V samples and sends P random challenge $r \leftarrow \mathbb{F}$.
7. P computes vectors $\mathbf{h} \in \mathbb{F}^{\ell_{\mathbf{k}}}, \mathbf{g} \in \mathbb{F}^{T}$ such that

$$
\mathbf{h}_{i}:=\frac{1}{\mathbf{w}_{L_{p c}[i]}+r} \forall i \in\left[\ell_{\ell \mathbf{k}}\right], \quad \mathbf{g}_{i}:=\frac{\mathbf{m}_{i}}{\mathbf{t}_{i}+r} \forall i \in[T] .
$$

8. V checks that $\sum_{i=1}^{\ell_{\text {k }}} \mathbf{h}_{i} \stackrel{?}{=} \sum_{i=1}^{T} \mathbf{g}_{i}$ and

$$
\begin{aligned}
\sum_{j=1}^{I} b_{j} \cdot\left[\mathbf{h}_{i} \cdot\left(\mathbf{w}_{L_{j}[i]}+r\right)\right] \stackrel{?}{\stackrel{ }{2}} 1 \quad \forall i \in\left[\ell_{\mathrm{k} k}\right], \\
\mathbf{g}_{i} \cdot\left(\mathbf{t}_{i}+r\right) \stackrel{?}{=} \mathbf{m}_{i} \quad \forall i \in[T] .
\end{aligned}
$$

Complexity. $\quad \Pi_{\text {mccs }}$ is a 3 -move protocol (i.e. $k=2$ ); the degree of the verifier is $d+1$; the number of non-zero elements in the prover message is at most $n+3 \ell_{\mathfrak{l}}$; the prover message length is at most $I+n+3 T$. Hence in the resulting accumulation scheme, the accumulation prover complexity is only $O\left(n+\ell_{\text {Ik }}\right)$ that is independent of the table size, and the accumulator size is $O(n+T+I)$ that is independent of the sum of the sizes of the branch circuits. We detail the efficiency of the resulting IVC scheme in the table below. The efficiency is almost identical to the ProtoStar scheme for $\mathcal{R}_{\text {mplkup }}$. However, the cost of computing the error terms $L^{\prime}\left(\operatorname{ccs}_{i}, d+2\right)$ now depends on the $i$ th CCS instance.
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| $P_{\text {ProtoStar,mccs+ }}$ <br> native | $\mathrm{P}_{\text {ProtoStar,mccs+ }}$ <br> recursive | $\mathrm{V}_{\text {ProtoStar,mccs+ }}$ | $\left\|\pi_{\text {ProtoStar,mccs }+}\right\|$ |
| :---: | :---: | :---: | :---: |
| $O\left(\|\mathbf{w}\|+\ell_{\mathrm{lk}}\right) \mathbb{G}$ | $3 \mathbb{G}$ | $O\left(n+T+\ell_{\mathrm{lk}}\right) \mathbb{G}$ | $O\left(n+T+\ell_{\mathrm{lk}}\right)$ |
| $L^{\prime}\left(\operatorname{ccs}_{i}, d+2\right)+2 \ell_{\mathrm{lk}} \mathbb{F}$ | $d+4 \mathbb{F}$ | $n+I \cdot N+T+\ell_{\mathrm{lk}} \mathbb{F}$ |  |
|  | $d+O(1) H+1 \mathrm{H}_{\mathrm{in}}$ |  |  |

## Chapter 6

## Conclusion

The hype around blockchains is built on big promises. Sending money like email around the internet, equitable and fair access to financial systems, strong censorship, and monopoly resistance. While, some applications are starting to realize these promises, the failures and limitations of blockchains are at least equally glaring. This might lead one to easily dismiss the space entirely, as many commentators have done. However, this is entirely premature. In this dissertation, we show that many of the most pressing issues can be directly addressed and solved through the use of technology. In particular, we show the power of proof systems that seem to be a perfect antidote for many of the issues blockchains face. Proof systems, such as the ones presented here, have, in the past decade, morphed from a theoretical idea to an entirely practical tool. This can not only be seen in academia but also in industry with many startups emerging and the rapid implementation of academic ideas. An exciting prospect, that is starting to emerge, is that those proof systems will find many more practical applications beyond blockchains. This includes trusted AI, verifiable outsourcing, and private auditing. This can enable a digital future in which privacy, scalability, and authenticity are not contradictory but symbiotic properties.
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[^0]:    ${ }^{1}$ Up to additive constants which were improved in Bulletproofs $+[\mathrm{Chu}+20]$ and Bulletproofs $++[$ Eag22 $]$

[^1]:    ${ }^{2}$ Technically, the S in SNARKs refers to succinct or short proofs. This is a necessary but not sufficient requirement for verifiable computing. Bulletproofs has succinct proofs, but the verifier runs in time linear in the statement.

[^2]:    ${ }^{3}$ Recently, there has also been an effort in offline lookups where the table can be preprocessed.[Zam+21; EFG22]. These have different applications and can potentially be combined.
    ${ }^{4}$ This is mainly a misnomer as the zero-knowledge or ZK property is not important here. We only require that the proofs or SNARKs have the verifiable computing property.

[^3]:    ${ }^{1}$ Proof systems with computational soundness like Bulletproofs are sometimes called argument systems. We will use the terms proof and argument interchangeably.

[^4]:    ${ }^{2}$ https://bitcoinmagazine.com/culture/monero-transaction-fees-reduced-97-after-bulletproofs-upgrade

[^5]:    ${ }^{3}$ https://github.com/zkcrypto/merlin
    ${ }^{4}$ https://github.com/zkcrypto/bulletproofs

[^6]:    ${ }^{5}$ http://www.secg.org/SEC2-Ver-1.0.pdf

[^7]:    ${ }^{6}$ See https://github.com/akosba/jsnark.
    ${ }^{7}$ See https://z.cash/technology/jubjub.html.

[^8]:    ${ }^{1}$ The constants depend linearly on the degree of the custom gates. These numbers are for simple degree 2 arithmetic circuits.

[^9]:    ${ }^{2} \mathrm{~A}$ more general Plonkish arithmetization [Zca22] supports wider tuples, but triples are sufficient here.

[^10]:    ${ }^{3}$ These are fields where there exists an element that has a smooth order of at least $d$.
    ${ }^{4}$ Recent breakthrough results have shown that polynomial multiplication is $O(d \log (d))$ over arbitrary finite fields [HVDH22] and there have been efforts toward building practical, fast multiplication algorithms for arbitrary fields [BS+22]. In practice, and especially for low-degree polynomials, using Karatsuba multiplication might be faster.

[^11]:    ${ }^{5}$ E.g., if $k=1$ and $U=\{1,1,1,2\}$ and $V=\{1,1,2,2\}$, then $W=\{1,1,2\}, U^{\prime}=\{1\}$ and $V^{\prime}=\{2\}$.

[^12]:    ${ }^{6}$ Here we further require $|\mathbb{F}| \geq 2^{\mu}$ so that $[\mathbf{x}]$ never overflow.

[^13]:    ${ }^{7}$ The algorithm can be easily extended when $y_{i}$ are non-zero.

[^14]:    ${ }^{8}$ the same technique applies for $n \neq m$

[^15]:    ${ }^{9}$ We can pad zeroes if the actual number is not a power of two.

[^16]:    ${ }^{10}$ We can pad with dummy states if the number of steps is not a power of two.

[^17]:    ${ }^{11}$ https://github.com/EspressoSystems/hyperplonk

[^18]:    ${ }^{12} 2021$ Apple MacBook Pro with M1 chip

[^19]:    ${ }^{13}$ https://github.com/EspressoSystems/jellyfish/tree/hyperplonk-bench
    ${ }^{14}$ https://github.com/zhenfeizhang/ark-spartan

[^20]:    ${ }^{1} \mathrm{~A}$ randomness extractor can then be applied to the output to map it to a uniform distribution.
    ${ }^{2}$ The difficulty in proving indifferentiability arises because the distinguisher can query the VDF/RO construction and the RO itself separately, therefore the simulator must be able to simulate queries to the random oracle $H$ given only access to the Random Delay Oracle. Indifferentiability doesn't require the simulator to respond in exactly the same time, but it is still required to be efficient. This becomes an issue if the delay $t$ is superpolynomial.

[^21]:    ${ }^{3}$ The construction is largely subsumed by the subsequently added simpler construction in Section 4.5. This simpler construction is built directly from verifiable computation.

[^22]:    ${ }^{4}$ If square roots are iterated on a value $x$ without an interleaved permutation then there is a shortcut to the iterated computation that first computes $v=\left(\frac{p+1}{4}\right)^{\ell} \bmod p$ and then the single exponentiation $x^{v}$.

[^23]:    ${ }^{5}$ This is extrapolated from [LW15], which reported that 30 million iterations of a modular square root computation for a 256 -bit prime took 10 minutes on a single 2.3 GHz Intel Core i7.
    ${ }^{6}$ http://www.ouah.org/ogay/sha2/

[^24]:    ${ }^{7}$ This is reasonable if the evaluator has an NVIDIA Titan V GPU, which can compute up to $10^{14}$ pipelined arithmetic operations per second (https://www.nvidia.com/en-us/titan/titan-v/).

[^25]:    ${ }^{1}$ Unrelated to set accumulators.

[^26]:    ${ }^{2}$ When instantiated with elliptic curve Pedersen commitments, this translates to $d+k-1$ elliptic curve multiplications. This is usually the largest component of the recursive statement.

[^27]:    ${ }^{3} k$ prover messages, $k-1$ challenges

[^28]:    ${ }^{4}$ For example if $f_{d}=\prod_{i=1}^{d}\left(a_{i}+b_{i} \cdot X\right)$ then a naive algorithm takes $O\left(d^{2}\right)$ time but using FFTs it can be computed in time $O\left(d \log ^{2} d\right)[$ Che +22$]$.

[^29]:    ${ }^{5}$ As noted in Theorem 5.3, $L^{\prime}\left(\mathcal{C}_{i}, d+2\right)$ is bounded by $O\left(n d \log ^{2}(d)\right)$.

