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Abstract
Sparse matrix computations are among the most important computational patterns, commonly used in geometry processing, physical simulation, graph algorithms, and other situations where sparse data arises. In many cases, the structure of a sparse matrix is known a priori, but the values may change or depend on inputs to the algorithm. We propose a new methodology for compile-time specialization of algorithms relying on mixing sparse and dense linear algebra operations, using an extension to the widely-used open source Eigen package. In contrast to library approaches optimizing individual building blocks of a computation (such as sparse matrix product), we generate reusable sparsity-specific implementations for a given algorithm, utilizing vector intrinsics and reducing unnecessary scanning through matrix structures. We demonstrate the effectiveness of our technique on a benchmark of artificial expressions to quantitatively evaluate the benefit of our approach over the state-of-the-art library Intel MKL. To further demonstrate the practical applicability of our technique we show that our technique can improve performance, with minimal code changes, for mesh smoothing, mesh parameterization, volumetric deformation, optical flow, and computation of the Laplace operator.

1. Introduction

Linear algebra operations are at the foundation of most scientific disciplines: Due to their importance, countless approaches have been proposed to improve the performance of their implementation, both on traditional processors and on graphical processing units. In existing implementations, sparse linear algebra operations are handled similarly to their dense counterparts: Every elementary operation (such as matrix product, matrix sum, etc.) is implemented in an individually-optimized function/kernel. Unfortunately, while dense linear algebra kernels have many opportunities for vectorization and parallelization, efficiently executing their sparse linear algebra counterparts is challenging. This is because the data structures for sparse matrices require iterating through multiple index arrays in order to access the non-zeros elements. Doing so results in irregular memory access that depends on the sparsity pattern of the input/output matrices, that is, on the location of non-zero elements. Consequently, sparse kernels often lead to complex implementations that are hard to optimize.

In this paper, we propose a new computational paradigm for generating efficient kernels for linear algebra expressions or algorithms working on sparse inputs, including sparse linear algebra and sparse matrix assembly. Our proposed approach is motivated by two optimization opportunities that are missing from existing implementations.

First, it is common in applications to have the sparsity pattern of input/output matrices remain the same while the actual values of
non-zero elements change during the computation. We can generate an efficient implementation by specializing it to a specific sparsity pattern of inputs/outputs. Existing implementations do not perform such specialization. A few libraries (e.g., MKL’s 2-stage routines) offer an option to dynamically evaluate the sparsity pattern, caching intermediate results to reduce the runtime. However, the sparsity pattern is only used in a limited fashion (e.g., for memory allocation) and there is no code generation and specialization.

Second, applications typically need to combine multiple operations together into linear algebra expressions (e.g., $A^TDA + C$). However, existing implementations use a separate kernel for each operation, incurring the overhead of writing intermediate matrices to main memory and reading them back later. As memory bandwidth is the bottleneck resource in sparse computation, we can achieve large performance gains by generating a kernel implementation that composes multiple operations together.

To generate sparsity-specific, composed implementations, we unroll arbitrary linear algebra expressions (or even algorithms) into expression trees, one for each non-zero element of the final output, generate and compile a kernel for that specific expression. The structures of the expression trees are determined by the sparsity pattern of inputs and we specialize the generated code according to these tree structures, resulting in unstructured, but fixed, set of operations performed on dense vectors. These operations can be optimized during the compilation, do not require memory allocation for temporaries, and can be trivially parallelized over multiple threads. With this approach, the unnecessary iteration through sparse matrix data structures is completely eliminated, and no intermediate matrices are created, reducing the problem to an unstructured, but fixed, set of operations performed on dense vectors. Such an approach may be particularly beneficial for iterative computation, as the cost of code generation can be amortized across multiple iterations as the sparsity patterns of matrices remain unchanged across iterations.

We extensively compare our CPU implementation of this approach, which we call EGGs, against the state-of-the-art commercial Intel Math Kernel Library (MKL) [Int12], both on single expressions (Section 4) and on complete algorithms (Section 5). We evaluate its scaling with respect to the size of the matrices, their sparsity, and the length/complexity of the expressions. Overall, our prototype implementation is faster by a factor of $2 \times - 16 \times$ depending on the specific expression, both in single and multithreaded mode. The downside is that the setup cost to prepare the expression-specific kernel is longer than MKL, making it competitive in applications where the same operation is evaluated multiple times with the same sparsity structure. These applications are common in scientific computing, geometry processing, and computer vision: We showcase 4 such applications in Section 5, including geometric distortion minimization, optical flow, cotangent matrix assembly, and smoothing. The complete source code of our reference implementation, the data used in the experiments, and scripts to reproduce our results are available at https://github.com/txsttc55/EGGS.

2. Related Work

Dense Linear Algebra Libraries & Compilers. A large number of libraries have been built for dense matrix computations for shared memory machines [ABB+99, WD98, GJ+10, VDWC11, San10, Int12, WZZY13], both historically and in recent years due to the proliferation of deep neural networks and their use of dense linear algebra computations to perform convolutions. While many such libraries are hand-written, automated techniques have become more prevalent as the number of architectures and variants have increased. PHI-PAC [BawCD97] pioneered the use of auto-tuning [AKV+14] to automatically generate and search over candidate implementations of linear algebra functions to find the best-performing version, obtaining performance that matched or beat hand-tuned vendor implementations.

Automatic parallelization and optimization of dense nested loops, such as those found in linear algebra, motivate many techniques used within general (non-domain-specific) compilers [Wol82, WL91, MCT96], including polyhedral transformation techniques [Fee91, Fee98, IT88]. Recently, new special-purpose compilers have arisen for dense linear and tensor algebra, due to their use in convolutional neural networks, including compilers for TensorFlow [ABC+16, PMB+19] and other dense tensor operations [VZT+18]. Build to Order BLAS [NBS+15, BJKS09] is a compiler for dense linear algebra that composes together user-specified dense linear algebra operations and creates implementations using a combination of analytic modeling and empirical execution.

Sparse Linear Algebra Libraries. Compressed data structures, including Compressed Sparse Row (CSR) and Compressed Sparse Column (CSC) have existed for decades [TW67, McN71]. PETSc [BGMS97] is perhaps the most widely-used library for sparse computations in scientific computing. More recently, dense linear algebra libraries, including Eigen [GJ+10] and MKL [Int12] have also added sparse support, and are thus becoming increasingly used for sparse computation. A sparse version of the BLAS standard attempted to standardize the calling interfaces and functionality of these libraries [DHP02] while hiding implementation details of data structures. Like PHI-PAC, the OSKI and pOSKI libraries [VDY05, BLYD12] pioneered the use of auto-tuning for sparse linear algebra, but support very few computational kernels and cannot compose them.

Sparse Linear Algebra Compilers. Early work in compiling sparse linear algebra includes a series of papers by Bik and Wisshoff [BW93, BW94] that transformed dense matrix code into sparse matrix code. SIPR [PS99] is an intermediate representation with a similar purpose. The key insight in Bernoulli [KPS97] was that using the language of relational algebra could enable compilers to generate efficient sparse matrix code. However, none of these systems utilize sparsity structure to generate code tailored to particular inputs.

Polyhedral techniques have been applied to sparse linear algebra [VHS15, MYC+19, SHO18], using inspector-executor transformations, which modify the code to first use an inspector to determine parts of the matrix structure, and an executor to use the information from the inspector to perform efficient computation. Most related to our work, Cheshmi et al. use compile-time inspection followed by sparsity specific code generation to create efficient implementations of sparse direct solvers [CDKS18, CKSD17]. Unlike
their work, we concentrate of generic sparse algorithms and compositions of linear algebra operations and maintain the interface used by Eigen. Rodríguez and Pouchet [RP18, ASPR19] use polyhedral tracing to transform sparse matrix-vector multiply (SpMV) into a series of dense affine loops and obtain nearly 30% performance improvement despite making the code size much larger. In contrast, we compose together operations that use sparse operands (rather than only SpMV) and use a more naïve code generation strategy that groups outputs by the structure of their computation trees.

The Tensor Algebra Compiler project (taco), aims to build a compiler for dense and sparse linear and tensor algebra that supports a large variety of sparse and dense data structures [KKC*17, KAKA19, CKA18]. Our approach could be integrated in taco, to allow it to generate sparsity-specific code. The current public version of taco does not correctly support sparse outputs, making a direct performance comparison impossible.1

Domain-Specific Languages for Sparse Graphics Applications. Opt [DMZ*17] is a domain-specific language for sparse non-linear least-squares optimization problems, which can produce efficient performance comparison impossible of taco does not correctly support sparse outputs, making a direct performance comparison impossible. The current public version of taco does not correctly support sparse outputs, making a direct performance comparison impossible.1

3. Methodology

EGGS generates C++ code with vector intrinsics and parallelism for general algorithms including linear algebra operations by overloading the Eigen API. The code generation occurs in three major steps: first, the programmer specifies an algorithm and its input (more specifically, the sizes and sparsity structure of the input matrices) using the Eigen API; then, EGGS executes the operations symbolically; and finally, the results of symbolic execution are used to generate optimized code. To use this code, the programmer needs only fill the values arrays of the input matrices and vectors. The overall algorithm is shown in Algorithm 1.

3.1. Symbolic Execution

EGGS implements a new datatype, SymbolicNum, which represents

† We communicated with Taco’s authors, who confirmed this shortcoming in an issue on their public code repository https://github.com/tensor-compiler/taco/issues/297.

a symbolic tree of computations: the leaves of the tree are either constants or entries of a matrix/vector. All other nodes of the tree represent operations such as addition and multiplication. This datatype is used instead of the usual value types (e.g., double and float) in Eigen.

Before performing symbolic execution, EGGS replaces the values of an input by the corresponding SymbolicNum leaf (lines 2–4 in Algorithm 1). Each SymbolicNum leaf is a tuple consisting of the variable name from which a value was read and the location of the value within the variable. The location is the index of the
Algorithm 1. Iterating through the result array, EGGS success for identifying unique computation trees is shown in lines 6–20 of Algorithm 1. When EGGS generates code, it groups outputs by their unique computation tree; that is, first all outputs with the first unique computation tree are computed, followed by outputs using the second unique tree, and so on. Within each loop nest for a specific computation tree, the outputs are grouped into vector-width-sized outputs per loop iteration, in order to utilize vectorized computation code. Parallelism across cores is introduced by using the Intel TBB [Phe08] library to parallelize the per-tree compute loops. Thus, the generated code utilizes both parallel execution and vectorization, without requiring any additional effort from the user of our system.

void evaluate(const vector<vector<double> >& reordered_data_ids, const vector<vector<double> >& reordered_result_pos, const vector<double> & reordered_result_pos, vector<double>& result_vector) {
    tbb::parallel_for(size_t(0), size_t(4), size_t(2), 
    [&,](size_t i){
        __m128d v0 = {M[0][reordered_data_ids[i*2+0+0]],
                    M[0][reordered_data_ids[i*2+0+1]]};
        __m128d v1 = {M[1][reordered_data_ids[i*2+1+0]],
                    M[1][reordered_data_ids[i*2+1+1]]};
        __m128d v2 = _mm_mul_pd(v0, v1);
        result_vector[reordered_result_pos[i+1]] = v2[0];
        result_vector[reordered_result_pos[i+1+1]] = v2[1];
    });
}

Figure 3: Generated parallel vectorized code for computing the output sparse matrix C from Figure 2.

replaces each leaf of the tree with a wildcard, representing any possible input location. After wildcard replacement, EGGS checks whether the wildcarded tree already exists in the collection of unique trees, and adds it if necessary. For the example in Figure 2, only one unique computation tree is generated.

During this process, EGGS also builds an index list for each unique tree (l2 in line 16 of Algorithm 1). Since each tree has a unique number of inputs, no additional information is required during code generation; this index list can be used directly by consuming the correct number of inputs during each call.

Generating Code. The final step outputs a single function that computes the output sparse array. For each uniquely-structured tree, EGGS generates a loop nest (lines 18–20) that computes the output entries corresponding to that tree.

We rely on the compiler to pack inputs into vectors and to generate efficient code for storing vector lanes into output memory locations (see Section 3.3 for discussion). Producing the actual computation is straightforward: the code generator walks the wildcarded symbolic computation tree, generating vectorized intrinsics per operation. Figure 3 shows an example generated loop for the computation tree from Figure 2.

As shown in lines 18–20 of Algorithm 1, when EGGS generates code, it groups outputs by their unique computation tree; that is, first all outputs with the first unique computation tree are computed, followed by outputs using the second unique tree, and so on. Within each loop nest for a specific computation tree, the outputs are grouped into vector-width-sized outputs per loop iteration, in order to utilize vectorized computation code. Parallelism across cores is introduced by using the Intel TBB [Phe08] library to parallelize the per-tree compute loops. Thus, the generated code utilizes both parallel execution and vectorization, without requiring any additional effort from the user of our system.

Avoiding Redundant Computation. In some cases, multiple outputs may store the exact same value: two outputs may share not just the structure of the computation tree, but also include the same

value: for dense vectors and matrices this is merely an offset from the beginning. For sparse matrices, which are stored in compressed sparse row (CSR) or column (CSC) forms, the location is an index into the values array. Figure 1 shows an example of this initial transformation for a CSR matrix.

EGGS uses C++ operator overloading to intercept arithmetic operations and perform symbolic execution. In order to minimize the amount of memory required, EGGS stores SymbolicNum objects in a memory pool and allows parent nodes to reference other subtrees within the pool, instead of duplicating the subtrees.

EGGS use of C++ operator overloading allows it to piggyback onto existing Eigen code for execution, allowing EGGS to implement symbolic execution in very few lines of code, and allowing it to be used to accelerate existing C++ code that already uses Eigen by simply changing the matrix template type. When the usual Eigen functions finish execution, the result is a matrix, vector, or scalar of SymbolicNum, which we process further to generate efficient code. Figure 2 shows example computation trees for a sparse matrix multiplication.

3.2. Generating Efficient Code from Symbolic Results

EGGS generates a compute loop for each uniquely-structured computation tree in the output structure. In this context, two trees are equivalently-structured if they contain the same non-leaf nodes, the number of leaves are equal, and the leaves load from the same input arrays. If two result entries are equivalently-structured, we can use the same compute loop in both cases, by simply changing which entries of the input operands we use.

Identifying Uniquely-Structured Computation Trees. The process for identifying unique computation trees is shown in lines 6–17 of Algorithm 1. Iterating through the result array, EGGS first

\[
\begin{pmatrix}
0 & A_0 & 0 \\
A_1 & 0 & 0 \\
0 & A_2 & A_3
\end{pmatrix}
\begin{pmatrix}
0 & B_0 & 0 \\
0 & B_1 & 0 \\
0 & 0 & B_2
\end{pmatrix}
= \begin{pmatrix}
0 & C_0 & 0 \\
0 & C_1 & 0 \\
0 & C_2 & C_3
\end{pmatrix}
\]

Figure 2: For \( C = AB \) with all sparse operands, we show the computation trees after symbolic execution. In this example, only a single uniquely-structured computation tree covers all outputs in \( C \).

\[
(0 \; A_0 \; 0) \times (0 \; B_0 \; 0) = (0 \; C_0 \; 0)
\]

\[
(0 \; A_1 \; 0) \times (0 \; B_1 \; 0) = (0 \; C_1 \; 0)
\]

\[
(0 \; A_2 \; A_3) \times (0 \; 0 \; B_2) = (0 \; C_2 \; C_3)
\]

Figure 1: Prior to symbolic execution, we transform the values array of the CSR matrix \( A \) to contain symbolic entries corresponding to the location in the array.
leaf nodes. To avoid this redundant work, we pre-filter the set of outputs to store the same computed value in multiple locations. A more aggressive version could avoid even redundantly computing sub-trees, but in our current version we only avoid redundant computation if two trees are entirely equivalent.

Compressed Index Arrays. In addition to the output sparse values array, to generate a usable sparse CSR matrix EGGs must also produce the row start and column index arrays (or the column start and row index arrays if producing CSC output). Since these are already computed by Eigen when generating the code, EGGs embeds them into the generated code directly.

3.3. Limitations

Fundamentally, EGGs does not support data-dependent operations, such as those that arise in direct solvers for pivoting and other operations. As a result, EGGs does not currently support Eigen’s sparse solvers, which generally rely on values in the matrices for making decisions such as pivoting. Instead, we expect most users will use EGGs to generate sparsity-specific code for constructing inputs to solvers, and to build code that operates on the solution returned. Sparsity-specific approaches to solvers, such as those in ParSy [CKSD17, CDKS18], are complementary to EGGs and can be applied where they lead to speedup. As we show in Section 4, EGGs maintains interoperability with existing Eigen solvers.

In the current implementation, we have not aggressively optimized the memory usage: a single node in the tree requires approximately 56 bytes, and each entry in the output is a tree made up of multiple nodes in a global list. Furthermore, increasing the number of operands in the original expression makes it more likely that each output tree is larger, resulting in large memory consumption at compile time. While this limitation only affects the precompution phase (the generated code is oblivious to the memory required during its generation), it makes our system unable to generate code for long expressions.

Relying on the compiler to produce efficient vector packing/unpacking code may result in lower performance than if we generated code with more efficient loads when the input locations are contiguous. An alternative implementation would generate packed stores directly; in order to do so, the computation trees for each of the output locations in a vector must match as well as be contiguous. We leave such an implementation for future work.

4. Results

We implemented our system as a C++ code generator, which only requires using SymbolicNum as the basic numeric type of Eigen. With this change, our system generates, compiles, and executes an efficient kernel on-the-fly using the Clang compiler. Most arithmetic operations are supported and, in particular, we support sparse Eigen expressions as input, allowing us to generate highly-optimized kernels for algorithms working on sparse matrices.

We use two sets of tests in order to evaluate the performance of our approach. In Section 4.1, we compare our method on core sparse matrix expressions supported by both Eigen and MKL, showing that our method compares favorably to state of the art libraries. For all our core routines we use MKL two-stage computations; that is, the sparsity of the result of the operation is precomputed in a first stage (which we do not count in our measurements), while the result is computed in a second stage. We remark that this strategy, while similar to ours, can only be done for simple expressions in MKL and is done at runtime. We then experiment with compound expressions (Section 4.2) which are naturally supported by our approach, while requiring combinations of basic operations when using other libraries. Finally, we discuss integrating our algorithm into practical applications in Section 5.

We run our experiments on a workstation with two 10-core Intel(R) Xeon(R) E5-2660 v3 CPUs @ 2.60GHz with 128GB of memory and 50GB of swap space, running Linux kernel version 4.12.0 and Clang version 7.0.1-8. We compare both serial and parallel performance (limiting to 8 threads, which is the point of saturation, after which adding more cores no longer increases performance). To foster applicability of our approach and support the replicability of our results, we include our reference implementation and a script to reproduce all results in the paper as part of the supplemental material.

4.1. Core Routines

We perform a series of experiments using basic operations involving sparse matrix operands with sparse matrix outputs:

\[ AB, \quad A^TDA, \quad \text{and} \quad A^TA, \]  

where A, B are sparse matrices and D is a diagonal matrix.

For every test we generate a set of random input matrices, with 5 and 15 non-zero entries per row on average. In Figure 4 we compare the speedup of our method with respect to both Eigen and MKL, as we change the size of the matrix and its density, while keeping the number of non-zero entries per row constant. Both the number and the positions of the non-zero entries are synthetic and targeted for benchmarking purposes; we study EGGs’ performance on real matrices in Section 5. The advantage of our method grows with matrix size but is reduced as density increases. Speedup over Eigen is massive even with EGGs in single-threaded mode (between 10× to 40×), and the speedup over the heavily-optimized MKL library (ignoring precomputation time for both EGGs and MKL) is between 3.5× (AB with 15 non-zeros per row for each input, 1M rows) and 15× (5 non-zero per row per input, 1M rows, for \(A^T A\)) for sizes and densities common in geometry processing applications. Parallelization further reduces running times (as shown in Figure 5), providing an even larger advantage for our approach.

Figure 6 shows the time EGGs requires for precomputation, including symbolic execution, code generation, and compilation. The detailed preprocessing timings for all the experiments in the paper are provided in Appendix A. This overhead demonstrates that EGGs is suitable for operations that will be executed numerous times, as the overhead is non-trivial. In Table 1 we collect all the raw timings for \(A^T A\).
Figure 4: Speedup of our method for increasingly large matrices compared with Eigen and MKL for the expressions in (1) for 5 (top) and 15 (bottom) non-zero entries per row. We show single and 8 threads speedups.

Figure 5: Scaling results of our method compared with MKL for a matrix $10^6 \times 10^6$ and 5 (top) and 15 (bottom) non-zeros per row.

Table 1: Timings in ms for $A^T A$ for 5 (top) and 15 (bottom) non-zeros per row. By ST and MT we denote multi- and single-thread performance and PC stands for precompute.

4.2. Composite Expressions

We study the relative performance of our method, MKL, and Eigen on three composite expressions:

$$(\alpha A + B)^T (\beta B + C), \quad ABC, \quad (A + B)(A + B + C), \quad (2)$$

where $A, B,$ and $C$ are sparse matrices; $\alpha, \beta$ are scalars; and all outputs are sparse matrices. Figure 7 shows the speedup of our method. Our current subtree elimination is unable to reuse common subexpressions, thus leading to more operations than what other libraries perform, since those libraries can reuse intermediate results. Despite this, our method is still faster. We expect that the performance for these expressions could be further improved by adding a more aggressive policy for common subexpression elimination, which is an interesting direction for future work (see Section 6).
5. Applications

Integrating our technique in existing applications that already use Eigen only requires minimal code changes. To demonstrate achievable speedups in real applications, we selected a few open-source applications and used our system to replace existing Eigen code with optimized kernels. For all these applications, the only required change was to switch the numerical type from double to SymbolicNum, in addition to the software engineering required to interface our system with the codes. The source for all these applications is available at https://github.com/txstc55/EGGS.

Figure 7: Speedup of our method for increasingly large matrices compared with Eigen and MKL for the expressions in (2) for 5 (top) and 15 (bottom) non-zero entries per row. We show single and 8 threads speedups.

5.1. Geometric Distortion Minimization

Many geometry processing algorithm are based on the minimization of energies measuring the geometric distortion of a 2D or 3D simplicial mesh. We integrated our algorithm in the SLIM framework [RPPSH17] available in the libigl library [JP18]. SLIM is a recent approach to minimize geometric distortion energies which relies on a proxy function to approximate the Hessian of the distortion energies. We anecdotally compare the difference of performance on two of the standard examples included in libigl (2D parametrization and 3D mesh deformation), by using our technique to generate an optimized kernel for the expression $A^TDA + B$ in the inner loop of the optimization.

2D Parametrization. Parameterization is a common task in computer graphics; the goal is to bijectively “flatten” a disk-like mesh to the plane while reducing distortion. By optimizing the inner loop of the optimization with our technique, we gain a $3 \times$ speedup on the runtime of the whole algorithm, as shown in Figure 8. We note that the algorithm also requires a linear solve, which, in the original Eigen/MKL implementation, is not the bottleneck. After our technique the time for assembly and non-solve computations are drastically reduced, making the actual solve become the slowest part of the algorithm.

3D Mesh Deformation. Animations and posing of characters often relies on handle-based mesh deformation; as the user moves around a set of anchors, an algorithm deforms the mesh by minimizing a physically-based distortion energy. By using our system to optimize the inner optimization loop, the end-to-end speedup is
5.2. Optical Flow

Optical flow [HS81] is a common algorithm used in many computer vision tasks. It computes a displacement field that maps the pixels of one frame to the next. While real-time implementations are possible using a GPU kernel, in this section we analyze performance running on a CPU, since we leave the extension of our system to GPUs as a future work. The algorithm involves computing three differential operators $E_x$, $E_y$, and $E_t$ which depend on the brightness $E_{i,j,k}$ of a pixel $i,j$ for frame $k$. The operators are approximations of the brightness derivative with respect to $x$, $y$ (pixel position) and $t$ (frame in the video). Then, using these operators and a user-parameter smoothness control $\alpha$, it solves a non-linear system of the form

$$(\alpha^2 + E_t^2)u^{i+1}E_xu + (\alpha^2 + E_t^2)v^{i+1}E_yv = \alpha^2 u^{i} - E_tE_x$$

$$(\alpha^2 + E_t^2)v^{i+1}E_yu = \alpha^2 v^{i} - E_tE_y$$

which can be rewritten as $Ex^{i+1} = \alpha^2 x^i - b$. We use our method to compute a kernel that takes a pair of images and computes the sparse matrix $E$ and right-hand side directly (Figure 10). For this application, since the operators act on a regular grid (i.e., the pixels of an image), the linear solve dominates the timings, leading to only $1.1 \times$ speedup for the full application. Note that an improvement of 10% is still relevant for such an application, especially if the algorithm is used to process long video sequences. If we ignore the solve time, and consider only the computations, our method is $5 \times$ faster than the Eigen implementation.

We note that, even if in theory for every pair of images one would require one assembly and several solves (i.e., until the iterative process $x^{i+1}$ converges), in practice the iterations are initialized with

2.67× and $5 \times$ when applied to meshes with 10,240 triangles and 48,000 triangles respectively, compared to the original Eigen-based implementation (Figure 9). Note that this applications is usually interactive, and our speedup allows a single iteration to complete in 0.36 seconds instead of 1.8 seconds, reducing the time the user has to wait to see a preview of the deformation.

5.3. Cotangent Matrix Assembly

Our method provides benefits even for algorithms generating sparse matrices, such as the assembly of the classical cotangent Laplacian matrix (Figure 11). Our method automatically converts the libigl [JP*18] “cotmatrix” function, which takes as an input the vertices and connectivity of a mesh and returns its cotangent Laplacian matrix, with a fully optimized kernel. Our method provides a $4 \times$ speedup on a large mesh and $2 \times$ on a smaller mesh. Note that the runtime of automatically using our method on the naïve libigl implementation is slightly higher than the hand-optimized assembly

The solution from the previous pair, thus requiring only one iteration (and one solve) per step.

Figure 9: Cutoff of the run time of computing mesh deformation.

Figure 10: Runtime of optical flow for our algorithm on a small and large image.

Figure 11: Time for assembling the cotangent matrix with libigl, PMP, and using our approach to accelerate the libigl version.
5.4. Smoothing

Implicit bi-Laplacian smoothing [KCVS98, DMSB99] is ubiquitous in geometry processing to remove high-frequency noise from surface meshes. The algorithm removes noise iteratively by solving the following linear system:

\[ (L^T M L + w M) p' = w M p, \]

where \( p \) are the current vertices, \( p' \) are the unknown smoothed vertices, \( M \) is the lumped mass matrix, \( L \) is the area-weighted cotangent Laplacian \( \left( L = M^{-1} L_{\text{cot}} \right) \), \( L_{\text{cot}} \) is the cotangent matrix, and \( w \) is a user-controlled parameter deciding the strength of the filter. We use our method to replace the computation of \( L^T M L + w M \) which changes at every iteration. With a classical Eigen implementation, the assembly of the linear system matrix has a comparable cost as the linear system solve, while with our method (and MKL) the bottleneck is the linear solve. EGGS obtains a 2× end-to-end speedup \((1.1 \times \text{compared to MKL})\) for a small mesh and 2.2× \((1.2 \times \text{versus MKL})\) for a large mesh. If we count only the optimized computation \((\text{i.e., the actual computation of the operator without solve})\) our method is 68× and 6.3× faster on average than Eigen and MKL, respectively on the large mesh (Figure 12).

6. Concluding Remarks

We introduced a new paradigm and algorithm to automatically generate parallel vectorized kernels for algorithms involving sparse matrix and vector operations, and demonstrated that it can surpass the performance of commercial libraries on sparse linear algebra operations and that it provides practical speedups on geometry processing algorithms.

There are three major opportunities to further improve the benefits of this approach: (1) the code generation step could be extended to target the generation of parallel GPU kernels, thus providing an automated way to convert existing geometry processing algorithms to exploit the high parallelism of GPUs; (2) tree construction could be improved by finding common subexpressions and adding support for intermediate value computations; and (3) the memory and runtime could be further optimized to enable processing expressions with many more operands or even dense matrices. Preliminary experiments for (2) show (Figure 13) that, by manually finding common subexpressions for the case of the cotangent matrix assembly, it would be possible to further speed up the code by a factor of 4×, becoming faster than the hand-optimized library PMP.

To foster replicability of our results and adoption of our algorithm by the community, we have released the reference implementation of our algorithm and code for all the showcased applications as an open-source project at https://github.com/txtstc55/EGGS. We hope that the community will integrate this solution into existing libraries based on Eigen, such as spectra [Quz20], PolyFEM [SDG19], and libigl [JP18], or to other programming languages targeting sparse computation [KKRK16, KK]+.
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Table 2: Additional statistics. From left to right: name of the experiment, average number of non zeros per row (NNZ), number of rows, symbolic execution time (SE), code generation time (CG), compilation time (CC), size of the generated binary, MKL preparation time.

<table>
<thead>
<tr>
<th>Name</th>
<th>NNZ</th>
<th>Rows</th>
<th>SE (ms)</th>
<th>CG (ms)</th>
<th>CC (ms)</th>
<th>Size</th>
<th>MKL (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP1</td>
<td>5</td>
<td>102</td>
<td>132.21</td>
<td>215.54</td>
<td>296.65</td>
<td>766K</td>
<td>0.812</td>
</tr>
<tr>
<td>COMP1</td>
<td>5</td>
<td>102</td>
<td>149.23</td>
<td>235.22</td>
<td>112.36</td>
<td>463K</td>
<td>3.915</td>
</tr>
<tr>
<td>COMP1</td>
<td>5</td>
<td>102</td>
<td>168.14</td>
<td>1326.1</td>
<td>722.39</td>
<td>390K</td>
<td>50.539</td>
</tr>
<tr>
<td>COMP2</td>
<td>5</td>
<td>102</td>
<td>139.36</td>
<td>103.34</td>
<td>5074.85</td>
<td>373K</td>
<td>24.021</td>
</tr>
<tr>
<td>COMP2</td>
<td>5</td>
<td>102</td>
<td>159.66</td>
<td>1061.75</td>
<td>319.51</td>
<td>328K</td>
<td>15.275</td>
</tr>
<tr>
<td>COMP2</td>
<td>5</td>
<td>102</td>
<td>216.66</td>
<td>1054.4</td>
<td>282.13</td>
<td>321K</td>
<td>47.428</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>190.82</td>
<td>1134.45</td>
<td>8946.51</td>
<td>18M</td>
<td>49.944</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>246.63</td>
<td>2009.59</td>
<td>2798.61</td>
<td>756K</td>
<td>5.42</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>260.66</td>
<td>21829</td>
<td>1361.31</td>
<td>321K</td>
<td>47.902</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>712.93</td>
<td>97926</td>
<td>110926</td>
<td>42M</td>
<td>27.023</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>10119</td>
<td>49080.3</td>
<td>74354.1</td>
<td>17M</td>
<td>11.956</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>124195</td>
<td>268738</td>
<td>326193</td>
<td>820K</td>
<td>210.089</td>
</tr>
<tr>
<td>COMP2</td>
<td>5</td>
<td>102</td>
<td>56970</td>
<td>666660</td>
<td>173184</td>
<td>587K</td>
<td>50.592</td>
</tr>
<tr>
<td>COMP2</td>
<td>5</td>
<td>102</td>
<td>699976</td>
<td>615200</td>
<td>806612</td>
<td>380K</td>
<td>478.521</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>124137</td>
<td>328920</td>
<td>1084600</td>
<td>59M</td>
<td>24.389</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>187587</td>
<td>295109</td>
<td>34703</td>
<td>60M</td>
<td>11.942</td>
</tr>
<tr>
<td>COMP3</td>
<td>5</td>
<td>102</td>
<td>21191</td>
<td>584873</td>
<td>103518</td>
<td>150M</td>
<td>25.383</td>
</tr>
<tr>
<td>COMP1</td>
<td>5</td>
<td>102</td>
<td>51010</td>
<td>969874</td>
<td>105904</td>
<td>449K</td>
<td>53.159</td>
</tr>
<tr>
<td>SLIMD M1</td>
<td>12</td>
<td>87277</td>
<td>155741</td>
<td>74344</td>
<td>250447</td>
<td>449K</td>
<td>1076.34</td>
</tr>
<tr>
<td>SLIMD M2</td>
<td>12</td>
<td>10402</td>
<td>1725.43</td>
<td>706.084</td>
<td>746372</td>
<td>354K</td>
<td>11.287</td>
</tr>
<tr>
<td>SLIMD M3</td>
<td>12</td>
<td>27873</td>
<td>63873</td>
<td>41509.3</td>
<td>44684.2</td>
<td>506K</td>
<td>39.638</td>
</tr>
<tr>
<td>SMODITH1</td>
<td>20</td>
<td>10160</td>
<td>718.69</td>
<td>271.362</td>
<td>6893.55</td>
<td>381K</td>
<td>19.341</td>
</tr>
<tr>
<td>SMODITH2</td>
<td>20</td>
<td>43234</td>
<td>39061</td>
<td>1208.18</td>
<td>6560.26</td>
<td>376K</td>
<td>35.101</td>
</tr>
<tr>
<td>FLOW2</td>
<td>15</td>
<td>8900</td>
<td>12787.5</td>
<td>20364.4</td>
<td>69112.3</td>
<td>667K</td>
<td>28.635</td>
</tr>
<tr>
<td>FLOW2</td>
<td>15</td>
<td>8900</td>
<td>12787.5</td>
<td>20364.4</td>
<td>69112.3</td>
<td>667K</td>
<td>28.635</td>
</tr>
<tr>
<td>COTM4</td>
<td>10</td>
<td>10410</td>
<td>58426.6</td>
<td>30960.9</td>
<td>19M</td>
<td>24.389</td>
<td></td>
</tr>
<tr>
<td>COTM4</td>
<td>10</td>
<td>10410</td>
<td>58426.6</td>
<td>30960.9</td>
<td>19M</td>
<td>24.389</td>
<td></td>
</tr>
</tbody>
</table>

Appendix A: Additional Statistics

We provide in Table 2 detailed statistics on EGGS preprocessing time and size of the generated binaries for all the experiments in the