
 
 

MegaMIMO and Full Duplex Radios 
Neha Sharma 
 
Both of the papers talk about approaches to improve wireless throughput at the physical. The physical layer which 
is the lowest layer of network stack is the most fundamental and any improvement in the physical layer ripples up 
all the way. Range of frequencies available at the physical layer determines capacity. Therefore, with 
improvements in physical layer, capacity increases leading to an increase in throughput. 
 
Both of these papers have led to a great academic research as well as had real impact in early enforcing some 
trends that are actually showing up in emerging commercial wireless technologies.   
 
Brief definitions:  
MegaMIMO is a joint multi-user beamforming system that enables independent access points (APs) to beamform 
their signals, and communicate with their clients on the same channel as if they were one large MIMO transmitter. 
Full Duplex Radios are in-band, single antenna full duplex WiFi radios that can simultaneously transmit and receive 
on the same channel using standard WiFi 802.11ac PHYs and achieves close to the theoretical doubling of 
throughput in all practical deployment scenarios.  

MegaMIMO  
MIMO stands for multiple input and multiple output, basically referring to multiple antennas. The goal of systems 
relying on MIMO device (eg- N transmit antennas and N receiver antennas on a standard MIMO device) is to 
increase throughput and support more users essentially by two methods- 

1. Multiplexity Gains – gains in form of increased performance by sending independent streams of 
information in parallel along the different spatial paths between transmit and receive antennas. This 
improves performance because, if we take care in how we construct and decode signals, adding an 
antenna and independent stream of information need not slow down the streams that are already being 
sent.  

2. Diversity Gains – gains in form of increased reliability and range by sending or receiving redundant 
streams of information in parallel along the different spatial paths between transmit and receive 
antennas. The use of extra paths improves reliability because it is unlikely that all of the paths will be 
degraded at the same time. Improved range, and some performance increase too, comes from the use of 
multiple antennas to gather a larger amount of signal at the receiver.  
 

Difference between Standard MIMO and MegaMIMO 
Standard MIMO can have only one router send signal at a single channel (not more than 1 APs can send signal at 
the same channel at same time) whereas MegaMIMO can have multiple APs sending signal at the same channel at 
the same time. Standard/Regular MIMO and Mega MIMO represent two ends of spectrum as can be seen below: 
 
 

 
 
 



 
 

 
Ideally, we want to have multiple transmit antenna and multiple receive antennas all operating as if they have a 
single shared clock. There are 3 possible implementations of this abstraction: 
 

1. Regular MIMO- AP has multiple antenna and client also have multiple antenna (ex- with user having 
different Wi-Fi cards and each Wi-Fi card having multiple antenna) 

2. Multi User MIMO- AP have multiple antenna but clients have single antenna (available in some version of 
LTE, 802.11n); clients have single antenna because of size constraints. 

3. Distributed MIMO- MegaMIMO is an implementation of distributed MIMO. A collection of independent 
APs having 1-2 antennas each and arranged in a distributed fashion to provide an impression of one large 
MIMO. Biggest challenge in this setting is coordination/synchronization of different things like  

a. Time – to make sure every AP agrees on a schedule on when they would transmit their control 
packets in channel measurement phase. 

b. Oscillator frequency - to track beamforming within a single packet (difference in frequency 
results in difference of phase after some time) 
 

MIMO Behavior 

                                        
Consider a simple scenario of two transmitter and two receivers with synchronized oscillators for the receivers and 
synchronized oscillators for the transmitters. Receivers are all on the same device. In the given setup, there are 
four channels. Let ℎ"# , where, 𝑖, 𝑗	 ∈ {1,2} be the channel to client 𝑖 from AP 𝑗. Also let 𝑥#(𝑡) be the symbol1 that 
needs to be delivered to client 𝑗 at time 𝑡, and 𝑦#(𝑡) the symbol that is received by client 𝑗 at time 𝑡.  
 
In the simplest case, if there was only 1 transmitter and 1 receiver, ideally the received function at any specific 
time should be a linear function of input, something like 𝑦" = ℎ𝑥" + 𝑛 but in practice, the received signal is also 
dependent on all the previous signals: 𝑦" = |ℎ|𝑒#7𝑥" + |ℎ8|𝑒#

979𝑥":;	 + ⋯+ 𝑛. This is because there is never a 
single path and the same signal travels through multiple paths. This phenomenon is also called multipath. 
However, the weight of the previous terms keeps going down and noise also cancels out and thus effectively it 
turns out the case that 𝑦" = ℎ𝑥" 
 
Now in the case of two transmitter and two receivers, since each client has only one antenna, client 1 receives 
𝑦; = ℎ;;𝑥; + ℎ;=𝑥= and client 2 receives 𝑦= = ℎ=;𝑥; + ℎ==𝑥= . This can be written in the form of matrix as below: 

>
𝑦;
𝑦=? = @ℎ;; ℎ;=

ℎ=; ℎ==
A >
𝑥;
𝑥=? , which equivalently can be written as 𝒀 = 𝑯𝑿 

 
In the regular MIMO case, since all the receivers are on the same node, the node has all the information - 𝑦;and 𝑦= 
and the 𝑯	matrix. To retrieve 𝑥; and 𝑥=, assuming 𝑯 is invertible, we have 𝑿 =	𝑯:𝟏𝒀.  
 

                                                        
1 [Symbol is an analog quantity i.e. voltage level that represents a bit pattern. In other words, the voltage level can be abstractly thought of as a 
real number standing for a certain bit pattern and the number of bits in the bit pattern is log_2(# of voltage levels) The arrangement of voltage 
levels is called a constellation and noise (or signal-to-noise ratio) determines the tightness of packing of symbols. In practice, two voltages are 
sent at once on orthogonal waves (sine and cos). Also, it is notation to represent symbol as a complex number with a real voltage level and an 
imaginary voltage level. Also, in polar notation it is represented as exponential. That is a symbol 𝑧 = 𝑥 + 𝑖𝑦 = 𝑅𝑒#7 with 𝑅 =	H𝑥= +	𝑦=	] 
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Figure 2: Channel matrix with 2 APs transmitting to 2 clients.

APs. Finally, recent work has shown how to synchronize concurrent
transmissions in time and frequency [36, 30]. MegaMIMO builds on
these results to deliver a distributed MIMO system. However, time
and frequency synchronization alone are not sufficient, since joint
multi-user beamforming intrinsically depends on the ability of the
distributed APs to achieve phase synchronization, without which it
is impossible to allow independent clients to decode simultaneously.
(b) Theoretical results: There is some theoretical work [38, 4] that
addresses distributed phase synchronization, but assumes frequency
synchronous oscillators and only provides one-time phase offset cal-
ibration. Further, the promise of distributed MIMO to improve the
scalability of wireless networks has been explored in the theoret-
ical community [2, 35, 41]. Work by Ozgur et al. [28] theoreti-
cally proved that such a setup can scale wireless capacity with the
number of nodes. While MegaMIMO builds on this foundational
work, MegaMIMO is the first empirical system that shows that lin-
ear scaling of throughput with the number of transmitters is possible
in practical systems with unsynchronized oscillators and resulting
time-varying phase differences.

3. MegaMIMO OVERVIEW
MegaMIMO is designed for the wireless downlink channel. It is

applicable to wireless LANs, especially in dense deployments like
enterprises, hotels, and conference rooms. MegaMIMO APs can
operate with off-the-shelf WiFi client hardware. The techniques in
MegaMIMO are also applicable to cellular networks, but the poten-
tial of integrating them with off-the-shelf cellular clients and evalu-
ating them in the cellular context are beyond the scope of this paper.

MegaMIMO APs are connected by a high throughput backend,
say, GigE, like APs are today. Packets intended for receivers are dis-
tributed to all APs over the shared backend. MegaMIMO enables
the APs to transmit concurrently to multiple clients as if they were
one large MIMO node, potentially delivering as many streams (i.e.,
packets) as the total number of antennas on all APs.

In the next few sections, we describe how MegaMIMO works. We
start with the basic idea that enables distributed phase synchroniza-
tion. We then describe our protocol implementing this basic idea for
emulating a large MIMO node. We then extend our system to inte-
grate our design with off-the-shelf WiFi cards.

4. DISTRIBUTED PHASE SYNCHRONIZA-
TION

The chief goal of distributed phase synchronization is to enable
different transmitters powered by different oscillators to emulate a
single multi-antenna transmitter where all antennas are driven by the
same oscillator. Intuitively our solution is simple: We declare one
transmitter the lead, and make all other transmitters synchronize to
the oscillator of the lead transmitter, i.e., each transmitter measures
the offset between its oscillator and the lead oscillator and compen-
sates for the offset by appropriately correcting the phase of its trans-
mitted signal. This behavior makes all transmitters act as if they were
antennas on the same chip controlled by the same oscillator.

We now demonstrate how this intuitive design can deliver the
proper MIMO behavior and hence enable each receiver to correctly
decode its intended signal without interference. For simplicity, we
consider a scenario of 2 single-antenna APs transmitting to 2 single-
antenna clients, as shown in Fig. 2. Let hij, where, i, j ∈ {1, 2} be
the channel to client i from AP j, xj(t) the symbol that needs to be
delivered to client j at time t, and yj(t) the symbol that is received
by client j at time t. Correspondingly, let H = [hij], i, j ∈ {1, 2} be

the 2x2 channel matrix, ⃗x(t) = [x1(t) x2(t)]
T be the desired symbol

vector, and ⃗y(t) = [y1(t) y2(t)]
T be the received symbol vector.

No Oscillator Offset: Assume first that there are no oscillator offsets
between any of the APs and clients. If each AP i simply transmits
the signal xi(t), each client will receive a linear combination of the
transmitted signals. Since each client has only one antenna, client 1
receives y1(t) = h11x1(t) + h12x2(t) and client 2 receives y2(t) =
h21x1(t) + h22x2(t). Each of these equations has two unknowns, and
hence, neither client can decode its intended data.

In order to deliver two concurrent packets to the two clients, the
APs need to ensure that each client receives only the signal intended
for it (i.e., it experiences no interference from the signal intended for
the other client). Specifically, we need the effective channel experi-
enced by the transmitted signal to be diagonal, i.e.,, it should satisfy:

(

y1(t)
y2(t)

)

=

(

g11 0
0 g22

)(

x1(t)
x2(t)

)

, (1)

where g11 and g22 are any non-zero complex numbers. In this case,
the received signal will simply appear at each receiver as if it has
experienced the channel gii, which each receiver can estimate using
standard techniques.

The APs can achieve this result by using beamforming. In beam-
forming, the APs measure all the channel coefficients from the trans-
mitters to the receivers at time 0. Then, instead of transmitting x1(t)
and x2(t) directly, the APs transmit:2

(

s1(t)
s2(t)

)

= H−1

(

x1(t)
x2(t)

)

(2)

In this case, the two clients receive:
(

y1(t)
y2(t)

)

= H

(

s1(t)
s2(t)

)

= HH−1

(

x1(t)
x2(t)

)

Since HH−1 = I, the effective channel experienced by the clients
in this case is a diagonal matrix, i.e., Eq. 1 is satisfied. Hence, each
client can now decode its intended data without interference from
the signal intended for the other client.

With Oscillator Offset: What happens when the oscillators of the
APs and clients have different frequencies? Let ωTi be the oscillator
frequency of AP i, and ωRj the oscillator frequency of client j, i, j ∈
{1, 2}. In this case, the channel at time t, H(t), can be written as:

H(t) =

(

h11ej(ωT1−ωR1)t h12ej(ωT2−ωR1)t

h21ej(ωT1−ωR2)t h22ej(ωT2−ωR2)t

)

,

where j = sqrt(−1). Because the oscillators rotate with respect to
each other, the channel no longer has a fixed phase.

Now, if the APs try to perform beamforming as before, using the
channel value they computed at time t = 0 and transmitting H−1x⃗,

2The APs also need to normalize H−1 to respect power constraints,
but we omit that detail for simplicity.



 
 

In the multi user MIMO case, all the transmitters are on the same node, but receivers are on different nodes. Here, 
the clients have partial information (client 1 has 𝑦;,ℎ;;𝑎𝑛𝑑	ℎ;=and client 2 has 𝑦=,ℎ=;𝑎𝑛𝑑	ℎ==) and hence 
beamforming is used. In beamforming, the APs measure all the channel coefficients from the transmitters to the 
receivers at time 0. Then, instead of transmitting 𝑥;	and  𝑥=	directly, the AP transmit  

 
>
𝑠;
𝑠=? = 𝐻:; >

𝑥;
𝑥=? (the sender is one centralized entity and has the H matrix available to it)  

The two receivers receive >
𝑦;
𝑦=? = 𝐻 >

𝑠;
𝑠=?, which is same as >

𝑦;
𝑦=? = 𝐻𝐻:; >

𝑥;
𝑥=? 

 
Since 𝐻𝐻:; = 𝐼, each receiver effectively gets a scaler multiple of its symbol (without interference from the signal 
intended for the other client) and they can handle.  
 
Note- In all of these matrix operations, H is assumed invertible. (In case it is not invertible, it’s the case when 
Determinant is 0. This condition physically corresponds to the case when the receiver has same signal from both 
the transmitter. That is, there isn’t enough independence in the system to use MIMO to increase throughput or 
gain diversity. This happens when the antennas are very close by, they must be separated by an order of few 
wavelengths. Hence an essential condition for MIMO to work is that the antennas needs to be reasonable 
separated. With a high SNR, the separation could be lower but with moderate SNR, the separation must be 
reasonable)  
 
In the distributed MIMO case, the 𝐻 matrix keeps changing and hence beamforming based on the value of 𝐻at 𝑡 =
0 doesn’t work. At any time 𝑡,  

@𝑦;(𝑡)𝑦=	(𝑡)
A = Oℎ;;𝑒

#(PQ;:PR;)S ℎ;=𝑒#(PQ=:PR;)S

ℎ=;𝑒#(PQ;:PR=)S ℎ==𝑒#(PQ=:PR=)S
T >
𝑥;
𝑥=? where	𝑗	 = 	𝑠𝑞𝑟𝑡(−1) 

The terms 𝜔𝑇" − 𝜔𝑅#  represent the phase difference between transmitter i and receiver j (the drift between their 
oscillators will make the signals rotate at different speeds relative to each other, causing the phases to diverge). 
Here we can clearly see, performing beamforming as before and transmitting 𝑯:𝟏𝑿 (based on the channel value 
computed at 𝑡 = 0) would not work because 𝑯(𝒕)𝑯:𝟏is no longer diagonal and hence the receivers cannot 
decode their intended signal 
 
The channel matrix 𝑯 at time t is decomposed as 𝑯(𝒕) = 	𝑹(𝒕)𝑯𝑻(𝒕), where 𝑯 is time invariant, and 𝑹(𝒕) and 
𝑻(𝒕) are diagonal matrices defined as 
 

𝑹(𝒕) = 	 ]𝑒
:#(PR;)S 0
0 𝑒:#(PR=)S

^  

and  

𝑻(𝒕) = 	 ]𝑒
#(PQ;)S 0
0 𝑒#(PQ=)S

^ 

 
 
Now, if the transmitters transmit the modified signal 𝑇(𝑡):;𝐻:;𝑥 at time 𝑡, then the received signal can be written 
as: 

𝒀 = 𝑹(𝒕)𝑯𝑻(𝒕)𝑻(𝒕):𝟏𝑯:𝟏𝑿 
which reduces to 

𝒀 = 𝑹(𝒕)𝑿 
 

Since 𝑹(𝒕) is a diagonal matrix, the receiver can now easily decode their intended signal and thus effective 
beamforming behavior is achieved. 
 
Also, note that 𝑻(𝒕) is also diagonal, and as a result the transmitter phase correction matrix 𝑻(𝒕):𝟏is also diagonal.  



 
 

 

𝑻(𝒕):𝟏 = 	 ]𝑒
:#(PQ;)S 0
0 𝑒:#(PQ=)S

 ̂

 
There is benefit to it because as we can see, the phase correction entry for each transmitter depends only on the 
oscillator phase of that transmitter and hence these transmitters’ phase correction can be applied locally. But 
measuring exact value of phase directly is very hard. On further processing, 
 

𝑯(𝒕) = 	 𝑒#(PQ;)S𝑹(𝒕)𝑯𝑻(𝒕)𝑒:#(PQ;)S 
which converts to 

𝑯(𝒕) = 	 ]𝑒
#(PQ;:PR;)S 0

0 𝑒#(PQ:PR=)S
^𝑯 _1 0

0 𝑒#(PQ=:PQ;)S` 

Here, instead of each transmitter measuring its phase value, the transmitters now need to estimate phase 
difference between themselves and some fixed leader transmitter, which is a much easier thing to do. Similarly, at 
the receiver side, each receiver needs to estimate the phase difference between themselves and some fixed leader 
transmitter which can be done using standard wifi techniques. 
 
MegaMIMO PROTOCOL: 

1. Channel measurement phase – the APs measure two types of channels: 1) the channels from themselves 
to the receivers (i.e., the matrix 𝐻), which is the beamforming channel whose inverse the APs use to 
transmit data concurrently to their clients; and 2) the channels from the lead AP to lead the slave Aps 
which enables each slave AP to determine its relative oscillator offset from the lead AP. 

2. Data transmission phase – the APs transmit jointly to deliver concurrent packets to multiple receivers. 
Data transmission uses beamforming after having each slave AP corrects for its frequency offset with 
respect to the lead AP. 
 

Results: 
Below are the plots that show a comparison of how throughput scales in total 802.11 network and MegaMIMO’s 
network, with an increase in number of transmitters in three different scenarios of high, medium and low SNR. 
High SNR is achieved when receiver is pretty close to the transmitter while low SNR is when they are far. The 
below plots show a linear increase of throughput with increase in number of Aps in all three scenarios. 

  
 
 
 
 
 
 
 
 
 
Below are the plots that show the comparison of CDF of per-receiver throughput gain in three different scenarios 
of high, medium and low SNR. The steep cliff in CDF shows that the throughput gain is roughly the same across all 
receivers. 
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Figure 9: Scaling of throughput with the number of APs. In this experiment, the number of APs equals the number of receivers. At all
SNRs, MegaMIMO’s network throughput increases linearly with the number of APs while total 802.11 throughput remains constant.
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Figure 10: Fairness. CDFs of per-client throughput gain. Across all SNRs, MegaMIMO provides all clients with very similar gains.

also vary the number of MegaMIMO APs for each SNR range.
Results. Figs. 9(a), (b), and (c) show the total throughput obtained

by 802.11 and by MegaMIMO for different numbers of APs, and
different SNR ranges. Note that, as one would expect, the obtained
throughput increases with SNR (802.11 throughput at low SNR is
7.75 Mbps, at medium SNR is around 14.9 Mbps, and at high SNR
is 23.6 Mbps). There are two main points worth noting:

• 802.11 cannot benefit from additional APs operating in the same
channel, and allows only one AP to be active at any given time. As
a result, its throughput stays constant even as the number of APs
increases. This throughput might vary with the number of APs in
a real 802.11 network due to increased contention; however, since
USRPs don’t have carrier sense, we compute 802.11 throughput
by providing each client with an equal share of the medium. In
contrast, with MegaMIMO, as we add more APs, MegaMIMO can
use these APs to transmit concurrent packets to more receivers.
As a result, we see that the throughput of MegaMIMO increases
linearly with the number of APs.

• The absolute gains provided by MegaMIMO are higher at high
(∼9.4× for 10 APs) and medium (∼9.1×) SNRs, than at low
SNRs (∼8.1×). This is a consequence of the theoretically pre-
dicted throughput of beamforming. In particular, the beamforming
throughput with N APs scales as N log( SNR

K
) = N log(SNR) −

N log(K), where K depends on the channel matrix H and is re-
lated to how well conditioned it is [39]. Natural channel matri-
ces can be considered random and well conditioned, and hence
K can essentially be treated as constant for our purposes. The
802.11 throughput scales roughly as log(SNR) [39]. The ex-
pected gain of MegaMIMO over 802.11 can therefore be written

as N(1 − log(K)
log(SNR) ) and hence becomes closer to N as SNR in-

creases. This is why, MegaMIMO’s gains at lower SNR grow at a
lower rate than the gains at high SNR.

11.3 Fairness
In this experiment, we verify if MegaMIMO is fair, i.e., it delivers

the above throughput gains to all nodes.
Method. We perform the same experiment as in §11.2. We then

compute the throughput gain of each node as the ratio of its through-
put with MegaMIMO to its throughput with 802.11. As before, we

perform this experiment varying the number of APs from 2 to 10,
and across the full range of SNRs.

Results. Figs. 10(a), (b), and (c) plot the CDF of the through-
put gain for 2, 6 and 10 APs at high, medium, and low SNRs. The
results show that MegaMIMO is fair i.e. all nodes see roughly the
same throughput gains, and these match the gains in total through-
put shown in §11.2. Note that the CDF is wider at lower SNR. This
is a consequence of greater measurement noise at low SNR causing
larger throughput differences between clients.

11.4 Diversity
As described in §8, in addition to providing multiplexing gains,

MegaMIMO can also provide throughput gains through diversity. In
this section, we investigate MegaMIMO’s diversity gains.

Method. We place several APs in random AP locations in the
testbed, and one node at a client location, ensuring it has roughly
similar SNRs to all APs. We then compute the throughput with regu-
lar 802.11 and MegaMIMO. We repeat the experiment with the num-
ber of APs varying from 2 to 10, and plot the results for the range of
operational SNRs of 802.11.

Results. Fig. 11 shows throughput of 802.11 and MegaMIMO as
a function of SNR for 2, 4, 6, 8 and 10 APs. Note that MegaMIMO
provides significant gains over 802.11, especially at low SNRs. For
instance, a client that has 0 dB channels to all APs (i.e. its received
power from each AP is about the same as the noise) cannot get any
throughput with 802.11. However the figure shows that, with 10 APs,
such a client can achieve a throughput of 21 Mbps with MegaMIMO.
Thus, using MegaMIMO for diversity can significantly expand the
coverage range of an 802.11 deployment, and alleviate dead spots.
This is expected because with MegaMIMO’s coherent diversity, us-
ing APs to coherent combine the signal can provide a multiplicative
increase in the SNR of N2 [39]. This results in significant throughput
improvements in the low SNR regime.

11.5 Compatibility with 802.11
Finally, as described in §6, MegaMIMO is compatible with

existing 802.11n cards. In this section, we investigate whether
MegaMIMO can deliver significant throughput gains when used with
commodity 802.11n cards. Further, since each AP and each 802.11n



 
 

 
 
 
Below graph shows the diversity gains’ comparison. At a particular value of SNR, as the number of transmitters 
increase, the throughput goes up because there is more redundancy for each client providing increased diversity 
gains. 802.11 doesn’t provide diversity gains, hence even though the throughput scale up with SNR but it is still less 
as compared to a MegaMIMO network. 

                                       

 

Full Duplex Radios 
This paper takes a different approach (relying on analog electronics) towards improving Wifi capacity. The main 
idea here is to make wireless duplex medium i.e. to be able to receive and transmit signals at the same channel 
and at the same time using a single antenna. Full Duplex is hard to achieve due to self-interference (which is 
basically the overwhelming self-echo from the transmitted signal). It is difficult to get rid of self-interference. 
Below figure shows the self-interference clearly 
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Figure 9: Scaling of throughput with the number of APs. In this experiment, the number of APs equals the number of receivers. At all
SNRs, MegaMIMO’s network throughput increases linearly with the number of APs while total 802.11 throughput remains constant.
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also vary the number of MegaMIMO APs for each SNR range.
Results. Figs. 9(a), (b), and (c) show the total throughput obtained

by 802.11 and by MegaMIMO for different numbers of APs, and
different SNR ranges. Note that, as one would expect, the obtained
throughput increases with SNR (802.11 throughput at low SNR is
7.75 Mbps, at medium SNR is around 14.9 Mbps, and at high SNR
is 23.6 Mbps). There are two main points worth noting:

• 802.11 cannot benefit from additional APs operating in the same
channel, and allows only one AP to be active at any given time. As
a result, its throughput stays constant even as the number of APs
increases. This throughput might vary with the number of APs in
a real 802.11 network due to increased contention; however, since
USRPs don’t have carrier sense, we compute 802.11 throughput
by providing each client with an equal share of the medium. In
contrast, with MegaMIMO, as we add more APs, MegaMIMO can
use these APs to transmit concurrent packets to more receivers.
As a result, we see that the throughput of MegaMIMO increases
linearly with the number of APs.

• The absolute gains provided by MegaMIMO are higher at high
(∼9.4× for 10 APs) and medium (∼9.1×) SNRs, than at low
SNRs (∼8.1×). This is a consequence of the theoretically pre-
dicted throughput of beamforming. In particular, the beamforming
throughput with N APs scales as N log( SNR

K
) = N log(SNR) −

N log(K), where K depends on the channel matrix H and is re-
lated to how well conditioned it is [39]. Natural channel matri-
ces can be considered random and well conditioned, and hence
K can essentially be treated as constant for our purposes. The
802.11 throughput scales roughly as log(SNR) [39]. The ex-
pected gain of MegaMIMO over 802.11 can therefore be written

as N(1 − log(K)
log(SNR) ) and hence becomes closer to N as SNR in-

creases. This is why, MegaMIMO’s gains at lower SNR grow at a
lower rate than the gains at high SNR.

11.3 Fairness
In this experiment, we verify if MegaMIMO is fair, i.e., it delivers

the above throughput gains to all nodes.
Method. We perform the same experiment as in §11.2. We then

compute the throughput gain of each node as the ratio of its through-
put with MegaMIMO to its throughput with 802.11. As before, we

perform this experiment varying the number of APs from 2 to 10,
and across the full range of SNRs.

Results. Figs. 10(a), (b), and (c) plot the CDF of the through-
put gain for 2, 6 and 10 APs at high, medium, and low SNRs. The
results show that MegaMIMO is fair i.e. all nodes see roughly the
same throughput gains, and these match the gains in total through-
put shown in §11.2. Note that the CDF is wider at lower SNR. This
is a consequence of greater measurement noise at low SNR causing
larger throughput differences between clients.

11.4 Diversity
As described in §8, in addition to providing multiplexing gains,

MegaMIMO can also provide throughput gains through diversity. In
this section, we investigate MegaMIMO’s diversity gains.

Method. We place several APs in random AP locations in the
testbed, and one node at a client location, ensuring it has roughly
similar SNRs to all APs. We then compute the throughput with regu-
lar 802.11 and MegaMIMO. We repeat the experiment with the num-
ber of APs varying from 2 to 10, and plot the results for the range of
operational SNRs of 802.11.

Results. Fig. 11 shows throughput of 802.11 and MegaMIMO as
a function of SNR for 2, 4, 6, 8 and 10 APs. Note that MegaMIMO
provides significant gains over 802.11, especially at low SNRs. For
instance, a client that has 0 dB channels to all APs (i.e. its received
power from each AP is about the same as the noise) cannot get any
throughput with 802.11. However the figure shows that, with 10 APs,
such a client can achieve a throughput of 21 Mbps with MegaMIMO.
Thus, using MegaMIMO for diversity can significantly expand the
coverage range of an 802.11 deployment, and alleviate dead spots.
This is expected because with MegaMIMO’s coherent diversity, us-
ing APs to coherent combine the signal can provide a multiplicative
increase in the SNR of N2 [39]. This results in significant throughput
improvements in the low SNR regime.

11.5 Compatibility with 802.11
Finally, as described in §6, MegaMIMO is compatible with

existing 802.11n cards. In this section, we investigate whether
MegaMIMO can deliver significant throughput gains when used with
commodity 802.11n cards. Further, since each AP and each 802.11n
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formance of off-the-shelf 802.11n cards at high (>18 dB), medium
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card in this system has 2 antennas, this experiment also verifies
that MegaMIMO can provide its expected gains with multi-antenna
transmitters and receivers.

Method. We place 2 MegaMIMO nodes at random AP locations
in the testbed, and 2 802.11n receivers at random client locations in
the testbed. For each topology, we compute the total throughput with
802.11n and with MegaMIMO. As before, we compute the 802.11n
throughput by giving each transmitter an equal share of the medium.
We repeat the experiment across multiple topologies and the entire
range of SNRs.

Results. Fig. 12 shows the total throughput with and without
MegaMIMOat high, medium and low SNRs. Since we have two re-
ceivers in this experiment, the theoretically throughput gain com-
pared to 802.11n is 2×. The chart shows that MegaMIMO delivers
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Figure 13: Fairness Results. For all nodes in our testbed,
MegaMIMO delivers a throughput gain between 1.65-2×, with a
median gain of 1.8× across SNRs. This shows that MegaMIMO
provides similar throughput gains for every node in the network.

an average gain of 1.67-1.83× across all SNR ranges. Similar to the
case with USRP receivers, the gains in the high SNR regime are
larger than gains in the low SNR regime.

We now investigate MegaMIMO’s fairness, i.e. whether
MegaMIMO can deliver its throughput gains for every receiver in
the network across all locations and SNRs. Fig. 13 shows the CDF
of the throughput gain achieved by MegaMIMO as compared to
802.11n across all the runs. The results show that MegaMIMO deliv-
ers throughput gains between 1.65-2× for all the receivers and hence
is fair to the receivers in the network.

12. CONCLUSION
This paper enables joint beamforming from distributed indepen-

dent transmitters. The key challenge in delivering this system is to
perform accurate phase synchronization across multiple distributed
transmitters. The lessons learnt from building the system and test-
ing it with real hardware are : 1) Estimates of frequency offset can
be made accurate enough to predict (and hence correct) phase mis-
alignment within an 802.11 packet; however, these estimates cannot
be used across multiple packets due to large build-ups in phase errors
over time; and 2) Joint multi-user beamforming can be achieved by
synchronizing the phases of all senders to one lead sender, and does
not impose any phase synchronization constraints on the receivers.

We believe that the design of MegaMIMO has wider implications
than explored in this paper. In particular, several areas of informa-
tion theory like lattice coding, noisy network coding, and transmitter
cooperation for cognitive networks [26, 18, 23] assume tight phase
synchronization across transmitters. We are optimistic that the algo-
rithms presented in this paper can bring these ideas closer to practice.
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The main components in self-interference can be classified into three major categories: 

1. Linear Components- basically the linear distortion of original symbol 𝑥 
2. Non-Linear Components- basically the non-linear cubic and higher order distortion of original symbol 𝑥 
3. Analog Interference- mostly caused by transmitter noise, also known as Broadband noise and is generated 

from high power components in the radio transmitter such as power amplifiers. This noise is significantly 
higher than the normal receiver noise we talk about in general sense. 

At a conceptual level, there is a difference between analog and digital cancellation. Analog cancellation doesn't 
really assume anything about how the signal is transformed from input (x) to output (y) because the noise term is 
anyway random and can't be modeled. Digital cancellation, however does assume a model about how the signal is 
transformed from the input (x) to output (y) 
The nonstructural and strong analog distortion is also the reason why a naive model of subtracting the linear and 
non-linear component doesn’t work for cancelling out self-interference. 
 
So, the authors have tried different strategies to cancel out all the above components. Following two step 
approach is used- 

1. Analog Cancellation – a model/structure free cancellation and doesn’t depend on input signal 
2. Digital Cancellation – based on the model on the input signal and has two parts 

a. Linear Components 
b. Non-Linear Components 

 
Analog cancellation must be done before the digital cancellation. This is because the receivers will get saturated if 
the power of input signal is beyond a particular level that is determined by their ADC resolution. So earlier analog 
cancellation prevents receiver saturation from strong self-interference, allowing usage of commodity radios. 
 
Analog Cancellation 
In one of the previous work, the approach of analog cancellation using antenna separation was explored. In the 
setup, there are two transmitters and one receiver and the distances between them are arranged in such a way 
that the signals from both the transmit antennae destructively interfere at receiver. 
 
In this paper, the authors carry out analog cancelation without separate antennas. Basically, they recognized that 
the self-interference signal is some signal x(t) that have been delayed by a certain amount d which is unknown. As 
shown in the diagram below, they create an analog cancellation circuit consisting of a set of delay lines with fixed 
delays but programmable attenuations. They set the attenuators by solving an optimization problem online to 
minimize error between reconstructed and original signal. They tap the TX chain to obtain a small copy of the 
transmitted signal, pass it through the Analog Cancellation Circuit and the output signal from this circuit is then 
subtracted from the signal on the receive path to facilitate analog cancellation. The authors achieve at least 60dB 
of self-interference cancellation using this approach. 

to the theoretical doubling of throughput under all link SNR and dis-
tance ranges. Our key technical contributions are novel self-interference
cancellation circuits and algorithms that provide the required 110dB
of self interference cancellation for standard WiFi signals and thus
eliminate all self interference to the noise floor. Our design is wide-
band: it works with the highest bandwidths (80MHz) and data rates
used by the latest 802.11ac PHY in the 2.4GHz spectrum. We also
experimentally demonstrate a complete full-duplex communication
link which uses the full WiFi PHY (OFDM, constellations up to
256QAM and all the channel coding rates) and achieves close to the
theoretically expected doubling of throughput. To the best of our
knowledge, this is the first working implementation of a complete
WiFi PHY single-antenna full-duplex link.

The reader might be wondering why full duplex is hard to real-
ize. After all, as the sender knows the signal being transmitted, sub-
tracting it should be relatively simple to implement. One of the key
insight in this work is that in fact the radio does not know what it
is transmitting. What it does know is the clean digital representa-
tion of the signal in baseband. However, once the signal is converted
to analog and up-converted to the right carrier frequency and trans-
mitted, the transmitted signal looks quite different from its baseband
incarnation. The numerous analog components in the radio TX chain
distort the signal in both linear and non-linear ways (analog circuits
will create cubic and higher order components of the signal for ex-
ample), add their own noise (e.g., power amplifiers add transmitter
noise), are slightly inaccurate (e.g., your oscillator is tuned slightly
off 2.45GHz), or delay it by different amounts at different frequen-
cies and so on. In effect the transmitted signal is a complicated non-
linear function of the ideal transmitted signal along with unknown
noise. Unsurprisingly, naively subtracting a “known” baseband ver-
sion of the transmit signal without accounting for all these analog
distortions does not work. As we will show in Sec 5 prior designs
fail to account for these distortions and hence are limited to at best
85dB of cancellation.

This paper makes two key contributions over all prior work in this
space. First, we design dynamic algorithms to estimate the distor-
tions introduced by analog circuits and accurately model the actual
self-interference being experienced by the received signal. Second,
we design a novel programmable analog cancellation circuit using
off-the-shelf components that allows us to implement the above al-
gorithm in “analog” and dynamically cancel the self-interference.
Such analog cancellation prevents receiver saturation from strong
self-interference and allows us to use commodity radios. However,
the analog cancellation stage does not completely cancel the self-
interference. We complement it with a novel digital cancellation al-
gorithm and implementation that cancels any remaining self-interference.
Our digital cancellation algorithm differs from all prior work because
it not only models the linear distortions, but also non-linear effects
and other special effects such as oscillator noise. Thus, overall we
use a hybrid analog-digital design that successfully models all linear
and non-linear distortions as well as transmitter noise.

We implement our design via a combination of circuit designs and
software implementations. Our analog cancellation is implemented
on a PCB that we designed and populated using off-the-shelf compo-
nents. We integrate our board with an off-the-shelf antenna and soft-
ware radio transceiver [16, 15] based on test equipment from Rohde-
Schwarz (RS) as well as on commodity WARP radios. We also im-
plement our digital cancellation algorithms as well as a fully WiFi
compliant PHY layer based on OFDM, supporting constellations up
to the standard required 256QAM and all the channel coding rates.
We deployed and evaluated our system in an indoor and noisy office
environment in the 2.4GHz ISM band, operating the WiFi PHY over

Figure 1: What we think we are transmitting in digital on the left side, and
what the radio actually transmitted on the right side. The actual transmitted
signal differs significantly from the two tones generated in digital baseband.
Note transmitter noise and harmonics are generated in addition to the two
main transmitter tones.

the 80MHz bandwidth on RS radios, and over the 20MHz bandwidth
using WARP radios.

Our experiments demonstrate that our design delivers on the promise
of full duplex. Under typical indoor deployment scenarios, our sys-
tem delivers a median throughput gain of 87% in practice with WiFi
radios which is close to the theoretically expected 2⇥. Looking into
the cancellation itself, we show that our design consistently deliv-
ers the required 110dB of cancellation in a dense indoor office en-
vironment for both the RS 80MHz radios as well as the commod-
ity 20MHz WARP radios. The system is robust to environmental
changes, reflections, and can handle all the different constellations
used in WiFi. We compare against the best known prior full duplex
approaches [11, 7] and show experimentally that they can at best
deliver 85dB of cancellation and therefore reduce the SNR of the
received signal by at least 25dB.

2. THE PROBLEM
Full duplex, in theory, should be simple to accomplish. After all,

we know the signal we are transmitting and we are only designing
circuits and algorithms to subtract it from the received signal. The
intuition follows from the conventional abstraction that the analog
radio (also known as the RF front-end) is a black-box that takes the
digital baseband signal, converts it to analog, up-converts it to the
carrier frequency, scales it to the right power and sends it. In other
words, the assumption has been that the radio preserves the original
baseband signal except for power scaling and frequency shifting. In
practice this abstraction turns out to be incorrect. Radios in fact sig-
nificantly distort the signal being transmitted, relative to the digital
baseband representation.

To demonstrate the distortions, we use the following experiment
throughout this section. We take a software radio transceiver [16, 15]
and send the following signal: two tones at 2.449GHz and 2.451GHz.
In other words, we are sending an extremely simple signal, two sine
waves with frequencies 1MHz away from the carrier frequency of
2.45GHz. We do this by creating a digital baseband signal with sam-
ples of the sine waves at �1MHz and 1MHz which the radio then
up-converts to 2.45GHz and amplifies to 20dBm average transmit
power (the power used by WiFi radios). We then compare the signal
output of the antenna to what we would ideally expect if the radio did
not introduce any distortions. This experiment serves as some sort of
lower bound on the quality of radios. If radios cannot transmit even
this simplest of signals without distortion then more complex signals
such as WiFi are likely to be significantly distorted. Fig. 1 plots the
ideal and actual transmitted signals’ spectra that resulted from our
experimental set-up (we ensured that this was a clean environment
with no other interference present in the environment at the time of
the experiment).



 
 

 
 

                                    
 
Digital Cancellation 
In the digital cancellation stage, the authors perform separate cancellation for the linear and non-linear 
components. They model the linear components as a linear and non-causal function of the transmitted signal. And 
they use a general model to approximate the non-linear function using Taylor series expansion. They succeed in 
their aim to clean out any residual self-interference (i.e. at least 50dB of linear main signal component and at least 
20dB of the non-linear component) 
 
Results: 
Below result shows for two different radio platforms, that in order to achieve the required 110dB cancellation, 
both analog and digital cancellation are required. Pushing exceptionally hard on one or the other is not going to 
work.  

                               
 
Also, it can be seen from the below graph that full duplex provides median gain of 87. 

tennas of around 40cm (the designs also assume some form of metal
shielding between the TX and RX antennas to achieve 50dB isola-
tion). Note that this 50dB reduction applies to the entire signal, in-
cluding linear and non-linear components as well as transmitter noise
since it is pure analog signal attenuation. Next, these designs also use
an extra transmit chain to inject an antidote signal [6, 9] that is sup-
posed to cancel the self-interference in analog. However, the antidote
signal only models linear self-interference components and does not
model non-linear components. Further, it is incapable of modeling
noise because by definition noise is random and cannot be modeled.
Overall this extra cancellation stage provides another 30dB of linear
self-interference cancellation in the best case. Thus, these designs
provide 80dB of linear cancellation, 50dB of non-linear cancellation
and 50dB of analog noise cancellation, falling short of the require-
ments by 30dB for the non-linear components. Hence if full duplex
is enabled over links whose half duplex SNR is 30dB or lower, then
no signal will be decoded. Further to see any throughput improve-
ments with full duplex, the half duplex link SNR would have to be
greater than 50dB.

The second design [11] gets a copy of the transmitted analog signal
and uses a component called the balun (a transformer) in the analog
domain to then create a perfectly inverted copy of the signal. The
inverted signal is then connected to a circuit that adjusts the delay
and attenuation of the inverted signal to match the self interference
that is being received on the RX antenna from the TX antenna. We
show experimentally in Sec. 5, that this achieves only 25dB of ana-
log cancellation, consistent with the prior work’s results. The can-
cellation is limited because this technique is very sensitive to and
requires precise programmable delays with resolution as precise as
10picoseconds to exactly match the delay experienced by the self-
interference from the TX to the RX antenna. Such programmable
delays are extremely hard to build in practice, at best we could find
programmable delays with resolution of 100�1000picoseconds and
these were in fact the ones used by the prior design [11]. Hence
the cancellation circuit is never able to perfectly recreate the inverted
self-interference signal and therefore cancellation is limited to 25dB
in analog. However this design also uses two separate antennas sep-
arated by 20cm for TX and RX and achieves another 30dB in analog
cancellation via antenna isolation. Hence a total of 55dB of self-
interference reduction is obtained in analog, this cancellation applies
to all the signal components (linear, non-linear and noise). The digi-
tal cancellation stage of this design also only models the linear main
signal component, it does not model the non-linear harmonics that
we discussed above. Thus we found that we obtain another 30dB of
linear cancellation from digital in this design.

Overall, the second design provides 85dB of linear self-interference
cancellation, 55dB of non-linear cancellation and 55dB of analog
noise cancellation. Thus this design falls short of the requirements
by 25dB (especially for the non-linear component). Hence if full du-
plex is enabled over links whose half duplex SNR is 25dB or lower,
then no signal will be decoded. Further to see any throughput im-
provements with full duplex, the half duplex link SNR would have
to be greater than 45dB.

3. OUR DESIGN
In this section we describe the design of our self-interference can-

cellation technique. Our design is a single antenna system (i.e. the
same antenna is used to simultaneously transmit and receive), wide-
band (can handle the widest WiFi bandwidth of 80MHz as well as all
the LTE bandwidths) and truly full duplex (cancels all self-interference
to the receiver noise floor). The design is a hybrid, i.e., it has both
analog and digital cancellation stages. Note that our hybrid cancel-
lation architecture is not novel, similar architectures have been pro-
posed in prior work [11, 20, 19]. The novelty of our work lies in
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Figure 3: Full duplex radio block diagram. Tb is intended baseband signal
we think we are transmitting, but in fact the transmit signal is T (red). The
intended receive signal is R (green), however we see strong components of
the red signal the RX side. Some of these red signals are undesirably leaked
through the circulator. The analog cancellation circuit is trying to recreate a
signal that matches the leaked interference signal for cancellation. The digital
cancellation stage eliminates any residual self interference.

the design of the cancellation circuits and algorithms, as well as their
performance. To the best of our knowledge this is the first technique
that achieves 110dB of cancellation and eliminates self-interference
to the noise floor.

3.1 Analog Cancellation
We introduce a novel analog cancellation circuit and tuning algo-

rithm that robustly provides at least 60dB of self-interference cancel-
lation. Fig. 3 shows the high level design of the circuit and where it
is placed in the radio architecture. A single antenna is connected to
a circulator (at port 2), which is a 3 port device that provides limited
isolation between port 1 and port 3 while letting signals pass through
consecutive ports as seen in Fig. 3. The TX signal is fed through
port 1, which routes it to the antenna connected to port 2, while the
received signal from the antenna is passed from port 2 through to
port 3. Circulator cannot completely isolate port 1 and port 3, so
inevitably the TX signal leaks from port 1 to port 3 and causes inter-
ference to the received signal. From our experiments we find that the
circulator only provides 15dB of isolation, i.e., the self-interference
that is leaking to the RX circuit is reduced only by 15dB. To get to
the noise floor, we still have to provide 95dB of cancellation, and
at least 45 dB of that has to come in analog to ensure transmitter
noise is sufficiently canceled and we do not saturate the receiver. We
accomplish this using our novel analog cancellation circuit that we
describe next. Note that when we report analog cancellation perfor-
mance numbers, we include the 15dB of reduction we get from the
circulator for simplicity of description.

Fig. 3 shows the design of our analog cancellation circuit. We
tap the TX chain to obtain a small copy of the transmitted signal
just before it goes to the circulator. This copy therefore includes the
transmitter noise introduced by the TX chain. The copy of the signal
is then passed through a circuit which consists of parallel fixed lines
of varying delays (essentially wires of different lengths) and tunable
attenuators. The lines are then collected back and added up, and this
combined signal is then subtracted from the signal on the receive
path. In effect, the circuit is providing us copies of the transmit-
ted signal delayed by different fixed amounts and programmatically
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Figure 7: Cancellation and increase in noise floor vs TX power for different
cancellation techniques with transmission of WiFi 802.11 signal. Our full
duplex system can cancel to the noise floor standard WiFi signals of 20dBm
at highest WiFi bandwidth of 80MHz, while prior techniques still leave 25dB
of self interference residue, even for the narrower bandwidth of 40MHz.
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Figure 8: Spectrum Response for our cancellation with the Rohde-Schwarz
(RS) radios and the WARP radios. The figure shows the amount of cancella-
tion achieved by different stages of our design. It also shows that our design
provides the same 110dB of cancellation even with WARP radios.

each TX power and location (in total 100) we conduct 20 runs and
compute the average cancellation across those runs and locations.
The goal is to show that we can cancel to the noise floor for a variety
of transmit powers up to and including the max average TX power
of 20dBm. Fig. 7 plots the average cancellation as a function of TX
power. It also plots the corresponding observed increase in noise
floor on the other axis.

Fig. 7 shows that our design essentially cancels the entire self in-
terference almost to the noise floor. In the standard case of 20dBm
transmit power, the noise floor is increased by at most 1dB over the
receiver noise floor. The amount of cancellation increases with in-
creasing TX power, reaching the required 110dB for the 20dBm TX
power. The takeaway is that as the TX power increases, self interfer-
ence increases at the same rate and we need a correspondingly larger
amount of cancellation, which our design provides.
PAPR: Note that these are average cancellation numbers, in practice
our WiFi transmissions exhibit transient PAPR as high as 10dB, so
the peak transmit power we see is around 30dBm. We do not report
the specific numbers for these due to lack of space, but our cancella-
tion system scales up and also cancels these temporary peaks in the
self interference signal to the noise floor.

The prior balun and Rice designs however fare far worse. Further,
since these designs perform very poorly at 80MHz, we only report
their results for the smaller 40MHz WiFi bandwidth and 20dBm TX
power. As we can see, these designs can at best provide 85dB and
80dB of cancellation respectively. In other words they increase the
noise floor by 25dB and 30dB respectively. The reasons for this
are the ones we discussed in Sec. 2.2, the inability to adequately
cancel transmitter noise in analog and the inability to model non-
linear distortions produced by radios. To check if these designs could
be made to work with larger antenna separation, we repeated the

Figure 9: SNR loss vs half duplex SNR at fixed TX power = 20 dBm, con-
stellation = 64 QAM, bandwidth = 80MHz with transmission of WiFi 802.11
signal. Our full duplex system ensures that the received signal suffers negli-
gible SNR loss regardless of the SNR it was received at.

experiment with an antenna separation of 40cm instead of 20cm. We
found that even with an impractical rough half meter separation in
antennas, the noise floor increase is at least 20dB.
5.1.1 Does our design work with commodity radios?

We repeat the above experiment, but instead of the Rohde-Schwarz
test equipment, we use off-the-shelf WARP radios in the setup. The
goal is to show that our design can work with cheap commodity ra-
dios and does not depend on the precision of test equipment. Since
the widest bandwidth that the WARP can support is 20MHz, we only
report results for that bandwidth. Fig. 8 shows the spectrum plot of
canceled signals after different stages of cancellation. For compari-
son, we also plot the spectrum plot of cancellation using the Rohde-
Schwarz equipment.

As we can see, our cancellation completely eliminates self-interference
even with commodity WARP radios. The WARP has a worse noise
floor of �85dBm compared to the �90dBm of the RS equipment.
Hence if we used 20dBm transmit power, then a slightly smaller
105dB of self-interference cancellation is required to eliminate it to
the noise floor. However for consistency, for the WARP experiments
we increase the transmit power to 25dBm to show that our design can
still achieve 110dB of cancellation and eliminate self-interference to
the noise floor.
5.1.2 SNR loss of the Received Signal in Full Duplex

Mode
The previous section provided evidence for the amount of cancel-

lation and increase in noise floor. However the experiments had only
one radio transmitting. A natural question is how well does the sys-
tem work when we are in true full duplex mode, i.e. the radio is
transmitting and simultaneously receiving a signal. In this section,
we evaluate the SNR loss for the received signal when operating in
full duplex mode.

The experiment is conducted as follows. We setup two nodes ca-
pable of full duplex operation in our building. The two nodes first
send 20 WiFi packets (with the following PHY parameters: 80MHz
bandwidth, 20dBm TX power, 64QAM constellation) to each other
one after the other, i.e. they take turns and operate in half duplex
mode. They then send 20 WiFi packets to each other simultaneously,
i.e. they operate in full duplex mode. For each run we measure the
average SNR of the received packets across the 20 packets in half
duplex mode, and then with full duplex mode. We then compute the
SNR loss which is defined as the absolute difference between the av-
erage half duplex SNR and full duplex SNR measured above. We
repeat the experiment at several different locations of the two nodes
in our testbed. We plot the SNR loss as a function of the half duplex
SNR in Fig, 9.

As Fig. 9 shows the SNR loss is uncorrelated with the half duplex
SNR value and is almost identical to the increase in noise floor value
we saw in the previous experiment. The takeaway is that self inter-



 
 

                             
 

Comparing MegaMIMO and Full Duplex 
Both the approaches have their pros and cons. With Full duplex, one doesn't need more antennas, but it can't scale 
beyond a factor of 2. Smaller changes at physical layer are required for its implementation. MIMO, on the other 
hand can scale indefinitely, but more antennas are needed which is difficult at receiver side due to size constraints. 
Multiuser MIMO has taken off because more antenna can be easily fit at transmitter side. Distributed MIMO is still 
not production ready. 
 
MIMO is applicable in most crowded WiFi scenarios (e.g., malls). While Full duplex is less applicable (a bit rarer to 
require simultaneous transmit and receive). One application for full duplex is wireless relays. 
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Figure 12: Performance of digital cancellation showing impact of different
components of the algorithm vs TX power with fixed constellation = 64
QAM, bandwidth = 80MHz. Our algorithm cancels the main component,
reflections and harmonics, thus ensuring that self interference is completely
eliminated, and the increase in noise floor less the 1dB. Prior techniques can
not cancel harmonics, and therefore increase the noise by 18dB.

that we have given prior work the benefit of an analog cancellation
of 62dB from our circuit, as we saw before in Sec. 5.1 if we used
their implementation of analog cancellation the numbers are worse.
5.2.4 Dynamic Adaptation

As environmental conditions change, the level of cancellation drops
since the values of the attenuators used will be off w.r.t to the new
conditions. In this section, we evaluate how long it takes to re-tune
analog cancellation, as well as how often it needs to be re-tuned in
our indoor environment. Note that digital cancellation is tuned on
a per-packet basic, hence it is not a concern. Analog cancellation
has to be tuned via a special tuning period during which no data is
transmitted, hence quantifying that overhead is important.

We conduct this experiment in our busy indoor environment with
other WiFi radios and students moving around. Note that an indoor
environment is the worst case scenario for full duplex, because of the
presence of a large number of reflectors near the transmitter. Outdoor
LTE scenarios are less likely to have such strong near-field reflectors,
hence we believe our design extends relatively easily to outdoor LTE
scenarios. We place the full duplex node and conduct analog can-
cellation tuning as described in Sec. 3.3. Specifically, we use the
WiFi preamble to determine the initial settings of the attenuators to
be used to match the frequency response of the circulator and an-
tenna. Next we run a gradient descent algorithm to further improve
the cancellation from that initial point. Each iteration of the gradi-
ent descent consumes 92µs since we have 16 different directions to
compute the gradient one (corresponding to the 16 different attenu-
ators). We compute the time it takes for the analog cancellation to
converge. We repeat this experiment several times for different node
placements and environmental conditions and plot the average con-
vergence time. We also conduct an experiment where we do not use
the initial frequency based tuning and only use gradient descent from
a random starting point for the attenuator values. We show the can-
cellation achieved as function of tuning time on right side of Fig. 13.

As we can see in right side of Fig. 13, our analog tuning converges
in around 920µs, compared to the 40 or more milliseconds it takes
for a pure gradient descent based approach. The reason is that the
frequency based initial point estimation provides a point very close to
optimal, and from that point a few gradient descent iterations allow
us to find the optimal point. Our cancellation algorithm therefore
tunes an order of magnitude faster than a simple gradient descent
based approach.

But an important question is how often do we have to tune? Ana-
log cancellation has to re-tuned when there is a change in the near-
field reflections, since it cancels only the strong components (com-
ponents 50 dB above noise floor, farther out reflections are weaker
than this 50dB threshold). Hence the question is how often do the
near-field reflections change? As expected, this depends on the en-

Figure 13: Left figure shows CDF of near field coherence time. This implies
that we have to retune analog cancellation on an average of every 100 mil-
liseconds. Right figure shows how long it takes for our tuning algorithm to
converge to the required cancellation, after the initiation of tuning. We ob-
serve exponential improvement compared to the gradient descent algorithm
which takes an order of magnitude longer.
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Figure 14: CDF of throughput for full duplex link using TX power = 20
dBm, bandwidth = 80MHz. We see a median gain of 87% using full duplex as
compared half duplex. Further, prior full duplex with two antenna’s separated
by 40cm show gains, only in 8% of cases.

vironment, for the indoor office deployments we used in our exper-
iments we found that we needed to retune once every 100ms on av-
erage (outdoor scenarios would be easier since changes in near field
occur less frequently, and we leave mobile hand-held scenarios to
future work). We show this experimentally in Fig. 13, the left plot
shows the amount of cancellation observed as a function of time af-
ter we have found the optimal operating point from a large collection
of different experimental runs in our testbed. We define the "near
field coherence time" of analog cancellation as the time upto which
the receiver remains unsaturated from when it was tuned, which we
also use as the trigger to rerun the tuning algorithm. As we can see
the near field coherence time for the cancellation is roughly 100 mil-
liseconds. In other words, we have to retune the analog cancellation
once every 100 milliseconds, which leads to an overhead of less than
1%.
5.3 Does Full Duplex Double Throughput?

This section demonstrates experimentally that our design delivers
close to the theoretically expected doubling of throughput for a full
duplex WiFi link. Note that this is a PHY layer experiment, a full
MAC design for full duplex WiFi is beyond the scope of this paper.

We conduct these experiments as follows. We place the two full
duplex nodes at different locations and send trains of 1000 packets
in full duplex mode, and then similar trains for each direction of the
half duplex mode. Each train uses a particular bitrate (from WiFi)
and we cycle through all the bitrates for each location. We pick the
bitrate with the best overall throughput for full duplex, two antenna
full duplex and half duplex respectively. We repeat this experiment
for different locations. We found the SNRs of the links varied uni-


