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Abstract7

Implementability is the decision problem at the heart of top-down approaches to protocol verifica-8

tion. In this paper, we present a mechanization of a recently proposed precise implementability9

characterization by Li et al. for a large class of protocols that subsumes many existing formalisms10

in the literature. Our protocols and implementations model asynchronous commmunication, and11

can exhibit infinite behavior. We improve upon their pen-and-paper results by unifying distinct12

formalisms, simplifying existing proof arguments, elaborating on the construction of canonical13

implementations, and even uncovering a subtle bug in the semantics for infinite words. As a corollary14

of our mechanization, we show that the original characterization of implementability applies even15

to protocols with infinitely many participants. We also contribute a reusable library for reasoning16

about generic communicating state machines. Our mechanization consists of about 15k lines of17

Rocq code. We believe that our mechanization can provide the foundation for deductively proving18

the implementability of protocols beyond the reach of prior work, extracting certified implemen-19

tations for finite protocols, and investigating implementability under alternative asynchronous20

communication models.21
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1 Introduction27

Distributed, message-passing protocols are notoriously difficult to implement correctly due28

to exhibiting potentially infinitely many behaviors, only a handful of which may contain29

bugs. One salient verification methodology centers on the construct of a global protocol,30

which specifies the behaviors of all participants from the perspective of an omniscient31

observer. Global protocols enjoy certain desirable correctness properties by design, such as32

the absence of unspecified message receptions, and deadlock freedom. Top-down verification33

methodologies use global protocols as a starting point to synthesize correct-by-construction,34

distributed implementations in an automatic or semi-automatic fashion, that inherit all35

desirable properties of the global specification. The approach is attractive due to its simplicity36

and use of automation. It is thus adopted by numerous existing frameworks including37

multiparty session types [26, 4, 3, 49, 50, 32], choreography automata and choreographic38

programming [18, 25, 44], and high-level message sequence charts [38, 16, 15, 14, 42, 1, 35,39

2, 40, 39, 17].40

The decision problem at the heart of all such top-down approaches is implementability,41

which asks whether a given global specification admits a distributed implementation. A42

distributed implementation is considered admissible if it is deadlock-free and exhibits exactly43

the same communication behaviors as described by the specification. Implementability can44

be understood as a meta-correctness property of global specifications.45
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q0 q1 q2 q3

q4

q5

q6

q7

q8

{
ry = 0 ∧ rc = 0
∧ rz1 = 0 ∧ rz2 = 0

}
B1→S :y

{
ISBN(y)
∧ ry′ = y

}
B1→B2 :y{y = ry}

S→B1 :c

{
c > 0
∧ rc′ = c

}
B1→B2 :b1

{
b1 > rz1
∧ rz′

1 = b1

}

B2→S :x{x = quit}

S→B1 :x{x = quit}

B2→B1 :b2

{
b2 > rz2 ∧ b2 < rc
∧ rz′

2 = b2

}
B1→S :x

{
x = succ

∧ rz1 + rz2 ≥ rc

}
S→B2 :x{x = succ}

B1→B2 :x

{
x = cont

∧ rz1 + rz2 < rc

}

Figure 1 Non-implementable two-bidder protocol. If one omits the constraint b2 < rc in the
transition from q4 to q7, the protocol is implementable.

To see that implementability is a subtle problem, consider the faulty two-bidder protocol46

adapted from [33] and shown in Figure 1. The protocol specifies a negotiation between two47

bidders B1 and B2 to split the price c for the purchase of a book y from seller S. A transition48

p→q :x{ϕ} in the protocol specifies that p sends value x to q under transition constraint49

ϕ. A transition constraint expresses conditions on the sent value x in relation to register50

variables (prefixed with r) as well as updates to these register variables (expressed in terms51

of primed register variables). In the loop formed by the control states q3, q4, and q7, the52

two bidders exchange bids b1 and b2 until either B2 aborts the protocol, or the sum of the53

bids exceeds the books price (stored in rc). Registers rz1 and rz2 are used to track the latest54

bids of each bidder.55

Note that the only way in which protocol participants can learn information about the56

global protocol state is via the sent message values. Consequently, the protocol is not57

implementable. The reason is that the transition from q4 to q7 requires B2 to choose a bid b258

that is strictly smaller than rc. However, B2 cannot know the value of rc because the book’s59

price is never disclosed to B2. If the constraint b2 < rc is dropped from the transition, then60

the protocol becomes implementable.61

The problem of implementability is of both theoretical interest and practical importance.62

In the high-level message sequence chart literature, implementability is referred to as real-63

izability, and its decidability and complexity have been thoroughly studied for finite state64

protocols [38, 16, 15, 14, 42]. Frameworks such as multiparty session types [26, 4, 3, 49, 50, 32]65

and choreographic programming [9, 20, 25, 44] combine implementability checking and syn-66

thesis in a single step known as endpoint projection. Unsound implementability checks67

in these frameworks may result in implementations that exhibit communication errors or68

deadlocks, whereas incomplete implementability checks undermine their utility.69

Despite the fact that the vast majority of existing implementability checks are conservative70

and do not aim for completeless, multiple unsound implementability checks have been71

proposed [6, 8, 11, 10, 49], in addition to false claims about the decidability of implementability72

for various protocol classes [18] that were later refuted.73

Mechanization has proven to be an effective way to fortify the correctness of pen-and-paper74

results. In the domain of process calculi, a mechanization of [29] called HOCore [37] revealed75

and subsequently fixed several major flaws in the existing proofs. Proof assistants especially76

excel at preventing inexhaustive case analysis, which was shown by [13] to be the cause of77

erroneous prior works claiming the decidability of the realizability and synchronizability78

problems for systems of asynchronously communicating state machines.79

However, all existing works in the intersection of mechanization and protocol imple-80
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mentability consider restricted implementation models that support only synchronous com-81

munication [48, 25] or asynchronous communication with directed choice [7]. Moreover,82

specifications are restricted to protocols with finitely many participants and completeness is83

stated relative to projection operators that are themselves incomplete for implementability.84

Contributions. In this paper, we present a mechanization of a recently proposed precise85

implementability characterization for a large class of protocols that subsumes many existing86

formalisms in the literature [33, 34]. Throughout this paper, we refer to the extended87

version [34] of [33] containing complete proofs. Our protocols and implementations model88

asynchronous commmunication, and can exhibit infinite behavior. Our semantic model of89

protocols unifies two distinct formalisms from [34] under one general definition, which is90

capable of expressing syntactic formalisms such as multiparty session types and choreographic91

programs. We improve upon the results in [34] by simplifying existing proof arguments,92

elaborating on the construction of canonical implementations, and even uncovering a subtle93

bug in the semantics for infinite words. As a corollary of our mechanization, we show that94

the characterization in [34] applies even to protocols with infinitely many participants. We95

also contribute a reusable library for reasoning about generic communicating state machines,96

which can serve as a basis for formalizing other theoretical results in concurrency theory.97

2 Preliminaries98

We introduce basic concepts and notation, and tour the main result from [34], introducing99

relevant definitions along the way.100

Words. Let Σ be an alphabet. Σ∗ denotes the set of finite words over Σ, Σω the set of101

infinite words, and Σ∞ their union Σ∗ ∪ Σω. A word u ∈ Σ∗ is a prefix of word v ∈ Σ∞,102

denoted u ≤ v, if there exists w ∈ Σ∞ with u · w = v; we denote all prefixes of u with pref(u).103

Given a word w = w0 . . . wn, we use w[i] to denote the i-th symbol wi ∈ Σ, and w[0..i] to104

denote the subword between and including w0 and wi, i.e. w0 . . . wi.105

Message Alphabets. Let P be a (possibly infinite) set of participants and V be a (possibly106

infinite) data domain. We define the set of synchronous events Γsync := {p→q :m | p, q ∈107

P and m ∈ V} where p→q :m denotes a message exchange of m from sender p to receiver q.108

For a participant p ∈ P , we define the alphabet Γp = {p→q :m | q ∈ P, m ∈ V}∪{q→p :m |109

q ∈ P, m ∈ V}, and a homomorphism ⇓Γp
, where x⇓Γp

= x if x ∈ Γp and ε otherwise. For a110

participant p ∈ P , we define the alphabet Σp,! = {p▷q!m | q ∈ P, m ∈ V} of send events and111

the alphabet Σp,? = {p ◁ q?m | q ∈ P, m ∈ V} of receive events. The event p ▷ q!m denotes112

participant p sending a message m to q, and p◁q?m denotes participant p receiving a message113

m from q. We write Σp = Σp,! ∪Σp,?, Σ! =
⋃

p∈P Σp,!, and Σ? =
⋃

p∈P Σp,?. Finally, the set of114

asynchronous events is Σasync = Σ! ∪ Σ?. We define a homomorphism to map words from the115

synchronous alphabet to their asynchronous counterpart, split(p→q :m) := p▷q!m. q◁p?m.116

We say that p is active in x ∈ Σasync if x ∈ Σp. For each participant p ∈ P, we define a117

homomorphism ⇓Σp
, where x⇓Σp

= x if x ∈ Σp and ε otherwise. We write V(w) to project118

the send and receive events in w onto their messages.119

The basic building block for specifying global protocols in [34] is a labeled transition120

system over the synchronous alphabet Γsync.121

Labeled Transition Systems. A labeled transition system (LTS) is a tuple S = (S, Γ, T, s0, F )122

where S is a set of states, Γ is a set of labels, T is a set of transitions from S × Γ × S,123

F ⊆ S is a set of final states, and s0 ∈ S is the initial state. We use p
α−→ q to denote the124

transition (p, α, q) ∈ T . Runs and traces of an LTS are defined in the expected way. A run is125
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maximal if it is either finite and ends in a final state, or is infinite. The language of an LTS126

S, denoted L(S), is defined as the set of maximal traces. An LTS is deadlock-free if every127

run is extensible to a maximal run. Given an LTS S = (S, Γ, T, s0, F ) and a state s ∈ S, we128

use Ss to denote the LTS obtained by replacing s0 with s as the initial state: (S, Γ, T, s, F ).129

In [34], LTS over Γsync are constrained with three additional conditions, to yield a130

fragment called global communicating labeled transition systems, hereafter GCLTS. The three131

GCLTS assumptions are sink finality, sender-driven choice, and deadlock freedom. Sink132

finality is a purely syntactic condition enforcing that final states have no outgoing transitions.133

Sender-driven choice states that from any state, all outgoing transitions are labeled with134

events that share a unique sender, and moreover no two transitions are labeled with the135

same event. Deadlock freedom requires that every run is extensible to a maximal one.136

In the remainder of the paper, let S = (S, Γsync, T, s0, F ) be a protocol satisfying GCLTS137

assumptions. The standard LTS semantics of S yields a set of finite and infinite synchronous138

traces. Yet, global protocols describe asynchronous behaviors. The asynchronous protocol139

semantics of S are defined on top of its LTS semantics, and rely on a notion of channel140

compliance. Channel compliance describes sequences of asynchronous send and receive events141

that respect peer-to-peer FIFO ordering, meaning that messages are sent before they are142

received, and between every pair of participants, the order of messages received strictly143

follows the order of messages sent, with no drops or reordering.144

Channel Compliance. Let w ∈ Σ∞async. We say that w is channel-compliant if for all145

prefixes w′ ≤ w, for all p ̸= q ∈ P, V(w′⇓q◁p?_) ≤ V(w′⇓p▷q!_).146

Asynchronous Protocol Semantics. Let S be an LTS over Γsync. The asynchronous147

semantics of S, denoted C∼(S), is defined by first mapping synchronous words of S onto their148

asynchronous counterpart using split, and then closing the resulting language under an149

indistinguishability relation that captures all possible reorderings in an asynchronous, FIFO150

network. The semantics for infinite words in S used in this work differs from that in [34].151

We revisit this point in detail in §3.2, and provide the formal definition of S’s asynchronous152

protocol semantics below.153

C∼(S) = {w′∈Σ∗async | ∃w ∈ Σ∗async. w∈split(L(S)) ∧ w′ is channel-compliant154

∧ ∀p∈P. w′⇓Σp
=w⇓Σp

}155

∪ {w′∈Σω
async | ∀v′ ≤ w′. ∃w ∈ Σ∞async. ∃u, u′ ∈ Σ∗async. w∈split(L(S)) ∧156

u ≤ w ∧ v′ · u′ is channel-compliant ∧ ∀p ∈ P. (v′ · u′)⇓Σp
= u⇓Σp

} .157

For disambiguation, we refer to L(S) ⊆ Γω
sync as the LTS semantics of S, and refer to158

C∼(S) ⊆ Σω
async as the protocol semantics of S.159

The implementation model in [34] is communicating labeled transition systems, hereafter160

CLTS. CLTSs are a generalization of communicating state machines [5] to potentially infinite-161

state labeled transition systems for each participant.162

Communicating LTS. T = {{Tp}}p∈P is a communicating labeled transition system (CLTS)163

over P and V if Tp is a deterministic LTS over Σp for every p ∈ P , denoted by (Qp, Σp, δp, q0,p, Fp).164

Let
∏

p∈P Qp denote the set of global states and Chan = {(p, q) | p, q ∈ P, p ̸= q} denote165

the set of channels. A configuration of A is a pair (s⃗, ξ), where s⃗ is a global state and166

ξ : Chan → V∗ is a mapping from each channel to a sequence of messages. We use s⃗p to167

denote the state of p in s⃗. The CLTS transition relation, denoted →, is defined as follows.168

(s⃗, ξ) p▷q!m−−−−→ (s⃗ ′, ξ′) if (s⃗p, p ▷ q!m, s⃗ ′p) ∈ δp, s⃗r = s⃗ ′r for every participant r ̸= p, ξ′(p, q) =169

ξ(p, q) · m and ξ′(c) = ξ(c) for every other channel c ∈ Chan.170
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(s⃗, ξ) q◁p?m−−−−→ (s⃗ ′, ξ′) if (s⃗q, q ◁ p?m, s⃗ ′q) ∈ δq, s⃗r = s⃗ ′r for every participant r ≠ q,171

ξ(p, q) = m · ξ′(p, q) and ξ′(c) = ξ(c) for every other channel c ∈ Chan.172

In the initial configuration (s⃗0, ξ0), each participant’s state in s⃗0 is the initial state q0,p of Ap,173

and ξ0 maps each channel to ε. A configuration (s⃗, ξ) is final iff s⃗p is final for every p and ξ174

maps each channel to ε. Runs and traces are defined in the expected way. A run is maximal175

if either it is finite and ends in a final configuration, or it is infinite. The language L(T )176

of the CLTS T is defined as the set of maximal traces. A configuration (s⃗, ξ) is a deadlock177

if it is not final and has no outgoing transitions. A CLTS is deadlock-free if no reachable178

configuration is a deadlock.179

Having defined the model of global protocols and their implementations, we can now180

define the implementability problem.181

▶ Definition 1 (Protocol Implementability). A protocol S is implementable if there ex-182

ists a CLTS {{Tp}}p∈P such that the following two properties hold: (i) protocol fidelity:183

L({{Tp}}p∈P) = C∼(S), and (ii) deadlock freedom: {{Tp}}p∈P is deadlock-free. We say that184

{{Tp}}p∈P implements S.185

The key result in [34] is a sound and complete characterization of implementability for186

GCLTS with a finite set of participants, formulated as three Coherence Conditions (CC ).187

In a nutshell, these are 2-hyperproperties stating that from two locally indistinguishable188

global protocol states, a participant can either perform a send action that is enabled in189

both states (Send Coherence), or perform a receive action that uniquely distinguishes the190

two states (Receive Coherence), but cannot choose between performing a send or receive191

action (No Mixed Choice). Locally indistinguishable states are captured by the definition of192

simultaneous reachability for a participant p, denoted s0
u=⇒
p
∗ s1, s2, which says there exist193

w1, w2 ∈ Γ∗sync such that s0
w1−−→∗ s1 ∈ T, s0

w2−−→∗ s2 ∈ T and w1⇓Γp
= w2⇓Γp

= u. We use194

s0
u=⇒
p
∗ s to denote participant-based reachability of a single state, i.e. when there exists195

w ∈ Γ∗sync such that s0
w−→∗ s ∈ T and w⇓Γp

= u.196

▶ Definition 2 (Coherence Conditions). A protocol S = (S, Γsync, T, s0, F ) satisfies Coherence197

Conditions (CC) when it satisfies:198

Send Coherence: ∀ s1
p→q:m−−−−→ s2 ∈ T, s′1 ∈ S :199

(∃u ∈ Γ∗p . s0
u=⇒
p
∗ s1, s′1) =⇒ (∃s′2 ∈ S. s′1

p→q:m=====⇒
p

∗ s′2) .200

Receive Coherence: ∀ s1
p→q:m−−−−→ s2, s′1

r→q:m−−−−→ s′2 ∈ T :201

(r ̸= p ∧ ∃u ∈ Γ∗q . s0
u=⇒
q
∗ s1, s′1) =⇒202

¬ ∃w ∈ pref(L(Ss′
2
)). w⇓Σq

=ε ∧ V(w⇓p▷q!_)=V(w⇓q◁p?_) · m .203

No Mixed Choice: ∀ s1
p→q:m−−−−→ s2, s′1

r→p:m−−−−→ s′2 ∈ T :204

(∃u ∈ Γ∗p . s0
u=⇒
p
∗ s1, s′1) =⇒ ⊥205

▶ Theorem 3 (Preciseness of Coherence Conditions). Let S be a protocol. Then, S is206

implementable if and only if it satisfies CC.207

▶ Note. In [34] and this work, soundness and completeness are terms defined relative208

to the semantic notion of implementability, and thus describe the metacorrectness of the209

verification methodology. Soundness of a characterization means that if a protocol satisfies210

the characterization, then it is implementable; completeness means that every implementable211

protocol satisfies the characterization. The terms are used varyingly elsewhere in the212
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literature: in [48], soundness and completeness is defined relative to an existing coinductive213

relation between global and local session types, which it itself incomplete with respect to214

implementability, meaning that it does not relate every implementable global type with215

a candidate local type implementation. In turn, the completeness of [48] does not imply216

completeness with respect to implementability. In many existing works [7, 25], soundness217

and completeness describes the correspondence between global and local behaviors captured218

by protocol fidelity: soundness means that every global behavior is exhibited by the local219

implementations, and completeness means that every local implementation behavior is220

included in the global specification. On the other hand, the flawed type safety proofs of221

existing multiparty session type frameworks discussed in [43] constitute unsoundness per222

our definition: projectable global types lead to local types that can deadlock or exhibit223

communication errors.224

To show soundness of CC , the authors [34] first define canonical implementations, which225

serve as the witness to implementability. Canonicity is defined with respect to S’s protocol226

semantics, and includes C∼(S) by construction. To show that the canonical implementation’s227

language is included in C∼(S), and moreover that the canonical implementation is deadlock-228

free, the authors identify a key inductive invariant, which they call intersection set non-229

emptiness. Intuitively, intersection set non-emptiness says that for every prefix in the canonical230

CLTS, there exists a finite or infinite maximal run in the protocol that all participants agree231

on as a possible run from their local perspective, observing only partial information.232

To show completeness of CC , the authors proceed via modus tollens, and construct from233

the negation of each Coherence Condition a trace for which no protocol run is possible. They234

show that any implementation of the protocol must admit this trace. Thus, either the trace235

leads to a deadlock, or it leads to a maximal word in the language that does not have a236

counterpart in C∼(S). Either way, this poses a contradiction to implementability.237

3 Mechanization238

We focus our exposition in this section on aspects of the Rocq mechanization that improve239

upon the pen-and-paper proofs from [34]. In §3.1, we present our purely semantic definition240

of protocols, which collapses the distinction between GCLTS and symbolic protocols in [34],241

and can easily encode existing protocol models. In §3.2, we discuss a subtle flaw identified in242

the infinite word semantics used in [34], its implications on the pen-and-paper proofs, and243

propose a revised infinite word semantics. As a byproduct, we obtain the generalization from244

finite to infinite participant sets for free. In §3.3, we present our novel existence proof of245

canonical implementations. In §3.4, we present a simplification to a key soundness lemma246

that features nested induction.247

3.1 Protocols as Labeled Transition Systems248

In [34], the authors introduce an additional model for finitely representing potentially infinite249

GCLTS, called symbolic protocols. Symbolic protocol states store a set of registers, and250

transitions are labeled with dependent predicates that can refer to communication variables251

and register variables, and can thus describe register updates (see e.g. Figure 1). The252

semantics and implementability of a symbolic protocol is defined in terms of the concrete253

GCLTS it represents.254

For illustration purposes, the GCLTS and symbolic protocol representations of a simple255

addition protocol between three participants p, q and r are depicted in Figure 2 and Figure 3.256
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p→
r :0

q→r :1 r→p :1

. . .
. . . . . .

p→
r : i q→r :j r→p : i + j

Figure 2 Addition GCLTS.

p→r :x{r′
x = x}

q→r :y{r′
y = y}

r→p :z{z = rx + ry}

Figure 3 Addition symbolic protocol.

In the protocol, participants p and q send two natural number values x and y to participant257

r, who replies to participant p with the sum z = x + y, after which the protocol terminates.258

[34] thus extends the Coherence Conditions to a set of Symbolic Coherence Conditions259

for algorithmically checking implementability of symbolic protocols, as well as investigating260

complexity of various decidable symbolic protocol fragments.261

Thanks to Rocq’s type universe, we unify the two disparate definitions under a single formal262

definition in our mechanization, which represents protocols simply as an LTS parametric in263

a state and alphabet type, containing a transition relation, an initial state, and a final state264

relation.265

266
Record LTS {A: Type} :=267

mkLTS { transition : State -> A -> State -> Prop;268

s0: State;269

final: State -> Prop; }.270271

We define LTS semantics using an inductive relation to represent reachability, lists272

to represent finite traces, and streams to represent infinite traces. Despite the apparent273

inconvenience imposed by the type-level distinction between finite and infinite words, we will274

see in §3.4 that we can greatly delay the acknowledgement of this distinction in key proofs,275

and moreover, that doing so simplifies the existing pen-and-paper proofs.276

3.2 Infinite Protocol Semantics277

In this section, we examine asynchronous protocol semantics for infinite words.278

As mentioned in §2, the protocol semantics of S is defined in steps: we begin with the LTS279

semantics of S, then apply a homomorphism split to obtain a set of asynchronous words280

that remain “synchronously ordered”, i.e. matching send and receive events are adjacent to281

each other. In an asynchronous network with peer-to-peer, FIFO channels, certain events282

can be reordered, and are thus considered independent. For example, the synchronous trace283

p→q :m · r→s :m yields the asynchronous trace u1 = p ▷ q!m · r ▷ s!m · s ◁ r?m · q ◁ p?m, as284

well as u2 = r ▷ s!m · p ▷ q!m · s ◁ r?m · q ◁ p?m, in which the independent sends by p and r285

are reordered.286

We call two words w, w′ ∈ Σω
async indistinguishable when any asynchronous implementation287

recognizing one word necessarily recognizes the other. Note that indistinguishability is specific288

to the assumed communication architecture: two words that are indistinguishable in a peer-289

to-peer FIFO setting may not be in a mailbox setting.290

Allowing the semantics of global protocols to selectively exclude indistinguishable be-291

haviors, e.g. by including u1 but excluding u2, would render protocols spuriously non-292

implementable. Thus, we desire for our protocol semantics to be closed under this notion of293
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p→q :m

p→q :m′ r→s :m′

Figure 4 Example infinite protocol Sinf .

p→q :m

p→q :m′r→s :m′

Figure 5 Example infinite protocol S ′
inf .

indistinguishability. For finite words, the indistinguishability relation is intuitive to formalize.294

Prior works that give language-theoretic semantics to session types, such as [36], define295

indistinguishability in terms of a binary relation on asynchronous events capturing when they296

can be reordered 1, and a notion of channel compliance that captures valid traces with respect297

to peer-to-peer, FIFO semantics. In the message sequence chart literature, linearizations298

are required to satisfy the union of per-participant total orders and the send-before-receive299

partial order on events, coinciding with the definition from [36]. A key observation is that in300

pairs of indistinguishable finite words, the sequence of events for each participant is identical.301

Thus, given an asynchronous implementation that recognizes w ∈ Σω
async, to show that the302

same asynchronous implementation recognizes w′ indistinguishable from w, we do not need303

to know more about each participant’s local implementation beyond the fact that it accepts304

w⇓Σp
, which is given from the fact that the implementation as a whole recognizes w.305

For infinite words, however, indistinguishability can no longer be defined purely alphabet-306

ically. Consider the pair of infinite words v1 = p ▷ q!mω and v2 = r ▷ s!m · p ▷ q!mω. Are307

v1 and v2 indistinguishable? On our previous notion of indistinguishability, the answer is308

unfortunately, no. The fact that v1 is a trace of an arbitrary asynchronous implementation309

gives us no information about the local implementation of participant r, yet to show that v2310

is also a trace of said implementation, we need to additionally know that r’s local implemen-311

tation admits the trace r ▷ s!m. This discrepancy arises from the fact that infinite traces in312

an asynchronous implementation can infinitely reorder independent events, in this case every313

occurrence of p ▷ q!m with r ▷ s!m, achieving the effect of indefinitely postponing r ▷ s!m.314

Equipped with an understanding of the importance of indistinguishability-closed global315

semantics, we revisit the definition of infinite protocol semantics in [34]:316

C∼(S)ω = {w′∈Σω
async | ∃w ∈ Σω

async. w∈split(L(S)) ∧ ∀v′ ≤ w′. ∃u, u′ ∈ Σ∗async.317

v′ · u′ is channel-compliant ∧ u ≤ w ∧ ∀p ∈ P. (v′ · u′)⇓Σp
= u⇓Σp

} .318

We show via counterexample that C∼(S)ω is not indistinguishability-closed. Consider the319

simple protocol depicted in Figure 4, involving four participants p, q, r, s and two message320

values m, m′. As per [34], C∼(Sinf ) does not include the infinite word r ▷ s!m′ · p ▷ q!mω. In321

contrast, C∼(S ′inf ), whose protocol is obtained by a simple state renaming of Figure 4 and is322

depicted in Figure 5, does include r ▷ s!m′ · p ▷ q!mω.323

Before proposing a revised infinite word semantics that resolves this discrepancy, we324

discuss the implications of this counterexample on the results from [34]. It is easy to verify325

that Sinf is a GCLTS and satisfies CC . However, Sinf is not implementable: there exists no326

CLTS that recognizes the finite word p ▷ q!mn · p ▷ q!m′ · r ▷ s!m′ for all values of n ∈ N yet327

does not recognize the infinite word r ▷ s!m · p ▷ q!mω. This contradicts the soundness of328

the Coherence Conditions as stated in [34]. The error lies in the case for infinite words in329

the proof of [34, Lemma 4.9], which concludes from the fact that every prefix of an infinite330

1 We identify a minor erratum in the original formulation of the indistinguishability relation [36] used in
later works [45, 32, 31]: cases (3) and (4) are not symmetric, and thus the relation is not an equivalence
relation as claimed.
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word w in the canonical implementation has a non-empty intersection run set I(w), that331

w ∈ C∼(S)ω. To show that w ∈ C∼(S)ω, one needs to find a witness infinite run ρ in S,332

such that for every prefix v′ ≤ w, there exists an extension u′ and a prefix of rho ρ′v such333

that for all participants, the events prescribed by ρ′v and v′ · u′ are identical. To show334

the existence of such a run, the authors appeal to König’s Lemma, and argue that in a335

finitely-branching infinite tree containing possible run prefixes for every prefix of w′, there336

exists a ray representing an infinite run. This argument appears inherited from earlier works337

that deal with finite, multiparty session types [36, 32]. We discover that not only is König’s338

Lemma not applicable in the infinite setting of [34] where GCLTS states can have infinitely339

many transitions, the existence of a ray is insufficient to prove membership of w in C∼(S)ω.340

The latter implies that the proof using König’s Lemma in both prior works [36, 32] is flawed:341

indeed, S ′inf is expressible in the multiparty session type fragments defined in these works342

that assume finitely many participants, states and transitions. The gap in the reasoning lies343

in showing that the infinite run obtained from König’s Lemma is indeed a suitable existential344

witness required by the infinite protocol semantics. In the infinite tree constructed for Sinf345

and word r ▷ s!m′ · p ▷ q!mω, the prefix r ▷ s!m′ contributes a vertex labeled with the run346

prefix p → q : m · p → q : m′ · r → s : m′. Subsequent prefixes of the form r ▷ s!m′ · p ▷ q!mn
347

contribute vertices labeled with run prefixes p→q :mn · p→q :m′ · r→s :m′. A ray exists in348

this finite-degree, infinite tree representing the run p→q :mω. This is clearly an infinite run349

in Sinf , but unfortunately does not satisfy the conditions required to show membership of w′350

in C∼(Sinf ): for prefix r ▷ s!m′ of w, there exists no prefix of p → q : mω that matches r’s351

events.352

Fortunately, the flawed infinite word semantics from [34] can easily be amended to353

accurately reflect the desired, indistinguishability-closed semantics. Our revised infinite word354

semantics is as follows:355

C∼alt(S)ω = {w′∈Σω
async | ∀v′ ≤ w′. ∃ρ ∈ Γ∗sync, u′ ∈ Σ∗async. ρ∈pref(L(S))∧356

v′ · u′ is channel-compliant ∧ ∀p ∈ P. (v′ · u′)⇓Σp
= split(ρ)⇓Σp

} .357

C∼alt(S)ω swaps the first two quantifiers in the original definition, and weakens the358

requirement that w come from an infinite run to the requirement that w come from a finite359

run prefix (that could be part of a finite or infinite maximal run in S). We hypothesize that360

this revised condition faithfully represents what prior works intended to capture with their361

infinite protocol semantics. It also more closely matches simulation-based notions of trace362

equivalence, for example in [50]. This is further evidenced by the fact that the requisite363

changes to the overall proof were minimal: the flawed König’s Lemma argument could simply364

be omitted in favor of appealing directly to the intersection set non-emptiness inductive365

invariant, and the completeness proof remained largely unchanged. The latter is due to the366

fact that for any infinite word w, w ∈ C∼(S)ω =⇒ w ∈ C∼alt(S)ω.367

3.3 Constructing Canonical Implementations368

Showing that a global protocol is implementable amounts to finding a witness CLTS that369

implements it. The soundness proof of CC in [34] chooses a particular CLTS as witness,370

referred to as the canonical implementation. The canonicity of an implementation is defined371

as follows:2372

2 Note that in [34], the notation L(S) is overloaded to denote C∼(S).
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▶ Definition 4 (Canonical implementations [34]). A CLTS {{Tp}}p∈P is a canonical implemen-373

tation for a protocol S = (S, Γsync, T, s0, F ) if for every p ∈ P, Tp satisfies:374

(i) ∀w ∈ Σ∗p . w ∈ C∼(Tp) ⇔ w ∈ L(S)⇓Σp
, and (ii) pref(L(Tp)) = pref(C∼(S)⇓Σp

).375

In [34], the existence of a canonical implementation for any protocol is assumed. Formally376

proving the existence of canonical implementations in our mechanization requires construct-377

ing an explicit, albeit non-constructive, witness CLTS. The construction is conceptually378

straightforward; nonetheless, we illustrate key steps here as it is novel to our mechanization.379

We begin by observing that because canonicity is defined on a per-participant basis, and380

with respect to an LTS that is deadlock-free, the definition can be weakened to use the LTS381

semantics of S rather than its protocol semantics. The weaker definition avoids reasoning382

about asynchronous reorderings and channel compliance, and is formalized in Rocq as follows.383

In the Rocq definitions below, S is a protocol of type LTS SyncAlphabet State, and p384

is a participant. We choose State -> Prop for the state type of local implementations, so385

S_p is an LTS of type LTS AsyncAlphabet (State -> Prop).386

387
Definition canonical_implementation_local_naive S p S_p :=388

( forall w: FinAsyncWord , is_finite_word S_p w ->389

exists w’: FinSyncWord , is_finite_word S w’ /\ wproj (split w’) p = w)390

/\391

( forall w: FinSyncWord , is_finite_word S w ->392

is_finite_word S_p (wproj (split w) p))393

/\394

( forall w: FinAsyncWord , is_trace S_p w ->395

exists w’: FinSyncWord , is_trace S w’ /\ wproj (split w’) p = w)396

/\397

( forall w: FinSyncWord , is_trace S w ->398

is_trace S_p (wproj (split w) p)).399400

The four conjuncts correspond to four inclusions that altogether define the two equalities401

in Definition 4, and need to be stated separately due to the type mismatch between finite402

and infinite words.403

Our construction for each participant’s local implementation can be expressed simply as404

a composition of two purely automata-theoretic operations: applying the homomorphism ⇓Σp
405

for each participant, followed by determinization. This coincides with the subset construction406

automaton as defined in [32], whose name we borrow in our definitions. Formally, for each407

participant p ∈ P , the result of the second step is an LTS over Σp ∪ {ϵ}. To avoid introducing408

this compounded alphabet and reasoning about identity elements, we define both operations409

declaratively in one shot, to obtain a local LTS over the alphabet AsyncAlphabet, whose410

states are of type State -> Prop, representing subsets of Q.411

The initial state is defined relationally as the set of all states reachable on ϵ from s0 in412

S. States in the subset construction are the set of non-empty subsets of states in S. Final413

states are defined relationally as sets of states containing at least one final state from S.414

415
Definition initial_subset_construction_state S p :=416

fun s => exists (w : list SyncAlphabet ), lts. Reachable S (s0 S) w s417

/\ wproj (split w) p = [].418

419

Definition subset_construction_state S p :=420

fun lstate => exists (s : State), lstate s.421

422

Definition final_subset_construction_state S p :=423

fun lstate => subset_construction_state S p lstate /\424
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exists (s : State), lstate s /\ final S s.425426

The transition relation describes triples (ls, a, ls’) where ls is a pre-state in the subset427

construction, a is an asynchronous alphabet symbol in p’s restricted alphabet, and ls’ is428

a post-state. The relation states that ls’ contains all states from S that are either an429

immediate post-state of some state s in ls, or is ϵ-reachable from an immediate post-state.430

431
Definition subset_construction_transition_relation S p :=432

fun lstate1 a lstate2 => is_active p a433

/\ subset_construction_state S p lstate1434

/\ subset_construction_state S p lstate2435

/\ forall (s’: State), lstate2 s’ <->436

( exists (s:State), lstate1 s /\ transition S s ( async_to_sync a) s’)437

\/438

( exists (s s_inter :State), lstate1 s /\439

transition S s ( async_to_sync a) s_inter /\440

exists ( v_epsilon :list SyncAlphabet ),441

lts. Reachable S s_inter v_epsilon s’ /\442

wproj (split v_epsilon ) p = []).443444

The former two conjuncts are implied by the latter two conjuncts together with the445

definition of final states in the subset construction. The latter two conjuncts state that446

every asynchronous trace in a participant’s canonical local implementation corresponds to a447

synchronous trace in S, and every synchronous trace in S corresponds to an asynchronous448

trace in the participant’s canonical local implementation.449

Unfortunately, these two properties are not themselves inductive: in both cases, the450

induction hypothesis is not strong enough to show that the respective traces can be extended.451

We state and prove two inductive invariants that explicitly quantify over states of S in a452

participant’s canonical local implementation S_p, and weaken them to obtain the third and453

fourth conjuncts. The strengthened inductive properties respectively state that for every454

reachable state ls on some asynchronous word w in S_p, for every global state s in ls, one455

can find a corresponding synchronous word w’ such that w’ and w agree on participant456

p’s events, and S reaches s on w’; conversely, for every reachable global state s on some457

synchronous word w in S, one can find a corresponding local state ls’ and asynchronous458

word w’ such that w’ and w agree on participant p’s events, and S_p reaches ls’ on w’.459

Finally, we define the canonical CLTS by mapping each participant to their subset460

construction. To show that the map thus defined is indeed a CLTS, we additionally need461

to prove that each local implementation is deterministic, and moreover operates on its own462

restricted alphabet. Both proofs are straightforward by definition of the subset construction;463

our proof of determinism uses the axioms of functional and propositional extensionality from464

Rocq’s Logic library to establish the equality of local states of type State -> Prop. We465

conclude with the existence lemma:466

467
Lemma canonical_implementation_exists :468

forall (S : @LTS SyncAlphabet State),469

deadlock_free S ->470

exists (T : CLTS),471

@canonical_implementation (State -> Prop) S T.472473

3.4 Simplification of Soundness474

The core argument for soundness in [34] relies on proving the following inductive invariant:475
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Let S be a protocol satisfying CC , and let {{Tp}}p∈P be a canonical CLTS for S. Let w476

be a trace of {{Tp}}p∈P . Then, I(w) ̸= ∅.477

The set I(w) contains finite or infinite maximal runs in S that are possible with respect to478

the trace w. Formally, ρ ∈ I(w) means that for every participant p ∈ P , w⇓Σp
≤ split(ρ)⇓Σp

,479

i.e. each participant’s local events in w agree with what ρ prescribes. The proof proceeds by480

induction on the length of w, with case analysis in the inductive step on whether the next481

event is a send or receive event.482

The non-emptiness of I(w) amounts to an existential quantification over a disjunction.483

In our mechanization, however, due to the type-level distinction between finite and infinite484

runs, this property takes the form of a disjunction over existentials:485

486
Definition I_set_non_empty (S: LTS) (w: FinAsyncWord ) :=487

( exists (run: FinSyncWord ), finite_possible_run S run w)488

\/489

( exists (run: InfSyncWord ), infinite_possible_run S run w).490491

Although the soundness arguments from [34] are mechanizable using this definition of492

intersection set non-emptiness, doing so would involve repetitive reasoning to deal with493

finite and infinite runs separately that does not shed additional insight on the problem. We494

instead prove that every canonical CLTS trace has a possible run prefix. Our new inductive495

invariant factors out the distinction between finite and infinite runs, and is additionally496

more expressive than its pen-and-paper counterpart: it makes explicit the construction of497

a possible run prefix for wx from one for w. When x is a receive event, our lemma states498

that the exact same run prefix can be reused. When x is a send event, a run prefix can be499

constructed incrementally by processing w in increasing length order, and appealing to CC500

to incrementally extend a prefix of the possible run prefix for wx.501

We focus the exposition below on our simplified proof for the inductive step when x is a502

send event. Lemma 4.16 in [34] is stated as follows:503

▶ Lemma 5 (Send events preserve run prefixes). Let S be a protocol satisfying CC and504

{{Tp}}p∈P be a canonical implementation for S. Let wx be a trace of {{Tp}}p∈P such that505

x ∈ Σp,! for some p ∈ P. Let ρ be a run in I(w), and α ·spre
l−→ spost ·β be the unique splitting506

of ρ for p with respect to w. Then, there exists a run ρ′ in I(wx) such that α · spre ≤ ρ′.507

The unique splitting of a run for a participant with respect to a trace is the largest prefix508

of the run that matches the participant’s actions in the trace, formalized as follows:509

510
Definition is_alpha (run alpha: FinSyncWord ) (w: FinAsyncWord ) p :=511

prefix alpha run /\ wproj w p = wproj (split alpha) p /\512

( forall (u: FinSyncWord ), wproj w p = wproj (split u) p ->513

prefix u run -> prefix u alpha ).514515

For example, the unique splitting of run ρ = p→q :m · r→s :m · r→q :m · q→p :m for516

participant p with respect to trace u = p▷q!m ·r▷s!m ·r▷q!m is p→q :m ·r→s :m ·r→q :m,517

because p has only completed the first event prescribed by ρ in u, namely sending m to518

r, but has not completed the second event, namely receiving m from q. Because the two519

synchronous events in between these two events in ρ do not concern p, they are included in520

the largest prefix. If a run disagrees with a trace on some participant’s actions, the unique521

splitting is ϵ, for example ρ’s unique splitting for participant r with respect to trace r ▷ s!m′.522

Our adapted formalization of Lemma 5 is thus stated as follows:523
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524
Lemma send_preserves_run_prefixes_finite :525

forall S T w x rho_fin alpha ,526

GCLTS S -> NMC S -> SCC S -> RCC S ->527

canonical_implementation S T ->528

is_clts_trace T w -> is_clts_trace T (w ++ [x]) -> is_snd x ->529

possible_run_prefix S rho_fin w ->530

is_alpha rho alpha w ( sender_async x) ->531

exists (rho ’: FinSyncWord ),532

prefix alpha rho ’ /\ possible_run_prefix S rho ’ (w ++ [x]).533534

The proof of Lemma 4.16 in [34] relies on a nested induction argument. We illustrate535

the key steps in order to elucidate the structure of the nested induction and explain our536

simplified proof. From the induction hypothesis, we are granted a canonical CLTS trace537

w and a possible run prefix for w. Let the send extention to w be x = Snd p q m. We can538

then define the largest prefix of rho matching w for participant p, and because the premise539

grants that alpha <> rho, there must exist a next action prescribed by rho for p, which we540

denote l. As a reminder, since rho is a run of the global protocol, which is an LTS over the541

synchronous alphabet, l is a synchronous alphabet symbol. By the induction hypothesis,542

rho is compliant with all participants:543

forall (p: participant), prefix (wproj w p) (wproj (split rho) p)544

The induction step asks to construct an existential witness for a new possible run prefix,545

rho’, that is compliant with wx. In the case that l = Event p q m, we can directly reuse546

rho as our witness, and the three conjuncts required of rho’ are trivially satisfied when rho’547

= rho. When this is not the case, we must construct a different witness. We first appeal548

to Send Coherence Condition to show that we can find a different continuation from alpha549

that agrees with x, in other words, l’ = [Event p q m] and alpha ++ l’ is a run in the550

global protocol.551

With this extension and removal of the original suffix from rho, however, we are left only552

with a guarantee about p’s compliance:553

prefix (wproj (w ++ [x]) p) (wproj (split (alpha ++ [Event p q m])) p)554

In the case that all of the actions in w were already contained in alpha, we can use alpha555

++ [l’] directly as our witness for rho’. However, in the case that some of w’s actions were556

contained in the now removed suffix, it is no longer true that all participants are compliant557

with alpha ++ [l’]. Therefore, the next step of the proof involves restoring a suffix that is558

“long enough” to contain all of the actions that were originally in w.559

The argument for suffix restoration in [34] is algorithmic in nature, and is captured560

by the pseudocode in Algorithm 1. The algorithm initializes the candidate run ρc as α · l’561

appended to an arbitrary run suffix β to form a maximal run. The outer while loop then562

“fixes” disagreements between w and the current candidate run ρc one symbol at a time,563

updating ρc after each fix. Termination is guaranteed by the fact that w has finite length564

Figure 6 Induction hypothesis. Figure 7 Inner induction hypothesis.
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and that each event in w is fixed at most once. The outer while loop invariant relates ρ′c565

with ρc, and guarantees that the largest common prefix shared by ρ′c and ρc between each566

loop iteration is strictly increasing. Because the initial candidate run is picked such that it567

includes α · l’ as a prefix, and the common prefix between runs can only get longer, it holds568

by transitivity that when the while loop terminates, the final candidate run must have α · l’569

as a prefix, and furthermore is compliant with all events in w.570

Algorithm 1 Algorithmic representation of Lemma 4.16 [34]
▷ Let ρc be α · l′ · β, where β is an arbitrary maximal suffix
ρc ← α · l′ · β
while ¬(∀p ∈ P. w⇓Σp ≤ split(ρc)⇓Σp ) do

▷ i is the index of the earliest disagreeing event in ρc

i← length(ρc)
▷ j iterates over all prefixes of w
j ← 0
for j ∈ {0..length(w)} do

k ← max{k′ | ∀p ∈ P. split(ρc[0..k′ − 1])⇓Σp ≤ w[0..j]⇓Σp}
if k < i then

i← k
j ← j + 1

▷ y is the earliest disagreeing event in ρc

y ← split(ρc)[i]
▷ y’ is obtained from SCC to no longer disagree with w
ρc ← ρc[0..i− 1] · y’

Formalizing the above algorithm in addition to its loop invariants would require a custom571

inductive predicate that relates the candidate run with disagreeing events in w. The fact572

that the loop invariant depends on both the current and previous candidate run introduces573

significant additional complexity.574

We find a weaker inductive invariant that eliminates this dependency: it suffices to show575

that α · l’ ≤ ρc remains a prefix of the candidate run. This holds trivially upon entry to the576

while loop, and is preserved by each iteration from the fact that α comes from the original ρ577

that is compliant with w, and thus no events in w can disagree with events in α.578

In our new inductive invariant, α · l’ can now be treated as a constant. We convert the579

algorithmic reasoning in [34] to the following inner induction hypothesis:580

581
H_inner : forall (w’: FinAsyncWord ), prefix w’ w ->582

( exists (beta ’: FinSyncWord ),583

possible_run_prefix S (alpha ++ [Event p q m] ++ beta ’) w ’)).584585

We prove H_inner directly by induction on prefixes of w using rev_ind from the standard586

List library. Figure 7 visualizes the simplified inductive argument: the red symbols in w587

depict disagreeing events in w as a result of removing the suffix from rho.588

To prove send_preserves_run_prefixes_finite, we needed to consider cases glossed589

over in the pen-and-paper proof from [34], and in some case develop arguments from scratch.590

For example, in the special case when alpha is a possible run prefix for participant p for591

trace w, but prescribes exactly as many events as are in w, we needed to show that either w is592

a maximal CLTS trace, or a different alpha can be found which prescribes more events, by593

appealing to the sink-finality of S.594

4 Related Work595

We refer the reader to [34] for a detailed discussion of related work on multiparty session596

types and similar formalisms. In the following, we instead focus our attention on comparing597

with prior efforts to mechanize such formalisms.598
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Most closely related to our effort are [7] and [48]. Zooid [7] is a mechanized domain-599

specific language for specifying and implementing asynchronous multiparty session types. [48]600

mechanizes the soundness and completeness proofs for the projection operator for synchronous601

multiparty session types proposed in [19]. A key conceptual difference is that our proofs follow602

a semantic argument grounded in formal language theory whereas both [7] and [48] follow603

more standard syntactic arguments. More fundamentally, the class of protocol specifications604

considered in this paper generalizes that of [7, 48] along several dimensions: [48] considers605

synchronous rather than asynchronous communication and in both works, internal choice606

syntactically disallows a sender from choosing among multiple receivers (like in state q4607

of Figure 1). Moreover, both papers restrict specifications to finitely many participants608

and states, and abstract message values in terms of simple types without data refinements.609

Finally, the notion of completeness considered in [48] is defined relative to the coinductive610

definition of endpoint projection introduced in [19]. The latter is itself incomplete for our611

semantically defined notion of implementability. The end-point projection of [7] is likewise612

incomplete (for our notion of completeness; see the note in Section 2).613

Pirouette [25] introduces a language of functional choreographies that are converted to a614

distributed implementation via endpoint projection. The language supports session delegation615

and higher-order functions, neither of which we include in our model of GCLTS. However,616

functional choreographies are much more restricted in their distributed behavior than the617

protocols in our model: communication is synchronous and all participants must remain618

in lock step. The latter is enforced by requiring that the programmer inserts potentially619

redundant synchronization messages into the choreography. A proof that the implementations620

obtained by projection are deadlock-free has been mechanized in Rocq. Similar to [48], the621

completeness theorem is stated relative to completeness of syntactic projection rather than622

semantic implementability.623

There is a large number of other recent mechanization efforts for session type languages [21,624

22, 28, 23, 47, 41, 24, 27, 46, 12]. However, these focus on the formalization of language625

semantics, compiler correctness, or on proving soundness of session type systems that626

check implementations against local types. The latter describe the behavior of individual627

participants or communication channels and may be obtained by prior endpoint projection628

from a global type or specified directly by the programmer. We therefore consider these629

efforts orthogonal to our work.630

5 Conclusion631

We summarize the mechanization effort in numbers below, briefly discuss our Rocq user632

experience, and conclude with a discussion of future directions. Our mechanization is available633

at https://zenodo.org/records/15760397 [30].634

Contents LOC
Standard library 0.7K
Message alphabet 2.2K

LTS, CLTS 2.6K
Global protocol 3.3K

Coherence conditions 0.2K
Soundness 5.1K

Completeness 1.3K

Total 15K

635

https://zenodo.org/records/15760397
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Our formal language-theoretic treatment of message-passing concurrency meant that636

definitions were straightforward to state, and much of the reasoning is equational in nature.637

Our definition of finite words as lists enabled us to lean heavily on the Rocq Standard Library638

in addition to the stdpp.list. We found significantly less library support for reasoning about639

streams however, and thus the standard library supplement required for our mechanization640

primarily consists of lemmas about streams. In addition to the standard induction principles641

for natural numbers and lists, many proofs relied on alternative induction principles such as642

strong induction on natural numbers (lt_wf_ind) and reverse induction on lists (rev_ind).643

On the basis of our observation that [33, 34]’s result does not rely on a finite number644

of participants, it would be interesting to model and prove implementability of protocols645

with expressive features such as channel creation and delegation that are elided in much646

of the literature due to their complexity. It would also be interesting to explore using647

our semantic definition of protocols to model and prove implementability of existing Rocq648

protocol formalisms, such as [25, 7]. We further hope to use our mechanization to synthesize649

certified implementations for finite protocols, and investigate implementability under other650

asynchronous communication architectures. As shown in [32], synthesis for finite protocols651

amounts to a direct subset construction. As discussed in [33], symbolic, infinite-state652

automata fragments which admit generalized subset construction procedures also admit653

synthesis of implementations. We also believe that the reusable LTS and CLTS libraries654

contributed by this work can serve as a starting point to mechanize other theoretical results655

related to CLTSs. Finally, we plan to incorporate other problems that are relevant to656

top-down verification and synthesis frameworks, such as subtyping and refinement.657
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