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Abstract

Current radio propagation algorithms are very narrowly focused to specific types of input
models and do not scale well to an increase in the number of receiver locations or the
number of polygons in an input model. In this dissertation, we look at the problem of
efficiently computing energy propagation at radio frequencies in a range of geometrically
defined environments and for various transmitter and receiver characteristics. To achieve
this goal, we propose a unified approach to radio propagation for different types of in-
put models and their combinations as well, by representing the geometry as a binary
space-partitioning tree and broadcasting energy from the source. The approach is both
scalable to large input models as well as dynamically adapts to its scale without incurring
unreasonable computational cost. The proposed approach is equally effective for acoustic
modeling as well.

We present a new adaptive ray-beam tracing algorithm which initially tessellates the
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surface of a transmitter into four-sided polygons. Each polygon is cast as a beam which
avoids arbitrarily large gaps or overlaps between adjacent beams. For fast intersection
computation each beam carries information of its medial ray as well. As the computation
proceeds a ray-beam is adaptively subdivided depending on various parameters such as
the projected area of a beam, its current energy level, and the distance between adjacent
receiver locations. The proposed algorithm has sublinear-time complexity in terms of the
number of receiver locations.

Modeling diffraction off an edge of a wedge is important to compute radio signal that
reaches the shadow region of the wedge. Storing these edges explicitly in a data structure
can be very expensive for large input models and especially for terrain-based models that
have significant elevation variations. We present a new runtime edge-detection algorithm
instead of storing the edges statically and its adaptation to environments represented as
binary space-partitioning tree.

We have developed a propagation prediction system called Propagate using these
algorithms with good statistical correlation between predicted and measured results for
a number of different input models. The proposed algorithms have been used to model
several other important computations related to a cellular network of transmitters such as
signal strength and path loss, delay spread, angular spread, carrier-to-interference ratio,

and modeling of different antenna diversity schemes.
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Chapter 1

Introduction

The goal of this dissertation is to develop a unified approach to simulate radio propagation
from a given transmitter location in a range of geometrically defined environments. By a
unified approach, we mean that rather than having specifically tailored algorithms that
are applicable to a narrow class of geometric environments and specific characteristics of
transmitters and receivers, the same set of algorithms should be applicable to a large class
of environments and other associated parameters. Such a unified approach is not only
important in simulating radio propagation for a wider range of receiver and transmitter
parameters but also enables propagation simulation from inside buildings to street level
propagation and vice versa.

Despite the extent of research on efficient algorithms, current radio propagation al-
gorithms are both very narrowly focused to the specific needs of the type and size of

geometry in an environment as well as do not scale well to large environments. For exam-



ple, an algorithm that simulates radio propagation in urban areas with possible receiver
locations at a constant height above ground is not equipped to efficiently simulate radio
propagation inside buildings where receivers could be located at several heights on differ-
ent floors. Similarly, algorithms for propagation inside buildings or urban areas cannot
simulate propagation in terrain-based environments that have significant local variation
in elevation such that receiver locations have to be modeled at continuously changing
height rather than at a constant height. The standard algorithms for radio propagation
are also not equipped to model diffraction efficiently in terrain-based environments that
can potentially have a very large number of wedges.

Efficient algorithms for radio propagation in different types of environments are also
key to modeling a number of parameters for a cellular network of transmitters. In our
research, we seek to develop algorithms that are computationally efficient as well as
accurate within certain acceptable bounds as compared to actual measurements from a
field trial. We represent a geometric environment as a binary space partitioning tree
which is both efficient as well as facilitates interactive visualization of an environment.

The main contribution of this dissertation is a generalized approach to radio prop-
agation in all types of environments and its associated algorithms. In the process, we
analyze and develop algorithms that broadcast energy from the source. The proposed
approach, as we will show in this dissertation, is computationally efficient and can simu-
late different characteristics of transmitters and receivers as well. We also develop other

key algorithms to support the above approach such as the hybrid ray-beam tracing al-



gorithm, the adaptive ray-beam subdivision scheme, and a runtime algorithm to detect
edges for diffraction. Finally, using the proposed algorithms we discuss the modeling of
several important computations related to a cellular network of transmitters such as path
loss, delay spread, angular spread, carrier-to-interference, and the modeling of various
antenna diversity schemes. The proposed algorithms can easily be used to model other
forms of energy propagation such as acoustic wave propagation. We have developed a
library of functions based on these algorithms and have implemented an interactive radio

propagation prediction system called Propagate using this library.

1.1 Motivation

A desire for ubiquitous wireless communication has lead to a tremendous increase in de-
mand for wireless services in all types of environments. These environments range from
dense urban and semi-urban environments to large indoor buildings and rural environ-
ments. The increase in demand has created large mobile and fixed traffic densities in most
areas. A popular method of alleviating user congestion in these areas is to place more
transmitters in the same geographical area. As a result, better placement planning tools
are desired for positioning these transmitters in close proximity such that there is continu-
ous coverage while limiting inter-transmitter interference. These requirements have made
it imperative for wireless service providers to understand the coverage and distribution of
electromagnetic energy (in the radio frequency range) from a specific transmitter location

(or a set of locations). It is also important to understand energy distribution both from



the perspective of range extension of the coverage area, as well as enhancement of user
capacity in a network.

Traditionally, wireless service providers have conducted elaborate field trials to mea-
sure coverage and distribution of signal strength at a specific site. An interactive system
that efficiently computes the spatial distribution of signal strength in a given environment
can achieve this at a much lower cost. Such a system is important for several other reasons.
First, for a given environment it is desirable to get maximum coverage with the least num-
ber of transmitters. Besides reducing the overall installation cost of a wireless network,
this is essential to reduce co-channel as well as adjacent-channel interference from other
transmitters. An interactive system can achieve this more quickly than an actual field
trial. Second, since transmitters have to be installed at locations that are easily accessible
to a service provider, optimal placement from the coverage point of view may not neces-
sarily be an optimal position for accessing a location. However, an interactive system can
help a user assess the trade-off between an optimal placement and an accessible location.
Third, measuring the propagation effects through field trials for every environment where
service has to be provided can be a prohibitively expensive and time-consuming process.
An efficient interactive system can again provide an effective solution. Finally, not only
can such an interactive system facilitate greater understanding for optimal placement of
transmitters, it can also be an indispensable platform to perform a variety of antenna
diversity simulations and other radio frequency (RF) engineering simulations.

Successful wireless communication between two locations in space is based on a simple



principle that an acceptable level of signal reaches a receiver location from a transmitter
location. An acceptable signal could reach a location simultaneously through a number
of different paths and in a number of different ways. These different paths themselves
can be of different lengths. Though different path-lengths result in a delay amongst
signals that reach the same location, the problem is still of immense interest in wireless
communications, since the delay can be used to an advantage by combining them (adding
the signal intensity) in several mathematical ways. The above problem of multiple paths
reaching a receiver location from the same transmitter has been termed in literature as a
multi-path problem. Some of the ways in which a signal can reach a location are direct line-
of-sight, scattering off a surface (including specular reflections), transmission through a
surface, and through diffraction off the edges of an object. It is worth noting that although
all frequencies exhibit diffraction phenomenon (that is, a ray bending around corners),
at cellular frequencies (900 MHz to a few GHz) diffraction is particularly important for
signal propagation. The reason is that in a large number of scenarios, diffraction is
the only means by which a signal reaches a shadow region. Cellular frequencies exhibit
diffraction due to the comparative scale of objects with respect to the wavelength of rays.
In environments that have few obstructions between a transmitter and a receiver, this
problem of computing signal distribution from a source is computationally trivial. But for

large real-life environments that have millions of surfaces! (with different shapes, sizes,

'We define a surface as a connected region with the same surface normal. In literature, this has
sometimes been referred to as a polygon. But we want to draw a distinction between a naturally
occuring surface (polygon) and polygons that are a result of a subdivision process of an algorithm

such a finite element mesh for radiosity algorithms.



and orientations) and tens of millions of receiver locations, the problem of computing
received signal strength easily turns into a computationally intractable one.

The key to an interactive system is twofold: an efficient and accurate algorithm for
propagation of electromagnetic energy in an environment and an efficient data structure
to represent the same geometric environment. The energy propagation problem can be
stated as a ray tracing problem in a three dimensional optical system. But at the same
time a naive adaptation of ray tracing does not scale efficiently for computing radio
frequency power distribution in large environments.

The two main problems that manifest themselves are as follows. For a large cluttered
urban environment or a large multi-floor building the number of receiver locations at
which the received power needs to be sampled can be very large, almost on the order of
tens of millions of locations for uniformly spaced locations. A ray tracing based algorithm
that traces rays from a receiver, though linear in terms of the number of receiver locations,
is still extremely inefficient for a very large number of receivers. The reason is that the
density distribution of objects in an environment is not known a priori. However, the
power from a transmitter attenuates based on the density distribution of objects around
a transmitter. Thus, from the outset there is unnecessary computation being performed
for a large number of receiver locations. These receiver locations could either be at a
large distance from an energy source such that the signal from the source attenuates
considerably before reaching it or the receiver may be completely occluded by objects in

the environment.



Therefore, the first problem is to devise an approach such that no wasteful computa-
tion is performed for any set of receivers, that is, the algorithm performs better than a
linear time algorithm in the number of receiver locations. Another problem is to devise
an approach to sample an environment in sufficient detail such that it does not miss any
objects and yet does it efficiently. Finally, the algorithmic approach to propagation should
be general enough that it does not pay a penalty for one type or scale of environment
to achieve efficiency for another type of environment. This is important for scenarios
where it is desirable to study propagation distribution from one type of an environment
to another type of environment.

In this thesis, we will discuss an algorithmic approach which is both efficient and
accurate. The approach has been used to build an RF propagation prediction system
for wireless communication applications. We will also discuss its algorithmic complexity
based on an empirical study for sample datasets, as well as advantages and disadvantages
of such a system.The basic contribution of this thesis is a unified framework to simulate
and study radio propagation effects in geometrically represented indoor, outdoor, terrain-
based, and any combination of such environments. It also contributes the associated key
algorithms such as the adaptive ray-beam tracing algorithm; the run-time edge-detection
algorithm for diffraction in three-dimensional environments; and against conventional
wisdom, the thesis shows that the algorithmic approach of broadcasting energy from the

source is efficient as compared to an image-based approach.



1.2 Prior Work

Energy propagation has been a subject of research in many domains. These research
domains range from specific areas for different parts of the electromagnetic spectrum
to areas such as acoustics where energy propagates in the form of transverse pressure
waves. In the early days, to study propagation characteristics, small experiments were
setup in controlled conditions. These characteristics were then extrapolated to get results
for general conditions. To complement the experimental results, several analytical and
numerical approaches were also formulated. With the advent of high speed computers,
many of these approaches have been replaced with sophisticated computer simulations.
Initially these simulations have to be validated against actual experimental or theoretical
results for a certain class of problems. But then many problems for that class of prob-
lems can easily be analyzed with a much smaller cycle-time as compared to an actual
experiment, which can be both time consuming and costly.

Electromagnetic energy ranges from the shortest gamma rays with a wavelength less
than a femtometer (107'% meters) to the longest radio waves with a wavelength of a
few kilometers (10% meters) and greater. Similarly, acoustic waves can range from a few
centimeters to tens of meters. As we will see later, a certain subset of this range, 20 kH 2 to
20 Hz is of immense practical interest. Let us initially map the major research areas that
have spawned over the years to deal with specific parts of the electromagnetic spectrum.
In the order of increasing wavelength, these research areas are: photon transport for

gamma rays; thermal radiation and heat transfer for infrared and ultraviolet rays; optics



in the form of image synthesis for visible light; and radar, wireless communication, and
remote sensing applications for radio waves. Similarly, acoustic wave (in the range of
human hearing) modeling has been researched for better audio systems, better acoustic
modeling for auditoriums, and recently to model sound propagation in virtual reality
simulations. At the same time, another perspective comes from the particle transport
schemes such as neutron transport.

It is important to note that each of the above domains addresses energy propagation
from a different perspective. This perspective (such as a computational model) typically
depends on the motivation for seeking such an understanding. One of the important
characteristics of propagation is the wavelength? with respect to its surrounding environ-
ment. This has a direct impact on the solution being sought for a particular domain.
The next few sections in this chapter will outline the solutions proposed to understand
the modes of propagation in some of these major research areas. Within each section,
we will initially give a broad outline of the area itself and then describe the significant

strategies pursued in that area.

1.2.1 Propagation schemes for neutron transport

The roots of the transport theory can be traced back to the Boltzmann equation proposed

almost a century ago. A real interest in neutron transport problems first came about in

2Wavelength given by ) is proportional to the inverse of frequency f and is defined as the dis-
tance between two successive peaks of a periodic wave. For electromagnetic waves the relationship
is given by A = ¢/ f, where c is the speed of light in vacuum given by 2.9979 x 108 m/s. Similarly

for acoustic waves A = ¢’/ f, where ¢’ is the speed of sound in vacuum given by 330 m/s.



the 1940’s with an interest in nuclear chain reactors. Since then several analytical and
numerical solutions have been proposed to solve the problem. Most analytical methods
consider simple geometries resulting in limited usage for practical applications. With
an increase in the availability of computational power, numerical methods have gained
popularity [35].

To derive the transport theory of neutrons several assumptions are made. Some
of these assumptions are the particle behavior of neutrons and neutrons traveling in
straight lines in a single medium. Notice that these are similar to the assumptions made
for light transport as well. On the other hand, certain assumptions are different. For
example, neutrons travel much further into a solid medium as compared to light waves.
As a result, volume scattering has to be considered for neutron transport simulations.
Some assumptions are made for neutron particle interaction with its surrounding media.
Typically, for both neutrons as well as visible light simulations the medium in which the
particles travel can be considered as participating or non-participating depending on the
context of the simulations. Particle-to-particle interaction for neutron transport can be
neglected only if the density of matter is not high. For optical light simulations, though
most of the time it is assumed that the media is non-participating, phenomena such as
fog, mist, etc., could constitute as participating media and modeled accordingly.

One of the principal differences between the two types of particles is the way in which
principle of conservation of energy is applied. For light photons, this law is strictly

followed in the sense that the emitted energy is always considered to be less than or equal
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to the incident energy (depending on whether the surface on which energy is incident is
lossy or lossless). Whereas, for neutrons the emitted energy may be critical or supercritical
depending upon the assumptions of their interaction with the surrounding media.

At the computational level both deterministic and non-deterministic methods of sim-
ulating propagation have been suggested for neutron transport. Most of the deterministic
solutions are numerical in nature. An important non-deterministic model proposed is in
the form of a stochastic method called the Monte Carlo method of computation. Unlike
the deterministic computational method where the error is systematic, non-deterministic
methods use various probability distribution functions to cast a finite number of particles
in the environment and trace their paths. The accuracy of the results is controlled by
increasing the number of particles, which is achieved at an additional computational cost.
Simulations can be built such that this accuracy can be dynamically controlled based on
some predefined error functions. Monte Carlo methods have been used in several other
propagation applications. We will discuss applications of Monte Carlo methods in greater

detail while discussing light transport simulation for global illumination.

1.2.2 Thermal radiation and heat transfer

The primary means of thermal radiation in an environment are convection, conduction,
and radiant transfer. For both convection and conduction a physical medium is necessary,
whereas, radiant transfer can take place in a vacuum too. Radiant energy propagation

can be studied both from the point of view of the classical wave theory as well as quantum
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mechanics. In most cases, both these approaches yield similar equations. However, areas
where spectral distribution of energy has to be studied, the phenomenon can be better
explained using quantum theory by simulating energy as discrete particles [57]. On the
other hand, wave theory provides a very strong theoretical framework for the study of
electromagnetic radiation. In this framework, electromagnetic radiation follows the laws
for transverse waves oscillating perpendicular to the direction of the motion. If we assume
that the propagating medium is infinite, homogeneous, and isotropic then the wave theory
equations as applied to the electromagnetic waves propagating in presence of a perfect

dielectric medium can be stated as

0°F, 0°F, 0*E, O%E,
N ap = g M Ige = 50 (1.1)

where, 7 is the electrical permittivity, and p is defined as magnetic permeability of the
medium. These wave equations govern the propagation of E, and E, (in terms of elec-
trical and magnetic components) in the = direction. For perfect dielectrics there is no
attenuation due to the medium. Wave theory is also used to study electromagnetic prop-
agation in other media such as imperfect dielectrics (poor conductors), and metals (good
conductors) where waves attenuate within the medium due to absorption of energy. The
laws of reflection and refraction have also been derived from the wave equation which are

similar to the results obtained through geometrical optics.
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1.2.3 Light transport modeling

The theory for light transport was primarily developed during the study of optics to
design optical systems also known as geometric optics. However, to model light transport,
algorithmic research has actually flourished only in the last two decades, when computer
scientists started looking at ways to synthesize visually appealing images. This eventually
lead to the emphasis on not only modeling visually appealing images but modeling them
correctly as well. Several sophisticated algorithmic approaches have been developed,
which we will survey in Section 2.1. Though the theory of geometric optics was developed
using a set of canonical geometries, the computer graphics community has used the theory

on complex environments having a combination of these geometries.

Geometrical and physical optics

The basic motivation for the development of geometrical and physical optics was the
study of propagation of light rays and their behavior upon moving from one medium to
another. The main assumption was that rays have infinitesimally small cross section and
travel in straight lines known as path of least distance. Tracing the path of such rays is
known as ray-tracing. The first use of ray tracing as a technique to study optical design
is mentioned as early as 1929 [12].The method can easily be applied to radar and wireless
communication applications for higher frequencies as A — 0.

The basic idea is that when a ray interacts with a discontinuity in the medium (in

the form of a surface), either the ray is reflected back into the hemisphere from where it
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originated, with the surface forming the dividing plane, or it gets refracted (also referred
to as transmitted) to the other side of the surface. These two ways are known as reflection
and refraction respectively. Depending on the two interacting media, both reflection and
refraction can take place simultaneously with part of the initial energy reflected and the
another part of the initial energy refracted. Besides reflection and refraction, certain
material characteristics and surface conditions may also absorb a portion of the incident
energy.

Reflection, the main form of scattering in optics, can be specular or diffuse. If the
angle of reflection 6, that the ray makes with the surface normal is equal to the angle of

incidence 6;, that is,
0, = 0; (1.2)

then we get specular reflection, also known as Snell’s law of reflection. Diffuse reflection
is typically modeled by using a distribution of reflection directions around the point of
contact of the incident ray.

Refraction is the main form of transmission through a surface. A ray bends from its
straight line path as it enters from one medium into another. This bending of a ray is a
function of the incident angle and 7, the refractive index of one medium with respect to

the other. This relationship is given by
T
sinf; = — sin 6; (1.3)

U

where, 1; and 7; are respectively the refractive indices of the medium to which the ray is
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transmitted and the medium from which the ray is incident. The equation is known as
Snell’s law of refraction.

The amplitude and phase of both reflected and transmitted rays can be computed
using the above formulation. The square of the ratio of the reflected and incident energy
is referred to as the Fresnel’s reflectance. If we assume that no energy is being absorbed by
the medium then because of the law of conservation of energy the Fresnel’s transmittance
can be computed by subtracting the reflectance from unity.

A limitation of geometric optics is that it assumes that a specular point exists on the
surface of the object. If a surface is illuminated by a spherical wave (as opposed to a ray),
the radius of curvature of the reflected wave is a function of both the radius of curvature
of the incident wavefront and radius of curvature of the body at the specular point. Since
the body cross section is dependent on its radius of curvature, the theory can compute
spatial variation in the signal for geometries whose radii of curvature is defined. However,
it fails if either or both radii of curvature are infinite, that is, if either the wave or the
surface is planar or both. Physical optics, on the other hand is able to handle the above
special case where geometric optics fails. The solution is approximate if diffuse scattering
is considered at the incident point on the surface. For image synthesis applications, the

computer graphics literature discusses several heuristic distributions that have been used.
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1.2.4 Radar systems

A Radar? is a device that transmits electromagnetic energy and detects it by interpreting
the received energy patterns. These patterns are generated when incident energy bounces
off an object and gets scattered in the direction of the receiver. Radar technology was
introduced in the mid 1940’s. It was initially developed to substitute visual target detec-
tion since radio waves attenuate much less through the atmosphere as compared to light
waves, especially in presence of clouds or at night. At lower frequencies radio waves are
also known to propagate much beyond the visible horizon. This facilitates target detec-
tion much before it is optically visible. Since then radars have gained wide popularity
and usage.

There are several types of radar depending on its signal modulation. Pulsed radar
systems send a burst of energy and then listen to the echo returned by a target. Contin-
uous wave radar systems (CW) vary the frequency of the transmitted signal and measure
the range of frequency between the transmitted and received signal. One of the simplest
forms of CW radar is the moving target indicator (MTI) radar used by the police force to
track moving vehicles. The above list of radar systems is by no means exhaustive. There
are innumerable variations of the above systems to suit different applications.

Radar systems range from low-frequency radars which are used for long range surveil-
lance to high-frequency radars used for short range surveillance systems. Typically, radars

operate over frequency bands from 3 MHz to 300 GHz (IEEE Standard 521—1976). For

3An acronym for radio detection and ranging.
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long range surveillance, mostly VHF (30 MHz — 300 MHz) and UHF (300 MHz — 1000
MHz) frequency bands are used [30]. For other civilian and military applications, radars
use higher frequency bands called the microwave frequency bands. These higher frequency
bands are also referred to by the letters L, S, C, X, and K,. Some civilian applications
of radar technology are: weather detection and tracking, automobile speed detection, col-
lision avoidance, and buried object detection. Military applications range from general
surveillance systems to early warning systems.

Although radio waves range over a wide spectrum of frequency bands, wireless com-
munication applications are primarily concerned with the issues of propagation related
to wavelengths of a few millimeters to less than a meter. These correspond to personal
communications services (PCS) at 2 GHz to cellular range of frequencies at 900 MHz. It
is interesting to note that at wavelengths as small as a few millimeters trees, leaves, and
vegetation in general start to have a significant impact on the attenuation of radio waves
and cannot be ignored while modeling propagation. For now we will discuss approaches
taken for radar applications in other segments of the radio spectrum. However, as we will

see, some of these approaches are also applicable to wireless communication.

Approaches to the study of propagation for radar systems

A method of radio propagation primarily depends on the wavelength of the waves with
respect to an interacting body. At low frequencies, if the wavelength is much greater than

the body, there is little phase variation of the incident wave over the spatial extents of
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the body, resulting in Rayleigh scattering. If the wavelength is comparable in size to the
interacting body, propagation is either due to surface scattering or specular scattering.
For higher frequencies where the wavelength is much smaller than objects it interacts
with, the method of radio propagation is similar to optical frequencies. Most of the
energy gets propagated by specular scattering, with angle of incidence equal to angle
of reflection. Some other mechanisms for high frequency propagation are diffraction,
multiple reflections, and end region scattering. Some approaches used to study the effect

of propagation from each of these scattering mechanisms are:

e Analytical approach

e Numerical approach

e Geometrical approach

Analytical and numerical approach

Most of the analytical and numerical methods hinge on the theory of electromagnetics
as unified by Maxwell. It states that electromagnetic waves propagate with the speed of
light in a vacuum and are a combination of electric and magnetic fields. The two fields
are orthogonal to each other and are also orthogonal to the direction of propagation.
These equations define the relationship between the propagating (as compared to stand-
ing waves) electric and magnetic quantities of a wave source and its surrounding field.
Maxwell’s equations can be used to compute composite solution that include all modes

of scattering.
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The analytical solutions use the classical separation of variables technique to solve
the second-order partial differential equations. But these are restricted to simple bodies
whose surfaces coincide with the coordinates of the system in which the wave equation
is being solved. For example, a sphere or a cylinder whose surfaces can coincide with
a Spherical coordinate system. This restricts the usage of these solutions to a set of
objects with not many practical geometries. However, analytical methods still provide
an important tool for benchmarking results from other approaches [30].

The numerical approach to Maxwell’s equation gives us an exact solution. The equa-
tions can be solved in an integral or a differential form. One method of solution to the
integral equation formulation is known as the Method of Moments. Though in principle,
the formulation can be applied to any frequency range, it is more suitable for low and
resonant frequency ranges. For high frequencies, the scattering effects of propagation
are sufficiently localized such that a general solution is unnecessary. At the same time a
direct solution to Maxwell’s equations can be computationally very expensive especially
for complex geometries. One of the methods for solving the differential form is known as
the finite difference time domain technique and is more useful for structures with varying
dielectric and magnetic properties and with interior cavities. It may be noted that several

other methods exist to solve these equations.
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Geometrical approach

The above two numerical methods are powerful for the computation of final results, but
fail to isolate the effects from individual scattering processes like specular and diffuse
scattering, and edge diffraction. One, therefore, needs a different approach to study scat-
tering processes individually. The approach of geometric and physical optics as discussed
in Section 1.2.3, and wave optics provide us with such alternatives. It is important to
note that geometric optics and in some cases wave optics can also be applied both an-
alytically as well as numerically. Extensions to the classical geometric optics have also

been proposed in the form of geometric theory of diffraction.

Wave optics: Wave theory can be described both in terms of the scalar wave theory as
well as vector wave theory. The main difference between the two is that for vector wave
theory an incident wave is defined in terms of both the electric and magnetic components.

Waves have further been classified as planar waves, spherical waves, and harmonic waves.

Geometric and uniform theory of diffraction: Neither geometric nor physical op-
tics deals with the sharp edges formed by halving a doubly infinite plane. To account
for energy distribution around such edges extensions were proposed to geometric optics.
Sommerfeld [60] proposed extensions for two-dimensional geometries to model diffraction
at the edges. However, Keller [28] was the first to suggest a solution for such edges
by proposing the geometric theory of diffraction (GTD) for a three-dimensional system,

where the incident signal propagates all around the wedge formed by the two doubly in-
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finite planes. The theory was sufficient for most cases but it still had some shortcomings.
Since the diffraction coefficient was a result of wide angle evaluation, there were singular-
ities in the coefficient as a ray approached a shadow boundary or a reflection boundary.
To overcome the singularity problem of GTD, Kouyoumjian and Pathak [31] developed
the uniform geometric theory of diffraction (UTD). The main idea was to introduce Fres-
nel’s integral term in computation of the diffraction coefficient such that the resultant
coefficient remained finite throughout the region around an edge. We will discuss this in

greater detail in Section 5.1.1.

1.2.5 Acoustic wave modeling

Sound waves are pressure waves that propagate in a fluid medium?. One of the major
differences between electromagnetic waves and sound pressure waves is the speed at which
they travel through a medium. As mentioned earlier the wavelength of these waves is
both a function of the speed of these waves in a medium and their frequency. From the
human perspective acoustic waves in the range of human hearing are of most interest.
These approximately range from 15 millimeters to 15 meters (20 KHz to 20 Hz) and
are again comparable (as in the case of wireless communication for cellular and PCS fre-
quencies) to the geometric objects found in our surroundings. For the same reason they
exhibit significant diffraction phenomenon. Some of the classical examples of engineering

acoustic applications for modeling of outdoor sound propagation are environmental noise

4Air is considered to be fluid as opposed to a solid medium. In a solid medium these waves

are called elastic waves.
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pollution, transportation noise, plant and factory noise, etc. The theory of geometrical
acoustics is similar to the geometric optics and most of it can easily be applied directly
to model acoustic waves. As one can notice there are many similarities between the type
of issues that have to be addressed by radio wave propagation modeling and acoustic
wave modeling. We feel that most of the algorithms that we will discuss in the coming
chapters for radio propagation can directly be applied for acoustic wave modeling. In Sec-
tion 2.4, we will discuss some application dependent differences between modeling radio
propagation and acoustic propagation and their impact on the algorithmic approaches

used.

1.3 Organization of the thesis

The thesis is organized as follows. Chapter 2 contains a review of the related work
on propagation algorithms in application areas such as wireless communication systems
and computer graphics. The basic theory on free space power attenuation along with
different modes of propagation including scattering off surfaces, transmission through
surfaces, and diffraction off the corners of objects are discussed. Special emphasis is
given to types of approaches that have been proposed and their relevance to different
application domains. It contains a discussion on the deterministic vs. non-deterministic
modeling for propagation systems. A section is devoted to a comparison between ray-
tracing based methods and radiosity based methods and their advantages to specific

application domains.
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Chapter 3 gives an overview of the types of geometric data structures that can be
used to represent different types of environments. It also discusses their relevance to the
operations performed on these data structures. For any simulation based on geometric
databases, a great deal of accuracy of the simulation depends on obtaining such databases.
Methods of obtaining geometric information along with importing such information in the
system is also described.

Chapter 4 contains the description of the ray-beam tracing algorithm implemented for
prediction of RF propagation in different environments. It describes the dynamic beam
splitting algorithm that adapts to the scale of the environment. The algorithm subdivides
a beam into child beams based on various criterion such as area projected by a beam and
the level of power a beam can contribute. The modeling issues related to the broadcast
mode of propagation are described. The issues of sampling error associated with classical
ray-tracing algorithms are discussed.

Diffraction is an important means by which power is received in many shadow regions
where power does not reach through any other means. Chapter 5 first discusses this
importance of diffraction in wireless communication along with its theory and different
types of diffraction coefficients that can be computed. Then we describe a new runtime
edge detection algorithm for diffraction in three-dimensional partitioning-tree represented
environments instead of storing these edges statically in a data structure.

Chapter 6 contains a discussion on several system considerations for wireless commu-

nications. It also contains a brief description of our radio propagation prediction system
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along with a list of various receiver, transmitter, and environment parameters it considers.
Chapter 7 contains overall results of the comparison of the prediction system with
actual measured data from field trials in the same environments. A discussion on the
measurement taking process in the field helps in understanding the usefulness of such a
prediction system. Several RF engineering applications and parameters can be computed
based on such a prediction tool. We discuss computation of some of these parameters.

Chapter 8 contains a conclusion and some directions for future work in the area.
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Chapter 2

Related Work

In this thesis we primarily address the issue of efficient energy propagation algorithms in
large geometrically defined environments and their applications to RF engineering tools.
There have been several areas where such algorithms have been proposed. Some of the
foremost areas are computer graphics for image synthesis, local, and global illumination;
radio propagation for wireless applications; and acoustic wave propagation for better
acoustic designs of auditoriums, theaters, and lately for navigation with auralization in
virtual environments. All these areas have one thing in common, which is that the ba-
sic energy transport theory stems from geometric optics and its extensions. However,
assumptions as well as special requirements of each application introduce enough varia-
tions to the basic problem such that there are significant differences in solutions. In this
chapter we will survey some of this related work and discuss how it has influenced our

work.
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2.1 Propagation algorithms for image synthesis

In computer graphics, light propagation algorithms have been actively researched for
the past two decades. The questions that computer graphicists have tried to answer
are: can we recreate images of the scene which the human visual system so naturally
perceives day in and day out? What is necessary to model realistic or visually appealing
images? In raising most of these questions, the main motivation for the computer graphics
community has been to synthesize photo-realistic images. This emphasis has lead to the
study of local and global illumination effects from various types of light sources. This
has also lead to the question: how does a part of the electromagnetic spectrum (called
visible light) interact with its environment? Though the early ideas in computer graphics
came from discussions in the literature of thermal radiation and heat transfer [57], several
innovative ideas have since been pursued to model light transport.

From an image generation perspective, the simplest way in which a scenario can be
defined is that it consists of multiple light sources, a viewing position (that defines the
viewing plane), and a set of objects. Several levels of complexity can be added to this
scenario. This complexity may be in terms of different types of light sources, the sheer
number of objects or minute details of individual objects, and finally in terms of the
objective of view independent images as against view dependent images. Light sources
themselves can manifest as different physical shapes or be described as direct or indirect
sources. Direct light sources can be further divided into point light sources and area light

sources. On the other hand, indirect light source can be described as any light emitting
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surface in the environment. Although area light sources can usually be modeled as finite
polygons, another level of complexity can be added by modeling a polygonal surface with
a suitably defined energy distribution function instead of a uniform energy emittance
distribution [68]. In effect, for any photo-realistic image each of the above characteristics
has to be modeled carefully.

A typical classification has been: ray tracing based algorithms and radiosity based
algorithms. Another corresponding classification suggested is: the Monte Carlo based
methods and finite element based methods. Both these classifications are valid in there
own right. Several hybrid schemes that combine both these approaches have also been
proposed. However, light transport algorithms can be viewed in a unified framework as
different numerical methods for solving the rendering equation defined by Kajiya in [27].
The equation computes the light transferred from one point to another along with all the
light received by the first point and reflected to the second point.

Both ray tracing and radiosity based approaches can perform global illumination
computation. However, ray tracing is more suitable to model specular phenomenon eas-
ily, whereas radiosity is more suitable for computation of diffuse phenomenon easily.
Again, ray tracing is classified as a point-to-point propagation model, whereas radiosity
is termed as an area-to-area propagation model. An algorithmic artifact between the
two approaches is that ray tracing generates a view dependent image, whereas radiosity
computes view independent energy distribution. At the same time, a view dependent

image can easily be generated as a post process by radiosity methods, although modeling
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specular reflections off a surface can still be a challenge for radiosity algorithms.

2.1.1 Ray tracing based algorithms

The basic algorithmic approach for ray tracing can be stated as follows: given a source
position and a direction in a three-dimensional space, a ray! is constructed and its inter-
action with various surfaces in an environment is studied. From a geometrical point of
view, if a ray intersects with a surface, it could either reflect specularly, scatter, or trans-
mit through that surface. The new rays that get generated due to the above scattering,
reflection, and transmission events depend on the incident angle of the ray and material
properties of the surface. This intersection operation of a ray with the surface can be
computationally complex for higher-order surfaces. For computational reasons some of

these systems approximate such surfaces as piece-wise linear surfaces.

Taxonomy of ray tracing algorithms

Ray tracing as such can be initiated either from a receiver or a transmitter (in the form of
a light source). This has resulted in a further classification of the ray tracing algorithms
that have been pursued. There has been considerable debate in the literature over the
terminology of what constitutes forward or backward energy transport mechanism. Arvo
[3] initially coined the term backward ray tracing for algorithms that move from the light

source since most of the previous algorithms had traced rays from the eye position. Chat-

LA ray is defined as an infinite vector in an arbitrary direction with the source position as its

origin.
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topadhayay [7] and Glassner [24] termed the conventional ray tracing as backward ray
tracing and used the term forward ray tracing for the algorithms that trace rays from the
light source. The latter convention is more suitable from the energy propagation perspec-
tive, whereas the former terminology takes the artifacts of an algorithmic implementation
into account.

A better naming convention (at the risk of introducing yet another one) is one that is
explicitly based on the nature of the algorithm, for example, a source-based or a receiver-
based ray tracing algorithm. Here, the source-based algorithm would correspond to tracing
rays from the light source and receiver-based algorithm would correspond to tracing rays

from the eye position.

Derivatives of ray tracing

Over the years several variations have been proposed to this basic ray tracing approach.
Amanatides proposed cone tracing [1] where a linear ray is generalized as a cone having
a solid angle. The rays are cast into the environment from the eye position. Initially,
the solid angle for each cone is large enough to encompass a single pixel. Instead of
testing an intersection of a cone with the objects, a projection of the objects on a plane
perpendicular to the cone is used for intersection purposes. This simplifies the intersection
computation at the cost of accuracy. A new virtual origin is computed along with a new
solid angle defined by the intersected area. This new cone is further propagated into

the environment to account for scattering off surfaces. The intersection computation is
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expensive and yet approximate.

Heckbert and Hanrahan [26] introduced the concept of beam tracing for polygonal
environments starting from the eye position. A single beam encompassing the image plane
is cast into the environment. The initial beam is fragmented based on the visible polygons
which in turn are further spawned into reflective and refractive polyhedral pyramids.
For shading and shadowing, beams were cast from a light source. The algorithm took
advantage of the coherence between adjacent rays to provide a significant speedup as
compared to conventional ray tracing. However, the method failed to model refraction
correctly because it did not include the bending of the beam as it moved from one medium
to another. An implementation artifact of the algorithm was that it used depth-first
sorting to obtain the closest surface intersection instead of an algorithm that preprocesses
the scene such that priority ordering can be quickly determined from any viewpoint, for
example, the scheme described in [21]. This resulted in the algorithm’s time complexity
to be O(n?) for n polygons; in effect, not scaling well for large environments.

Shinya et al., [56] proposed yet another algorithmic variation to ray tracing, which
tried to account for the shortcomings of the above two approaches. The new approach
was named Pencil tracing, where a pencil was defined as a set of rays parallel to and
surrounding an axial ray. The surrounding rays were called paraxial rays. The anticipated
advantage was that since the paraxial rays share approximately the same direction, the
same axial-ray linear transformation could be applied to a set of paraxial rays. This

scheme was valid both for reflection and refraction. Error estimation techniques were
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also developed to determine an approximate solid angle such that the transformations
were valid for the paraxial rays inside the angle.

There have been various attempts at combining different ray tracing schemes such
that some computation is done starting from the eye position and the rest starting from
the light source. Arvo [3] proposed an algorithm to perform shading calculations starting
from the light source and the rest of the computation moving from the eye position. In
general, ray tracing is suitable for computing specular reflections easily with point light

sources but it is not the best approach for diffuse reflections.

2.1.2 Deterministic vs. non-deterministic propagation algorithms

We will notice that all the algorithms discussed above are considered to be deterministic
in approach. Here, determinism refers to the process by which an algorithm decides the
specific paths that are to be traced. This process need not necessarily be deterministic
as long as enough paths are traced such that all significant objects get sampled. Both
deterministic and non-deterministic methods have been proposed for realistic image syn-
thesis. Non-deterministic approaches such as Monte Carlo methods have been widely
used to study global illumination effects to generate synthetic images. There are several
variations to the basic Monte Carlo method for such simulations. In computer graph-
ics, Appel [2] used a method that traced random particles to generate images. Whitted
[72] proposed the idea of randomly perturbing viewing rays. Cook et al., [13] used sim-

ilar ideas to model several different phenomenon including motion blur, depth of field,
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penumbras, translucency, and fuzzy reflections. They termed their work distributed ray
tracing. Variations of Monte Carlo methods have been used to address the problem of
aliasing (by converting it into random noise). Recently, Veach [66] proposed a Metropolis
Monte Carlo method for light transport where randomly generated paths are mutated to
spawn additional paths in the vicinity of important paths. One of the main arguments in
favor of Monte Carlo methods is that they are more general and apply to several types of
environments with complex surfaces, especially ones which cannot be approximated by
polygonal geometries. Veach argues that such methods are more robust than the corre-
sponding deterministic methods [67]. They also allow modeling of diffuse reflections and
complex BRDF simulations which are more difficult to model with classical deterministic

ray tracing methods.

2.1.3 Radiosity based algorithms

A radiosity method (has also been referred to as a finite element method in literature)
is the other commonly used illumination and energy propagation technique for image
synthesis. This approach is more suitable for global illumination where each polygon
or part of the polygon is simultaneously modeled as a receiver as well as an emitter of
energy [23, 44]. The advantages of radiosity methods are two-fold. First, they provide
view independent illumination results. Second, radiosity algorithms account for all energy
in the environment rather than just the line of sight occlusion. On the other hand, if one

needs to model only a few viewing positions then computing view independent results
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may be wasteful and can be argued to be a disadvantage of the method. The basic
computation of a radiosity method is to define a linear equation for each surface in terms
of the energy emitted and received by the surface with respect to every other surface in
the environment. For example, for an environment containing n patches, the system of

linear equation can be defined as a matrix given by

1-Rnfiy —Rplsr ... —Rg1Fn 1 L €1
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..... (2.1)
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where I; is the illumination received by i** patch from all other patches, Ry; is the diffuse
hemispherical reflectance emitted by the " patch, Fj; is the factor (also known as a form
factor) that relates the energy density incident on patch j from patch i to the intensity
reflected from patch ¢, and ¢; is the emissivity of a patch. The computation proceeds
by solving this set of linear equations. Though radiosity methods account for all energy,
processing more than a couple of reflection iterations is computationally very expensive.
Besides, to account for specular reflection special processing has to be performed. The
current state-of-the-art radiosity algorithms take several hours and even days to compute

a few iterations for large scenes with several hundred-thousand polygons [61].
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2.1.4 Hybrid algorithms

A combination of radiosity and ray tracing algorithms have also been proposed. Wallace
[70] combined the two methods to propose a two pass solution to Kajiya’s rendering
equation [27]. Shao [55], and Sillion [58] combined the two approaches to provide specular
and diffuse reflections in the same scene. Wallace [71] also extended the progressive
radiosity [11] scheme using hemi-cube algorithm [10], by shooting rays from all surfaces
in the environment towards a secondary light source and then determining the surface-
to-surface energy contribution. This resulted in addressing the insufficient sampling issue

and the aliasing problem inherent to the earlier approaches.

2.1.5 Participating and non-participating media

For the purpose of realistic simulation, one also needs to differentiate between partic-
ipating and non-participating medium. In most cases, it is computationally simpler to
assume that there is no attenuation due to an intermediate medium, that is, there is a vac-
uum. For the same reason light transport algorithms typically assume non-participating
medium. For realistic image synthesis researchers have taken an easier way out by mod-
eling these phenomenon as textures. On the other hand, if a natural phenomenon such
as fog, smoke, clouds, etc., which attenuate light to varying degrees has to be modeled,
an algorithm can be both computationally expensive and complex. One such example of
modeling smoke procedurally is given in [15]. An inexpensive solution commonly used is

to attenuate light as a function of distance.
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2.2 Ray tracing versus wavefront approach

Ray tracing traditionally starts a ray either from the source to trace its path until its
energy attenuates below a certain threshold or has encountered a fixed number of surface
interactions; or from the receiver to trace it until the ray reaches a source or travels outside
the scene. This approach can also be termed as the depth first approach. The wavefront
approach on the other hand advances all the rays to the same distance at any given state
of the computation. This can also be called as the breadth first approach. Moravec [38]
very early on had proposed simulation of light wavefronts. The idea was that instead
of infinitesimally thin rays, light is represented as wavefronts which were stored as two
dimensional arrays of complex numbers. The size of a model and propagation within it
were assumed to be a direct function of the wavelength being used for the simulation.
That is, the scene was represented as a box made up of cells of size half wavelength wide.
Each cell was characterized by three complex coefficients (for refractive index, scattering,
and light source). As a wavefront propagated through a scene, the wavefront coefficients
were multiplied with the coefficients of the cells describing the scene. The method was
considered to be suitable for parallel processing and supposedly superior for extremely
complex and dense models?, where particle form of propagation can be computationally
very expensive. Propagation in the direction orthogonal to a wavefront was recognized

as a special case, which was defined as a convolution. Fast Fourier Transform (FFT)

2The basic assumption was that scenes have matter every one half wavelength, i.e. typically

every one half to one meter.
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was used to speedup the processing to O(nlogn) rather than O(n?) for typical particle
tracing methods, where n is the number of elements in the two-dimensional array of
coeflicients. A two dimensional transformation was accomplished by first taking a one
dimensional FFT of each row and then taking a one dimensional FFT of the result.
One direct advantage of the above method is a view independent computation similar to
radiosity solutions and unlike ray tracing. It also alleviated the aliasing problem common
for classical ray tracing solutions.

In a more recent work, Elber [17] discusses computation of wavefronts. Light is
propagated both from a point source as well as a spherical (with a well defined surface
area) source in an environment consisting of freeform surfaces. A major problem for
propagation in such environments is in determining a correct reflection wavefront off
a freeform surface. For this, a trivariate wavefront equation is solved to compute the
trivariate irradiance function. The trivariate wavefront is further approximated as a series
of bivariate wavefronts for ease of computation. The principal idea used in the irradiance?

computation is the intensity law of light where irradiance is inversely proportional to the

area under consideration.

Combination of depth first and breadth first approach

To schedule the casting of rays, yet another variation of the above depth first and breadth
first techniques is a combination of the two approaches. This has been proposed by Pharr

et al. With faster computers, rendering algorithms can handle much larger and complex

3Defined as radiant flux received per unit area.
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scene databases. But this increase in scene complexity reaches a limit if the scene database
is so large that it does not fit into the memory all at once. This results in thrashing, thus
offsetting the gain achieved through a high speed processor. Memory-coherent ray tracing
[46] alleviates this by proposing a caching [45] and reordering scheme. The method caches
a subset of the geometric and texture databases in the main memory for fast access by
the rendering system. First the algorithm statically reorders the scene data depending
on the viewing position. Then it dynamically loads these subsets into memory. It also

dynamically reorders ray intersection processing to suit the subset in the memory.

2.3 Propagation algorithms for wireless communication sys-

tems

Wireless computing and communication is a powerful paradigm that transcends physical
connection between a source and a receiver. This has resulted in a host of applica-
tions being suggested using wireless transmission. These applications range from voice
transmission in the form of cellular phones to data transmission for mobile radio pagers,
palmtops, and laptops.

The advances in wireless technology and its applications has precipitated a renewed
interest in the computational models that can simulate radio wave propagation. For wire-
less applications we are mainly concerned with radio frequency propagation of wavelength
from a few millimeters to less than a meter. Though both radar and wireless applica-

tions operate over the same range of radio frequencies, it is important to understand the
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differences in objectives for propagation in each domain. For radar applications, target
detection is the main objective. However, for wireless applications one is interested in
understanding the exact distribution of energy from a specific source. One of the impor-
tant applications of such understanding is optimal placement of transmitters in various
environments, such that the power does not drop below noise threshold and there is a
smooth handoff of a mobile user from one cell to the other. This is necessary for an unin-
terrupted wireless link for the mobile user. The criterion for an optimal placement is the
overall distribution of power in an environment. In particular, power received at a spe-
cific receiver position in three-dimensional space assumes considerable importance. One
of the major upcoming applications for wireless communication is macrocell, microcell,

and picocell placement in suburban, urban, and indoor environments respectively.

2.3.1 Propagation models for simulation of transmitter placement in

an environment

A ‘good’ placement of transmitters is an iterative procedure which can be very costly if
physically performed for every site. Typically, cellular service providers conduct elaborate
field trials at selected sites that broadly represent a class of environments such as cluttered
urban environments, rural environments, or inside buildings. They physically place a
transmitter at a heuristically determined location and then physically measure the exact
received signal strength at predetermined locations in three-dimensional space.

A better method would be if an exact geometric model of a site-specific environment
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could be created in which one could simulate propagation of energy from various trans-
mitter locations, and predict signal strength in three-dimensional space with reasonable
accuracy. Further, there may be more than one transmitter in the environment and it
may be worth computing if there would be any co-channel or adjacent-channel inter-
ference between various transmitters. Thus, a simulation which quickly computes radio
frequency propagation in a geometrically represented model of an environment is highly
desirable.

The two important problems that need to be addressed for such a system are an
efficient representation of the geometric environment and a computational scheme to
propagate energy. We will discuss various schemes of geometric representation and their
advantages in Chapter 3. For energy propagation, there have been various attempts at
ray tracing based solutions to the above problem for predicting signal strengths in indoor
and outdoor environments.

For indoor environments, Valenzuela [64] suggested a ray tracing approach where
exact reflection and transmission paths are constructed between a transmitter and the
receiver stations. The scheme computes the number of intersections between the source
and the receiver and attenuates the signal as a multiple of these intersections but for each
reflection it creates a new virtual location. For computational efficiency the number of
reflection paths are restricted. The algorithm is strongly biased in favor of transmission
paths and this computational artifact could result in skewed distribution of power in an

environment where the amount of reflected energy is more than the transmitted energy
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(because of the material properties of objects in that environment). Schaubach et al.,
[52] and Seidel et al., [53] have suggested a pure ray tracing based approach for predict-
ing path loss and delay spread in microcellular environments, where the received signal
strength is sampled at large distances to computationally speedup the predictions. Sparse
sampling may be sufficient for rural flatlands where most of the power attenuation is due
to distance between a receiver and a transmitter also known as long-term or large-scale
fading. However, it is not sufficient for heavily built urban environments, where power
distribution could be very different just a few tens of meters apart.

Kreuzgruber et al., [32, 33] suggested a ray splitting method which maintains a con-
stant spatial resolution. A ray is cast as a ray tube. Splitting of a ray tube takes place
at predetermined zonal boundaries. The scheme is able to address the problem of miss-
ing geometry. However, there is an exponential increase in the number of rays cast into
the environment at every zonal boundary. For large environments this approach can be
prohibitively expensive. The proposed scheme also does not take into consideration the
increase in the projected surface area with an increase in the incident angle. This can
introduce arbitrarily large error due to insufficient subdivision of a ray tube for large
incident angles.

There has also been an attempt at computing an optimal solution for a placement
of a transmitter in an environment. Fortune et al. [20] proposed an adaptation of the
Nelder-Mead’s [43] direct search method to the transmitter placement problem. The idea

was use a combination of some well defined heuristics and the optimization algorithm.
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Despite the existence of several local optima the authors observed that the above problem
was not suitable for global optimization.

Diffraction is an important component of the total energy in outdoor environments.
For prediction of path loss in rural environments Luebbers in [36] and [37] has compared
the knife edge diffraction model with the wedge diffraction model. The main difference
between the two is that for knife edge diffraction, the ‘knife’ is considered as a perfect
absorber and hence the source is treated as being in the plane of the ‘knife edge’. On the
other hand, wedge diffraction is similar to GTD where diffraction takes place in any of
direct, reflected, or diffracted regions. We describe geometric aspects of GTD, the clas-
sification of regions around a wedge, and its coefficients in detail in Section 5.1.1. Thus,
GTD turns out to be a more powerful mechanism for diffraction with little additional
cost.

To achieve computational optimization for diffraction propagation, a variation has
been proposed where edges are treated as secondary energy sources. In the first pass of
computation all energy reaching an edge is collected. A second pass is used to propagate
that energy further into the environment. This scheme has a drawback. When a ray is
incident on an edge it divides the area (in case of two-dimensions), or volume (in case
of three-dimensions), around an edge into three distinct regions—the shadow region, the
reflected region, and the incident ray region. These regions are a function of the ray’s
incident angle. The energy attenuates in these regions based on a distribution function

over the entire range of 360°. If all energy incident on the edge is collected from all sources

41



before it is propagated further, we are inherently losing information on the boundaries
for these regions which results in significant approximation. For outdoor environment,
Vinco et al., [69] have suggested an analytical solution to the diffraction problem around
the corners. Their solution applies to building corners in a typical rectilinear street
environment besides being valid only for two-dimensional geometries.

As mentioned earlier, a popular technique used by cellular service providers to study
propagation effects for wireless applications is to conduct field trials and study these
effects in different types of environments. The idea was that if a fairly large number of
field trials are conducted in different types of environments and broadly classified into a
few types such as cluttered, urban, semi-urban, rural, indoor areas then certain empirical
conclusions could be drawn about there attenuation characteristics. These could in turn
be used to draw conclusions for similar type of environments. In fact, such field trials have
concluded that long-term fading in urban environments follow a log-normal distribution
whereas short-term fading with reflected energy follows Rayleigh distribution. Similarly,
direct plus reflected paths follow Rician distribution [34]. Often these results have been
used in statistical simulations to predict path-loss for broadly classified environments.
But such classification yields very approximate results and are good only as a first level
of approximation.

Classical image based ray tracing is not efficient for the transmitter placement prob-
lem because of the number of receiver locations is very large. At the same time, as is

evident from the above survey most of the work on radio propagation algorithms has nar-
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rowly focussed on specific types of environment such as inside buildings or in urban areas
for street level propagation. This becomes a restriction in scenarios where propagation
distribution has to be studied from one type of environment into another. Another prob-
lem has been that these algorithms do not scale well to large environments. We propose
a unified approach that is equally efficient in all types of large geometric environments

and their combinations.

2.4 Propagation algorithms for acoustic wave modeling

Acoustic modeling in geometrically defined environments has to address issues similar to
radio propagation modeling such as efficient method of propagation as well as efficient
geometric representation. At the same time there are some application dependent differ-
ences which impact the actual algorithms applied to solve the individual problems. One
major application dependent difference is in the type of antenna being used. If an acoustic
modeling system assumes isotropic omni-directional source then the beams can initially
be modeled by the largest polygons surrounding the source (for example the six polyg-
onal faces in a room), thus making beam tracing more suitable. However, for wireless
applications antennas typically have very complex directional, non-isotropic beam pat-
terns (with rather fine resolution). Modeling the tilt of the beam, both in azimuth and
elevation is another important RF engineering consideration. In fact, besides focussed
applications such as directional propagation, beam tilting is being seriously considered

for network traffic hot-spot mitigation and other network-wide dynamic load-balancing
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schemes. Another primary difference between modeling radio frequency propagation and
acoustic modeling for auralization in interactive virtual environments is that in former
scenario a user is typically at a constant height above ground (or floor in case of inside
buildings) whereas a user in the latter scenario can move anywhere in three-dimensional
space. For this reason, in the latter case a whole beam-tree data structure has to be
stored as opposed to a single height field where we just store possible user positions in
the environment. For wireless applications, the user is typically at a constant height from
the ground (for example, six feet above ground for hand held cellular phones, which is
also a typical height of a car antenna).

In a recent work, Funkhouser et al. [22] used beam tracing for acoustic modeling in
simple three-dimensional environments (in terms of environmental detail). The system
implemented a full beam tracing algorithm at the cost of not being able to handle large
detailed environments. It initially partitions the three-dimensional environment into cells
using a binary space partitioning tree scheme and constructs an adjacency graph between
adjacent cells. Then it cast beams from an acoustic source and traces them for specular
reflection and transmission. These paths are further stored in a beam tree data structure
for later interactive visualization and audio playback as virtual characters move within
the environment. The work does not scale well for large geometric models with a high
degree of local geometric detail because of an exponential growth in beam fragmentation
and its associated data structure. For example, if the beam interacts with many cell

boundaries then it can get trimmed into narrow beams diminishing the advantages of
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beam tracing over simple ray tracing. It is important to note that the performance of
any system is directly proportional to the geometric detail available. But since the above
system exploits the coherence in an environment by using beam tracing, efficiency of the
system is adversely impacted by a detailed model. As we will describe later, a hybrid
scheme of representing beams by their medial rays is more desirable to model acoustic

waves t0o.

2.5 Propagation animation

A form of the breadth first approach with which we experimented in the course of the
development of the radio propagation algorithms is to advance a ray until it interacts
with a surface and then follow the same procedure with the next ray in the environment
and so on. This procedure is followed all the way until rays in all directions have been
propagated, constituting a single pass. The previous rays are stored in a tree-like data
structure for further processing. In this approach, rather than propagating a ray further
into reflected and transmitted rays and following that particular ray until it attenuates
below a threshold, one computes the path of other rays to similar surface interaction
and then returns back to the computing of previous rays. The above form of wavefront
propagation has advantages where the system runs in an interactive mode. With each
pass, the movement of a wavefront is studied as it propagates in an environment, in
a way facilitating “propagation animation”. This is in contrast to viewing the energy

distribution map in the environment as a final image.
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A highly desirable goal for these computational algorithms is to be able to animate
propagation of energy in various environments. For this purpose computational speed
of an algorithm? assumes importance, which leaves a lot to be achieved, especially if

accuracy of the images that are generated also has to be maintained.

4Tt is interesting to note that Reif et al., have formally studied the complexity of ray tracing
[50] and beam tracing [49] in a three dimensional optical system consisting of finite set of reflective
and partially reflective (transmittable) objects. The ray/beam tracing problem was formulated
as a decision problem where given an optical system, a light ray’s initial position, the direction,
and a fixed point ‘p”’ in three-dimensional space, the question that the ray eventually reaches ‘p’
was proven to be undecidable. Thus, though a general solution to the ray tracing problem is
computationally unsolvable, its intelligent adaptation to various applications could yield useful
results. Also, in the presence of attenuation, and a bound on detectability, one can make this

problem decidable.
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Chapter 3

Efficient Geometric

Representation of Environments

Any simulation of energy propagation using geometric optics and its extension in the
form of theory of diffraction, assumes a scheme of geometric representation for a given
environment. Representation of a site-specific geometric environment itself is a two step
process. First, we need an efficient scheme to represent the database of geometric entities
(in the form of a suitable data structure) to quickly answer some key questions. These
questions could range from determining the extents of a bounding box for a geometric
entity or a group of entities; to the question of whether a ray intersects with any object
and if so, the specific surface of the object that is intersected along with its material and
other properties. Fast answers to these questions become central to the efficiency of any

algorithm that is implemented using such a data structure. The efficiency of a represen-
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tation assumes further importance if one of the objectives is also to interactively visualize
the environment. Second, we need a mechanism to compile a geometric database for a
specific site, which may be available from several different sources. This raw information
may also vary in terms of the format, type of information, and finally the scale (or detail)
of information. For example, it may include elevation information of a geographic area
along with its vegetation cover; a blue print of a city with a height field for each building,
or a street layout with an associated approximate height field for each city block; or an
architectural drawing of a specific building with detailed floor layout of each floor along
with geometric details of each piece of furniture. A manual compilation of such databases
can be so tedious and time consuming that any realistically large environment could take
unrealistic amounts of time. Thus many ideas have been proposed towards generating
such geometric databases in an automated fashion. Some such databases are primar-
ily geared towards interactive visualization and others are specifically geared towards
simulation of local or global illumination.

In the following sections we will first discuss some of the popular geometric represen-
tation schemes and why they do not serve our purpose of simulating radio propagation.
Then we will discuss the rationale for using binary space partitioning trees to build a ra-
dio propagation prediction tool. Finally we will discuss the methods of acquiring different

types of databases for our prediction system.
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3.1 Popular representation schemes

For rendering geometric scenes, the computer graphics community has proposed several
different representation schemes. Some of the schemes studied extensively are boundary
representation, constructive solid geometry, different spatial subdivision methods, and
freeform surfaces represented as high degree polynomials. Besides these basic methods
there are several variations to these that have been proposed. The usage of a particular
scheme is heavily influenced by whether the representation is used for rendering, computer
aided design and analysis (such as solid modeling), computer aided drafting, or for image

processing.

3.1.1 Boundary representation

Boundary representation (Brep) is typically understood as any representation of objects
by surfaces (as opposed to solids). It has been the most versatile and widely used scheme
to represent geometry for various application domains. In its simplest form the scheme
enumerates all vertices in an environment. Edges form a topological relationship be-
tween vertices. Similarly, in three-dimensional space, faces form a topological relation-
ship amongst edges. For brep, a combination of these vertices, edges, and polygonal faces
(planar) is defined as an object.

A clear advantage of the representation is the simplicity in defining its data structure.
However, a major disadvantage of brep is that the basic definition does not distinguish

between the inside and outside of an object. Usually additional information has to be
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stored to make this distinction explicit. Typically, a surface normal is stored for each
polygon, with a convention that the normal is defined as a vector facing away from the
outside of a polygon. This enables a distinction between the inside and the outside
of a polygonal face with respect to an object. However, one still cannot ensure the
consistency of an object in terms of an enclosed space, since there is no mechanism to
know if there are cracks between edges or vertices. An accompanying data structure is
needed to help find adjacent vertices in an environment. Similarly, determining the closest
surface intersection is a costly operation unless a spatial relationship amongst all faces is
maintained. This again adds to the complexity of the data structure. Several variations
to this basic scheme have been proposed by maintaining relationships amongst different
entities in the data structure. Most of the systems for radio propagation have used some
variation of boundary representation. Fortune et al. used a brep data structure based on

triangulations [20].

3.1.2 Constructive solid geometry

Constructive solid geometry (CSG) is a popular scheme of representation for solids as
opposed to a scheme for boundary representation. The scheme was primarily developed to
model complex three-dimensional objects. The representation starts with a set of simple
primitives such as a cube, sphere, cone, pyramid, and a tetrahedron, etc. Primitives are
defined as bounded volumes, typically a result of an intersection of a set of halfspaces.

For some primitives such as a sphere or a cone, the bounded volume may be a polygonal
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approximation of the true shape with a tight control on its volumetric error bounds.
New objects are constructed from these primitives by using one or more of the boolean
operations (union, intersection, and difference). These operations could be between any
two primitives, or between a primitive and a complex object. Affine transformations (such
as scaling, translation, and rotation, etc.) can also be performed both on primitives and
their combinations. These boolean operations form a hierarchy of intermediate objects,
which can be conceptually stored in a hierarchical tree structure. The nodes of this tree
represent boolean operations between objects, whereas leaves of the tree represent the
primitives. The whole environment consisting of several complex objects may again be
represented as a single tree for rendering computations. A primitive can also be defined
by its exact polynomial representation. The advantage is their compact representation.
But at the same time, after several boolean operations as the complexity of an object
increases, it may become difficult to represent the resultant object as a simple polynomial.

There are several other schemes where instancing in some form is used as a means
of constructing large databases consisting of replicated object or slightly transformed

objects.

3.1.3 Spatial subdivision

Spatial subdivision methods have been used for many modeling and design applications.
The basic idea of any spatial subdivision method is to divide space into disjoint sub-

spaces. Space in the current context is being used as a dimensionless quantity, that
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is, it can represent two dimensions, three dimensions, or any higher dimension. For
practical purposes here we will restrict ourselves to two and three-dimensional spaces. The
resolution to which space is subdivided depends on the desired accuracy for a particular
application or a specific object. Space can be subdivided by a number of techniques.
It can either be subdivided uniformly or nonuniformly. At the same time subdivision
can be along the coordinate axes or along any arbitrary axis. An advantage of uniform
subdivision is that it is algorithmically simple but it could result in unnecessary division
of space (depending on the application). Nonuniform subdivision on the other hand
usually subdivides space based on some predefined criterion. The criterion could be
based on some logical entity or for that matter could be based on a physical entity.
Nonuniform subdivision in general is algorithmically complex but more precise. The
higher computational cost may not be a very important consideration since for most
applications it is performed as a pre-processing step.

Two of the most commonly used spatial subdivision schemes are Binary Space Parti-
tioning Trees (bspt) and n? trees. Theoretically speaking the process of subdivision for
both these schemes can be applied to any dimensional space. For the same reason they
are sometimes referred to as dimension independent spatial subdivision schemes. Binary
space partitioning trees have also been referred to as partitioning trees in literature. The
main difference between the two is that n¢ trees perform axis aligned subdivision in a d-
dimensional space. Here n refers to the number of divisions performed for each dimension.

For example, binary partitioning divides the space into two sub-spaces. Each subdivision

52



operation creates equally sized n? spatial units. Octree can be considered as a special
case of n? trees for three-dimensional space where every subdivision results in 23 (i.e. 8)
equal octants along its three axes. In fact, it acquired its name octree—a tree of octants,
because of this operation. Quadtrees can again be treated as another special case of n?
trees for two-dimensions, which subdivides two-dimensional space into four quadrants.
On the other hand, bspt partitions a d-dimensional space with a (d — 1) dimensional
entity [21, 41]. For example, planes (which are two-dimensional) are used to partition
a three-dimensional space, and so on. Here unlike octrees, the partitioning hyperplane!
does not have a preference towards a specific orientation. Both these schemes define a

hierarchy of recursive subdivision.

3.1.4 Other hierarchical schemes

There are some other hierarchical decomposition schemes, which have used levels of en-
closing volumes though not necessarily disjoint [9, 14]. The basic idea of both the schemes
was to have a hierarchy of bounding volumes, which enabled pruning of large parts of
the geometric environment to avoid any unnecessary intersection computation. These
bounding volumes were not necessarily of a particular shape or size. Another hierarchical
scheme that used only parallelepipeds was proposed by Rubin et al. [51]. The main

motivation was that this homogeneity allowed simpler computational processing. These

n literature, hyperplanes have been used to refer to different concepts in different contexts.
Here hyperplane is used to denote the dimension independent nature of the dividing plane in

contrast to the two-dimensional plane.
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parallelepipeds were also oriented such that they minimized the bounding volume for the
enclosed objects.

Another hierarchical data structure used for extremely large geometric databases was
proposed by Pharr et al. in [46]. The work addressed two problems. First, the problem of
memory thrashing because the geometric database is so large that it does not fit into the
main memory all at once. Second, to improve the efficiency of the computation for nearest
ray intersection. As we will see there is room for improvement on both these fronts. The
efficiency comes from the observation that any ray tracing method on such databases can
be improved by adhering to the spatial locality in a geometric database. The solution
proposed was that the environment be divided into smaller subsets that have roughly
the size of the available cache. For efficiency each of these subsets could then be loaded
or removed from memory all at once. To avoid loading a subset of geometric entities
many times the environment is overlayed with a grid of voxels called the scheduling grid.
Rays are grouped together for each such voxel and processed only after sufficiently large
number of rays have been collected. Additional efficiency is achieved by using a single
shape such as triangles for all geometric objects. However, this one-level hierarchy of
subsets still does not suffice for fast intersection computation because a large database
may end up having a few thousand triangles per grid voxel. A two-level intersection
hierarchy consisting of the geometry grid and the acceleration grid were used in the above
work. It is important to note that although they used a two-level hierarchy, the number

of levels could easily be extended to three or more depending on the number of geometric
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entities in the environment. The basic idea is to bring the number of geometric objects
down to a few hundred at the lowest level within any grid voxel. One primary drawback
with the above regular grid approach is an implicit assumption that geometric objects
are uniformly distributed in an environment. Typically, for non-uniformly distributed
environments an octree-like grid structure [59] may be more suitable. Another approach
applicable to non-uniformly distributed environments and more general as well (in most

cases), may be a binary space partitioning tree, as discussed in Section 3.2.1.

3.1.5 Freeform complex surfaces

As one would notice, all the above representation schemes are either polygonal approxima-
tions of freeform objects (e.g., spatial subdivision methods) or in fact, are pure polygonal
representations (e.g., brep). CSG in principle can have any primitives with a polynomial
definition (e.g., sphere, cone etc.), but for computational reasons polygonal approxima-
tions are used frequently. No discussion on geometric representation schemes is complete
without mentioning freeform surfaces. This leaves us with a need to represent freeform
surfaces (for example, the surface of the earth and other naturally occurring objects).
Some can be represented as a function of a polynomial equation. However, there are
a host of other representation schemes for this purpose, such as algebraic surfaces, and
B-spline surfaces including their variations and parametric forms. Though the repre-
sentation is exact in these forms it is computationally expensive to perform intersection

operations. This computational cost may not justify the advantage of an exact represen-
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tation and hence usage of such a representation is purely dependent on the application for
which the representation is being used. To achieve the overall goal of a unified approach
to model radio propagation as well as for fast intersection computation, we will represent

a terrain as a binary space partitioning tree.

3.2 Unified approach to radio propagation in any geometric

environment

As was discussed earlier, most of the earlier work to compute radio power distribution
has focussed on specialized types of environments. Interestingly, these environments were
classified not based on their electromagnetic wave propagation properties but rather on
the ability of the algorithms to represent large environments. Needless to say, that specific
systems have been developed that can simulate energy in only one type of environment
at a time such as urban outdoor environments or inside buildings. At the same time,
there are no known systems that simulate all radio propagation effects (for example,
line-of-sight, reflections, and diffractions) in environments which have large differences
in elevation (valleys and hills). We classify these last type of environments as terrain
based environments. The problem is not so much in managing different systems for
different geometric environments, but in simulating radio propagation from one type
of environment to another type of environment. For example, a transmitter placed at
a street corner in a dense urban city such as Manhattan does not restrict its signal

propagation merely to the streets, the signal also creeps inside individual buildings. With
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more and more buildings having their own cellular and PCS networks, this energy from
outside the building can cause large interferences inside. On the other hand, if this
signal strength is strong enough and is of the desired radiation (is from the same system,
i.e. non-interfering) it can actually influence the final placement of transmitters inside
these buildings. For this reason, a unified approach to propagation in a combination of
environments goes a long way in achieving this goal.

There are two areas that have to be addressed for a unified approach to radio propa-
gation in any geometric environment. First, is a multi-resolution efficient data structure
to represent geometry. Second, is an adaptive scheme to cast rays at a finer resolution in
places where there is more geometric detail and at a coarser resolution where either the

geometric detail is not high or the objects are sparsely located.

3.2.1 Binary space partitioning trees

Partitioning trees have been a popular method to represent large geometric databases
for rendering images. For example, for global illumination computations, for interactive
walkthroughs of complex environments [54], and for geometric modeling using set opera-
tions [62]. Recently it has been used for acoustic modeling [22]. For radio propagation, we
first used binary partitioning trees in [18] to achieve computational speed for intersection
purposes. The hierarchical multi-resolution nature of partitioning trees was efficient to
determine the closest surface intersection in large environments. The scheme also proved

to be very effective for interactive visualization and placement of transmitters in large
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environments [47].

The representation classifies the geometric objects in an environment by subdividing
space. The process starts by choosing a dividing plane (also known in literature as a
hyperplane). All the geometric objects are spatially classified depending on whether they
are to the left or the right of the this subdividing hyperplane. Entities that fall on the
plane are classified as such. There are several criterion that can be used to choose these
hyperplanes. Some of these dividing hyperplanes can be coincident to the polygonal faces
of the objects.

At the end of the process the geometric environment has a tree data structure where
the nodes of a tree are the partitioning hyperplanes with the left subtree containing all the
geometric entities to the left of the hyperplane and the right subtree containing the entities
that are to the right of the hyperplane. Since bspt classifies the space volumetrically, the
leaves of the tree classify the environment as space inside an object and space outside
all the objects (or not inside any of the objects). Partitioning tree representation has a
clear advantage in classifying a point in space which at worst is equivalent to traversing
the depth of the tree. The depth for a “well constructed” partitioning tree is typically
O(log N), where N is the number of surfaces in the environment [42]. This is a major
improvement over Brep which is typically O(N). Some of the other advantages are
easy surface visibility determination (also known as hidden surface problem), and fast
determination of closest surface intersection with a ray in a geometric database.

Here it will be useful to do a one-on-one comparison between the two-level hierar-
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chical approach as discussed in Section 3.1.4 and a pure binary space partitioning tree
approach. For example, let an environment consist of ten million triangles that are uni-
formly distributed across the environment. With the above approach of two-level grids,
each grid-cell at the lowest level will have a few hundred triangles. A log(N) search within
any grid-cell will take only a few steps, where N is the number of triangular polygons.
On the other hand, an approach that constructs a single balanced bspt could take several
tens of steps (on an average, log(IN) steps), if each search is performed starting from the
root of the tree.

Now, if we assume that many operations have to be performed, in succession, in a local
region spanning a single grid-cell then speedup for the two-level approach is substantial,
especially once a grid-cell is determined. This is because first the cost of determining
a particular grid-cell is amortized over all the operations for the grid-cell. Second, this
cost of searching for the grid-cell is not repeated for each operation performed within the
grid-cell. In this example, with the assumptions we have made, the former approach has
a clear advantage. But at the same time unless the application is tailor-made such that
lots of operations have to be performed locally in succession there may be a substantial
overhead involved in collecting operations for a local region, in which case balanced
trees may still have some advantages as opposed to the grid-based approach. Shade
et al. [54] have used bspt representation with balanced trees in terms of the number
of geometric primitives contained in each subtree to facilitate hierarchical view-frustum

culling. However, neither a uniform-grid approach nor a balanced bspt approach may
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work for a realistic environment where entities are typically not uniformly distributed.
The central issue in the usage of a bspt approach for non-uniformly distributed geom-
etry is the construction of good partitioning trees. That is, the depth of a tree should be
correlated to the probability of reaching a region. This is analogous to a Huffman coding
technique where higher probability values are assigned shorter codes. Thus, the concept
of variable height trees can result in substantial computational gains depending on the
distribution of geometric entities in the environment. In fact, further computational effi-
ciency can be obtained for regions with very high density of geometric entities by using
the concept of bounding volumes around these high density regions. This can also be
easily incorporated in the construction of a bspt tree by storing additional information
regarding a bounding box of the subtree at each node. This leads us to the question of
how do we go about constructing such a tree for non-uniformly distributed geometry?
Intuitively, we want short paths to large regions and long paths to small regions. We

discuss this in the next section.

Construction of good partitioning trees

From the outset it seems that the efficiency of a bspt scheme primarily depends on the
partitioning tree that is built for an environment. It is worth noticing that in principle,
the same environment can be represented by several different binary trees and proving
that a constructed tree is optimal is difficult for a any environment let alone for a class

of geometric environments. A worst case scenario would be a partitioning that results in
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a linear tree. The average search time for such a tree is O(NN), where N is the number of
surfaces in the environment. At the other extreme, and the most intuitive, is a balanced
tree which minimizes the overall height of the tree to O(log N). The average search time
for such a tree is correspondingly, O(log N).

To construct a partitioning tree the simplest heuristic is to use the set of brep faces as
candidate hyperplanes?. Note that multiple coincident faces are represented by a single
hyperplane. Initially all brep faces are in this set. A hyperplane which covers the maxi-
mum surface area and results in least splitting of other faces is considered the best choice
for subsequent intersection queries. However, better trees can be built using an expected
cost model as discussed by Naylor in [42]. A combination of heuristic methods and an ex-
pected cost model for goodness of a tree can be used to generate a final partitioning tree.
Since it is difficult to determine an optimal partitioning hyperplane at each step without
evaluating all possible hyperplanes, various heuristic methods help in generating a set
of candidate hyperplanes. Then, using the expected cost model of goodness, one of the
candidate hyperplanes is selected that minimizes expected cost during each subdivision
iteration.

The expected cost model for an operation on a partitioning tree is given by the
summation of costs at each node of the tree. Cost at each node is given in terms of
the cost of its left child tree multiplied by that branch probability plus the cost of right

child tree multiplied by its branch probability plus some constant cost for processing that

2A hyperplane is defined as an infinite plane having a direction which is normal to the plane

it represents and a scalar ’d’ which is the distance from the origin of the coordinate system.
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node. The left and the right child trees also correspond to the negative (r~) and positive
(r™) subregions formed by the hyperplane at the node. The following equation states the

above relationship for a general operation on the tree.
Eeost[T] =14+ 9~ X Eeost[T ] + " X Eeost[T] (3.1)

For an operation such as finding the surface , the basic idea is that the probability of
hitting a subregion is directly proportional to the area of the subregion with respect to

the original area, which is given by

pT = area(rt)/area(r) (3.2)
and

p~ = area(r™)/area(r) (3.3)

Since we are building the tree top-down, we must estimate the expected cost of the as

yet unconstructed subtree. We use the number of faces in each halfspace as given below:
oot [T*] ~ |0 |2 (3.4)
Similarly,
Eeout|T ]~ |b | (3.5)

We performed several experiments with the exponent by computing the average height,
maximum depth, and standard deviation from the average for a constructed bspt for a

given environment. A value of (0.8 was determined empirically to be the best for large
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outdoor environments and individual buildings. This exponent could very well be different
for different types of environments from flat terrains to very hilly terrains.
The following pseudo code of the partitioning tree algorithm gives an idea of the brep

to bspt conversion.

Brep_to_Bspt: Brep b — Bspt T {

If b == NULL then
T = a cell

Else
h = Choose_Hyperplane( b )
{b",6=,0° } = Partition_Brep( b, h )
T .faces = b°
T.pos_subtree = Brep_to_Bspt( b" )

T.neg_subtree = Brep_to_Bspt( b~ )

3.3 Importing geometric databases

An essential step in performing simulation on any site-specific environment is to be able to
import these databases into the simulation system in the desired format. This is true, be
it a large building with detailed layout, an actual cityscape with exact spatial description

of streets and buildings, or a rolling terrain consisting of hills and valleys. This can be a
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challenging task for any simulation system.

Terrain geometric databases have been successfully generated by stereo satellite im-
agery. Geometric databases for urban area with large constructed regions can be created
by a combination of city layout blueprints and airplane stereo photographs which provide
the elevation information for various buildings and landmarks. Some of the techniques
used to generate terrain elevation databases can be used to generate building height infor-
mation at regular intervals, but certain post-processing has to be performed to reconcile
this data with the actual buildings in the environment. Inside specific buildings, archi-
tectural blueprints are an important source of such databases. Though all the above
methods are useful, they still require some amount of manual work to produce a usable
form of a geometric database. We obtained different databases from several different

sources for use in simulations outlined in Chapter 7.

3.3.1 Indoor environments

One of the methods we employed to obtain geometric databases of a layout of large
buildings was through their architectural drawings. In Appendix A, we discuss at length
a process we used to import building layouts and convert them into three-dimensional
geometric models for visualization and simulation of radio propagation. An example
of this implementation and usage of the process on a large office building (a Lucent

Technologies building in Whippany, NJ) is shown in Figure 3.1.
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Figure 3.1: An example of a large modern office building extracted from a two-dimensional
drawing and represented as a three-dimensional building with most geometric entities
reconciled with their actual geometry. Different colors represent different material types.

For example, in the image red represents concrete and green represents sheetrock material.
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Solid vs. non-solid geometric environment

The most common problem with two-dimensional CAD geometric databases (floor plans)
is that walls and other such features are represented as line segments with no associated
thickness. However, since walls have finite thickness they are represented in most drawings
as two parallel lines with a finite distance between them. To construct a three-dimensional
representation of a floor plan an easy technique is to extrude all entities in the height
direction. But that results in two parallel planes for each side of a wall with no thickness
associated with them, effectively increasing the size of the database at least by a factor
of two. This increase may have a direct impact on the processing time of the prediction
system. Another problem is that these parallel lines may not be consistent throughout
the drawing in the original database itself. For example, at wall intersections sometimes
one of the lines is shorter than the other and at other times simply has a gap between
the two lines at a corner. There is no easy solution to this problem.

One solution as proposed by Kernighan et al. in [29] is to coalesce these two lines. The
problem with such an approach is that if either one of the original line segments is used
to represent the resultant wall then the physical location of the wall shifts with respect to
other entities in the environment. On the other hand, if a new line segment is introduced
in-between these two lines instead of the two original line segments then it becomes
extremely difficult to reconcile different corners of the walls without substantial manual
intervention. If now a thickness is assigned to these planes, then again, reconciling the

edges such that there are no gaps at the corners is a problem. This can have a significant
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impact on the prediction results in environments with thick walls. This is especially true
for the exterior walls of a building. Such positional anomalies at the exterior walls can
also have significant impact on the prediction results if energy distribution has to be
predicted inside a building from a transmitter located outside the building or vice versa.
The ideal case will be to somehow fill the space in-between the two adjacent boundaries
of a wall to form a single solid wall of the desired thickness.

To address the above problems and maintain positional consistency of the database we
represent such environments as non-solids. Another motivation for developing this repre-
sentation was in the spirit of developing a unified approach to propagation for all types
of environments with inputs from several different sources. The walls are represented by
their boundaries as two extruded solid polyhedrals having arbitrarily small thickness. In
our context, a solid geometric entity? is defined as one that is a closed polyhedral* having
a finite volume. An environment can then be consistently represented as a binary space
partitioning tree. To perform ray-beam tracing as discussed in Chapter 4, we compute
the first two intersections (instead of just the first intersection), where the first intersec-
tion corresponds to the front side of the wall and the second intersection corresponds
to the rear side of the wall with respect to the point of intersection. Conceptually, the
processing is the same as shown in Figure 5.5.

The main difference between solid and non-solid geometric representation with respect

3To construct a true three-dimensional solid environment from this extruded environment, one
could run algorithms similar to the reconstruction algorithm given in [39].

4In general, the solid geometric entity need not be polyhedral in shape.
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to the simulation system for radio propagation may come from the computational time
it takes for each database. We conducted several experiments on the same environment

represented as solid and non-solid. A comparison of the normalized run times is shown

in Table 3.1.
Type of data base | Normalized time
Thin solid walls 1.0
Thick solid walls 1.0
Non-solid walls 1.23

Table 3.1: Run time comparison between solid and non-solid geometric environments.

Type of data base Mean (in dB) | Std. Deviation (in dB)
Thin solid vs. non-solid walls 0.67 1.20
Thick solid vs. non-solid walls 1.67 2.73
Thin solid vs. thick solid walls 1.04 2.45

Table 3.2: Comparison between the prediction results for a solid and non-solid geometric
environment.

As we notice from Table 3.1 it takes approximately twenty-three percent longer to
compute the predictions in a non-solid environment as compared to a solid environment.
The reason for the increase in time is that for the non-solid environment two intersections
are being computed for the corresponding intersection in case of a solid environment.
This is expected based on the bspt represented geometry which finds the closest surface
intersection as an O(logn) operation. The normalized run time reported in the table

includes the overhead of reading the geometric database, computing coefficient tables for
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each material type and wall characteristic, and writing the final dB images. Table 3.2
shows the difference in predicted values taken over all the receiver locations between the

two types of representations.

3.3.2 Owutdoor environments

There are two methods of importing databases of large cities. One uses building databases
that contain height information for individual buildings. These databases are simple to
process and can be very accurate. The other method which may not be as accurate as the
first approach is to build a three-dimensional database from the two-dimensional street
maps. This latter approach has two drawbacks. First, the accuracy of such a database
will only be approximating the city to a block level with possibly the mean height of all
the buildings in a block assigned to the respective blocks. Second, these databases can
only be constructed for dense cluttered city environments such as Manhattan, which has
large builtup area and well defined blocks (in a grid format). The obvious advantage of
the latter approach is that detailed street maps are quite ubiquitously available whereas
for the former approach these databases have to exist with some agency or the other.
Notice that we are not giving a lot of consideration to details like a facade of an indi-
vidual building. These are important geometric details from a visual perspective but are
not as important from a perspective of computing long-term fading characteristics in an
outdoor environment. Besides, incorporating these details in the database are a matter

of debate on the accuracy versus computational efficiency tradeoff. Based on several
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heuristic experiments, we concluded that the benefits in terms of accuracy are far less
than the increase in the computational cost. The real problem comes is assigning mate-
rial properties to each individual building. To address this constraint we used a single
dielectric constant for the whole environment which resulted in a very good correlation
between simulation and the actual measurements. Images with propagation results in

large cityscapes such as Manhattan are shown in Chapter 7.

3.3.3 Terrain-based environments

Topographical databases of almost all of the United States and many other regions around
the world are available in the form of Digital Elevation Models (DEM) from US Geological
Survey (USGS) [16]. These databases provide elevation information at several different
resolutions ranging from thirty arc-second data to as high a resolution as one arc-second
data. With such a wide range of resolutions a data base can have an elevation data
point ranging from every 300 meters to 30 meters. However, any resolution coarser than
50 — 70 meters is not very useful for radio propagation since some significant terrain
features may not be represented in a piecewise linear representation of such a terrain.
Typically this data is divided into equal sized tiles which we called terrain patches. For

example, a single three arc-second pre-formatted patch extends to almost 10 x 7.5 miles.

Integrating terrain patches for run time loading

For radio propagation in large terrain based environments, loading the entire database

at one time is not only inefficient but sometimes infeasible as well. A single patch (of
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10 2 7.5 miles) having seventy meter resolution can easily have a few million triangles
depending on local variations in elevation, which increases dramatically for higher resolu-
tion patches. Thus, it is important to load parts of the environment at a time. We came
up with an approach similar to the one discussed earlier in Section 3.1.4. Instead of a
two-level intersection grid we used a single-level grid. We computed volumetric bounding
boxes around each terrain patch where the size of the patch can be arbitrarily small. Tt
is important to note that if each patch is large, that is, extending more than ten square
miles, then a coordinate system has to be chosen carefully such that the curvature of earth
does not affect the seamless integration of these patches. Typically terrain patch infor-
mation is available in spherical coordinate system which is transformed into a Cartesian
coordinate system. One of the primary problems with processing large terrain patches
is in selecting a suitable origin for the Cartesian coordinate system. If the origin of the
Cartesian coordinate system is defined as the intersection of the zero longitude (GMT)
and zero latitude (equator), the transformation distorts the shape of the patches that are
further away from this origin. This is due to the curvature of the earth. To alleviate this
distortion, during a preprocessing step we select a suitable origin from within a region,
for example, for northern New Jersey, a location from one of the patches is selected and
stored as a reference coordinate with each terrain patch that is converted into the bspt
format. If all selected terrain patches for a simulation have the same reference coordinate
with the same origin then the radio propagation simulation is performed else the patches

are reconverted into the bspt format with a new common reference coordinate system
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before a simulation can proceed. Figure 3.2 shows an example of a single terrain patch

and then a concatenation of four adjacent patches.

Figure 3.2: The images show a sample terrain of Boulder, Colorado area. For illustrative
purposes the images were constructed from a coarse 3 arc-second DEM data. (a) Single
terrain patch. (b) Multiple terrain patches (tiles) integrated seamlessly which can be

loaded dynamically at run time for simulation.

This simple process of concatenating terrain patches at run time also helps in terms
of a suitable user interface. A user can interactively select a set of contiguous (connected)
terrain patches, as shown in Figure 3.3, and then run the radio propagation simulation

on the environment. The above idea of integrating parts of an environment at run time
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can also be extended to other types of environments.

¥ Terrain Patch Selection

0K Cancel

*{ Propagate Message Board

Patch Hame: ftmp_mnthome/akumarfHome1 imwhitted/DataTerrain/MJ/HighRes/Elv{/simE426y .elv
Patch Comer: nw
Latitude: 40:37:30:n Longitude: 74:30:0:w
Patch Size (in seconds):
Latitude: 450 Longitude: 450
Humber of Elevation points in the Patch:
Latitude: 192 Longitude: 144
Ongnal Units: Feet

0K ||

Figure 3.3: The image shows the user interface to select a connected set of terrain patches.
A user can select a patch (shown in red), de-select a patch (shown in yellow), or perform

an inquiry on a patch.

3.3.4 Integrating terrain with buildings

We propose a simple algorithm to integrate elevation information along with urban city-
scapes. We compute the extents of each building in the building database. Then we

compute the minimum elevation for the extents of the building under consideration. The
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building height should be measured from this minimum point of elevation such that each
building individually is above its local ground plane. Since bspt provides us with an easy
way of integrating two objects by merging their individual partitioning trees based on
boolean operations (such as union, intersection, and difference), terrain, buildings, and

other such structures can easily be integrated seamlessly.
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Chapter 4

The ray-beam tracing algorithms

In this chapter, we first describe the special requirements that motivated the development
of our algorithm. Then we discuss the assumptions that were used to develop the ray-
beam tracing algorithm and finally, the actual algorithm. Since the algorithms use a
geometric basis to model radio wave propagation they could be used equally effectively

to model acoustic waves or wave propagation in some other frequency domains.

4.1 Modeling broadcast mode of propagation and its ratio-

nale

A desire to develop a unified approach to modeling energy propagation in different types of
environments was an important consideration in the development of these algorithms. As
discussed in Chapter 2, most of the light transport algorithms cast rays in the environment

starting from the eye position. One of the predominant reasons for this algorithmic
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approach is that light transport applications (primarily image synthesis applications)
typically have a very small number of viewing positions for which an image has to be
generated. In such scenarios, the image-based approach may be well suited. But if the
number of viewing positions increases substantially, casting rays from the source may be
more efficient.

Modeling propagation from an energy source has several other advantages. We called
this approach the broadcast mode of propagation. These advantages especially hold for
applications such as wireless propagation in radio mobile environments, and in principle,
are applicable to modeling acoustic waves as well. Energy from a transmitter, for example,
inside large multi-floor buildings, can be traced to several levels above and below the
floor where the transmitter is physically located, that is, radio waves are known to travel
through walls, floors, and ceilings. This is unlike visible light for which walls, floor, and
ceilings act as opaque surfaces. This makes it imperative for radio propagation prediction
systems to record signal strength at each of these floors from a given transmitter. An
algorithm based on broadcast mode of propagation is efficient because specific paths
will only be traced through the environment if they have not attenuated until then.
Implementation of this algorithmic approach in such cases gives us a sub-linear time
algorithm in the number of receiver locations as we will discuss in Section 7.4. This
approach is also suitable for terrain based environments. In such environments receiver
locations have to be modeled at a constant height above ground (typical for mobile

receiver antennas), which may have continuous changes in elevation. Casting rays from
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the source handles such modeling much more naturally.

Another peculiarity of modeling radio propagation that is well addressed by this
approach is that often the transmitting source is a directional antenna rather than an
omni-directional isotropic source of energy. These directional antennas typically have
a complex pattern of energy distribution in three-dimensions. Some examples of these

complex patterns are given in Figure 4.1. This directivity of a transmitter is sometimes

g
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Figure 4.1: These images show three-dimensional renditions of the normalized gain pat-
terns of some of the commonly used directional antennas for radio propagation in urban
and indoor environments. (a) An antenna gain pattern with a horizontal beam width of
360° (constant gain) and a vertical beam width of 5°. (b) This has a gain pattern with
horizontal beam width of 360° (variable gain) and a vertical beam width of 5°. (c) Hori-
zontal beam width of 120° and vertical beam width of 14°. (d) Horizontal beam width of
65° and vertical beam width of 7°.

achieved by uptilting or downtilting! the physical antenna, or rotating it in azimuthal

IThe same approach of physical tilt is often used to model directional sound sources in large
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direction. Casting rays from the source naturally extends itself to the modeling issues
of these complex energy sources. The basic idea is to procedurally construct the energy
distribution pattern per unit area in three-dimensions at runtime without storing it in

the data structure.

4.2 Modeling receiver locations

Another motivation for the development of the broadcast approach was that it facilitates
efficient modeling of receiver locations in different environments. For most wireless ap-
plications one will notice that mobile user antennas are typically at a constant height,
approximately six to eight feet above ground, both while walking as well as while moving
in a vehicle. The same is true for users inside buildings, both fixed as well as mobile. For
the same reason it is desirable that receiver locations be modeled at a constant height
above ground for outdoor and terrain based environments and at a constant height above
a particular floor inside a building.

For environments such as inside buildings and large cluttered urban cities that do
not extend more than one square mile, it can mostly be assumed that the ground is
almost horizontal. In such scenarios, receiver locations can be geometrically modeled as
a single horizontal plane. This plane can easily be represented in the partitioning tree
data structure without substantial cost in terms of the number of additional polygons.

The idea is that for intersection purposes the horizontal plane is tagged with a special

auditoriums.
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identifier. If a ray-beam intersects with such a polygon, instead of attenuating the signal,
an index of a receiver location is computed based on the point of intersection. Each time
such a receiver location is computed, signal strength per unit area of the current beam is
recorded in its corresponding data structure (such as a two or higher dimensional array).
This data structure also links the polygon to additional information about receivers such
as their exact location, their extents, and any other specific receiver characteristics.

The idea of using a single horizontal plane for a set of receiver locations can also be
incorporated into the construction of a partitioning tree for the environment. The plane
can be used as the first hyperplane which subdivides the environment such that it is
placed closer to the root of the partitioning tree. Every time a search is performed on
such a partitioning tree, it can be quickly determined if the ray-beam intersects with this
plane and received power recorded.

For terrain based environments that have significant elevation variations, a horizontal
plane cannot be used to model receiver locations at a constant height above ground as
shown in Figure 4.2. The problem manifests itself because of the slope of the ground at
the point of intersection. If a vehicle is moving on this slope the receiver antenna mounted
on a vehicle is perpendicular to the ground. Depending on the slope of the ground and
the spatial distance between two successive receiver locations, power can get recorded
in an incorrect receiver bin. The solution comes from the observation that every time
an incident ray intersects the ground a receiver receives power once before the incident

ray hits the ground and then another receiver location receives power after the ray has
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Figure 4.2: Geometric computation to model receiver locations in a terrain based envi-

ronments that have significant variations in elevation.

reflected off the ground. Diffraction is handled as a special case. For such scenarios,
instead of representing the receiver locations as a single horizontal plane and tagging it
with a unique identifier, the ground itself is tagged with a unique identifier. Then an
index of a particular receiver is computed based on simple geometric calculations.

It is worth noting that the above approach is not restricted to model receiver locations
only in a horizontal plane or in two-dimensions. In general, receivers could be modeled
as voxels where each receiver has a finite volume in three-dimensions. In this case, the
entire environment can be uniformly or non-uniformly subdivided into voxels and received

energy recorded in each voxel.
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4.3 Sampling error problem

One of the problems of modeling energy propagation from the source is that it is difficult
to estimate a priori the number of rays that need to be cast from the source. Two rays
that start from the same source diverge as the unfolded path length of these rays increases.
Though this divergence is a function of the initial angle of separation between rays at the
source, the actual distance of separation between the two rays is a function of both the
angle and the distance these rays have traveled before they encounter an object. From
the perspective of computational efficiency the desire is to cast enough rays such that the
environment is sufficiently sampled and yet not over-sampled. At the same time from
an accuracy standpoint a prudent approach would be to over-sample rather than under-
sample. But then how much does one over-sample? There can always be pathological
geometric environments for which a given rate of sampling? will not be sufficient. The
other problem is that typically objects in an environment are not uniformly distributed.
To ensure that all regions in the environment are sufficiently sampled, a uniform sampling
at the rate of the smallest geometric entity is required, which is surely inefficient. For
this reason the conventional wisdom has been that it is inefficient to cast rays from the

source.

2The rate of sampling is defined as the angular separation at which the rays are cast from the

source.
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4.3.1 An upper bound for the rate of sampling

Can we compute an upper bound for the rate of sampling? Here an upper bound is defined
as the worst rate at which the rays have to be cast into an environment to ensure that no
geometric entities are missed. Clearly, this is dependent on the size of the environment,
the size of the smallest object, and the total power of the transmitting source. Let E
be the initial energy of the transmitter per unit area. Also let the maximum path loss
permitted for the environment be —X dB with respect to the initial energy (the negative
sign is because it is with respect to the initial energy, otherwise path loss is a positive
quantity). If the minimum rate of attenuation given by free space attenuation is assumed
to be 72, where r is the distance in meters from the source to a receiver location then the

distance traveled by a ray before it attenuates below the threshold can be defined as
r=1/10(3%) (4.1)
or
1
X =10 x loglo 7’_2 (42)

If P is the desired separation distance between the two adjacent rays then an angle 6

between the two rays is given by

0 = tan™! (;) (4.3)

Notice that for illustration purposes 6 is being defined in a single plane and not as a solid

angle. For example, with a path loss of 80dB, a signal can travel as far as 10* meters of
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Figure 4.3: Adjacent rays miss arbitrarily large geometric objects.

unfolded path length. To cover a minimum separation of 10 meters, rays will have to be
cast at every 0.003°. It is evident from the above computation that if all reasonably sized
objects in an environment have to be sampled then rays will have to be cast at a very
high resolution. Figure 4.3 shows how adjacent rays can miss arbitrarily sized objects if

the environment is not sampled adequately.

4.4 A hybrid scheme

From our discussion in the previous sections it is evident that broadcast mode has several
advantages for radio propagation. However, it is also evident that a simple ray tracing

based adaptation is either extremely inefficient or has to deal with the sampling error
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problem. To address the issue of sampling error we propose a hybrid scheme of propagation
from the source, which is a combination of ray tracing and beam tracing called ray-beam
tracing. To address the issue of efficiency we propose a scheme that dynamically adapts
to the scale of the environment, that is, the algorithm subdivides a ray-beam wherever
necessary. We called the combined scheme the adaptive ray-beam tracing algorithm.
One can think of a hybrid scheme of propagation as a mechanism of keeping track
of the divergence between two successive rays yet at the same time not distorting the
physics or for that matter the geometric characteristics of the ray theory. Geometrically
speaking, the basic idea of the hybrid scheme is that quadrilateral (four sided) pyramidal
beams are cast into the environment, but at the same time a medial ray representing each
beam is also maintained in the data structure. The notion of a beam assists the tracer
in avoiding geometric entities from falling in between two adjacent rays. The notion of
a representative medial ray facilitates faster intersection computation with the planar
surfaces in the environment. We now first discuss the main components of the algorithm

and then give an overview of the algorithm.

4.4.1 Defining a ray-beam

A transmitter is geometrically represented as a sphere having an explicit surface area
rather than just a point. However, the power in any direction is modulated by an antenna

gain-pattern and the total power of the transmitter. As a first step, the surface area of

84



3. Here, the size of tessellation can

a transmitter is tessellated into four-sided polygons
be defined by a user with the default size being every one degree near the equator of
the sphere and a coarser size near the poles. This scheme helps us in defining the initial
solid angle of a beam in three-dimensions as a function of two angles 8 and ¢, where
0 is defined in the horizontal plane and ¢ is defined in the plane perpendicular to the
horizontal plane. Finally, for each of the polygons, a beam is defined in the Model
Coordinate System (MCS) by a virtual up-vector, a virtual origin (which is initially the
same as the transmitter location), and a solid angle. Though a beam is cast in MCS,
for subdivision purposes it is transformed in a coordinate system called Beam Coordinate
System (BCS), where BCS is defined such that the virtual up-vector coincides with the
z-axis, the medial ray coincides with the x-axis, the apex of the beam coincides with the
origin of the coordinate system. The two components 8 and ¢ of the solid angle determine
the beam extents in y-axis and z-axis respectively.

There were other ray-beam representation schemes which were given some considera-
tion. One of them was to use cones instead of polygonal ray-beams. A cone was defined
in terms of a central axis along with a solid angle. A major disadvantage of a cone as
opposed to a polygonal beam is that a given surface does not get tessellated completely,

resulting in gaps or overlaps in the propagation. These gaps eventually accrue with the

total distance traversed. As a result, geometric entities may be missed by the propagation

3The tessellation can also be in the form of n-sided polygons which may be more suitable
with a beam subdivision scheme such as two-dimensional binary space partitioning as discussed
in the section on beam subdivision. But at the same time with n more than four, computing a

corresponding solid angle will be more complex.
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for attenuation purposes. On the other hand, if overlapping cones are used then the same
receiver location may receive power from multiple beams (which were overlapping in the

first place and should contribute power only once) resulting in incorrect prediction.

4.4.2 Ray-beam subdivision based on the projected area

As a ray-beam is cast in the environment it may intersect a surface at an arbitrary
angle. The area the ray-beam projects on the intersected surface is a function of both
the incident angle and its solid angle. For a given solid angle, the larger the incident
angle with respect to the surface normal, the larger is the projected area. We subdivide a
ray-beam into child ray-beams based on this projected area. This is one of the significant
differences between the previous approaches and our approach. That is, the subdivision
is performed based on the area projected by a ray-beam on the intersected surface rather
than subdivision based on the solid angle of a beam. The difference in the two subdivision
schemes is shown in Figure 4.4. One will notice that as the incident angle with respect
to the surface normal increases to m/2, a subdivision at the solid angle can still leave
arbitrarily large projections on the intersected surface. On the other hand, our scheme
can guarantee the required rate of subdivision. The effect of maintaining a subdivision
rate based on the projected area is that the number of child beams spawned from a parent
beam is much larger if the incident angle is large, which limits the arbitrarily large errors

that can otherwise get introduced due to the subtended area approaching infinity.
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Figure 4.4: A two-dimensional view of a beam subdivision process based on surface
sampling. (a) Equal subdivision of the solid angle causes the inequality between the two
projected areas on the surface. This disparity increases with an increase in the incident

angle. (b) Uniform subdivision of the projected area of the beam alleviates this problem.
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4.4.3 Adaptive subdivision

This is a key component of the algorithm to control the sampling error problem. As the
path-length of a ray-beam increases so does the area it projects on any surface at a given
incident angle. To control this projected area the algorithm maintains a rate of subdivision
to adaptively subdivide a ray-beam. Initially, this rate is set by the surface tessellation
of a transmitter which is a function of the wavelength for a particular simulation run and
the approximate size of geometric objects in an environment. However, as the simulation
progresses, criterion such as the total power currently contributed by a beam, the distance
between the receiver locations, and the size of the geometric entities are also taken into
account. The idea of using power is that a beam should be subdivided at a finer resolution
if there is a significant component of the initial power remaining in the beam, and at a
coarser resolution if the power has attenuated sufficiently. On the other hand, the idea
of using this distance between receiver locations and the size of the geometric entities
is not to subdivide a ray-beam more than is necessary. Once an intersection point has
been computed, both the incident angle at the point of intersection and the distance (the
ray-beam has traveled since the last intersection) can be computed. This gives us the
projected area and a measure to determine if subdivision is necessary. If a subdivision
is performed, new child ray-beams are computed. Each of these child ray-beams are
independently cast into the environment and the process continues until the power in a
ray-beam attenuates below a user defined threshold or the number of surface intersections

exceed a predefined limit.
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4.4.4 Beam partitioning

Several beam partitioning schemes can be used to maintain a certain rate of subdivision
on an intersected surface. In general, all schemes subdivide the projected area. Each
subdivision in turn is defined as a new ray-beam with its solid angle corresponding to
the extents of the subdivision. The three main partitioning schemes that we have con-
sidered are shown in Figure 4.5. For ease of illustration a beam projection is shown as a
rectangular region with the intersected surface completely enclosed by the projection. In
a general case if the intersected surface is not completely enclosed by the current beam
projection, the adjacent beam projection accounts for the remaining part of this surface.

We now discuss the three main partitioning schemes along with their advantages and

(@ (b) (©)

Figure 4.5: Three basic types of beam partitioning. (a) 2D binary space partition of the
beam extents. (b) Quadtree partitioning. (c) Uniform spatial partitioning. In (a) each
enclosed convex region is a child beam of the parent beam, and in (b) & (c) dotted lines

are the new beam partitions.

disadvantages.
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e Two-dimensional binary space partitioning: Here a beam is partitioned into
two-dimensional convex regions to form sub-beams. The scheme primarily uses the
edges of a polygonal surface to partition a beam projection. An advantage of the
scheme is that an exact subdivision of a beam projection based on the intersected
surface can be obtained. A disadvantage of the scheme is that it results in an
arbitrary sided sub-beam, which cannot be approximated by a solid angle. Another
disadvantage of this scheme is that if the size of an individual beam is not restricted,
a situation could arise where complete geometric entities get engulfed by a particular
beam size. This may force a particular spatial resolution to be maintained, which
is greater than or equal to a combination of the density of the receiver locations
for the simulation and the detail of geometric entities. Also notice that beam
partitioning in case of Figure 4.5 (a) is not unique as we can have more than one

convex partitioning for the same beam projection.

e Quadtree partitioning: This scheme recursively subdivides the bounds of a beam
projection into four quadrants. The partitioning is determined based on the desired
spatial resolution of a beam. The subdivision continues if there are any edges that
still need to be resolved. The size of a quadrant in which the unresolved edge
falls should be larger than the current beam partitioning resolution. The main
disadvantage of the scheme (as in the case of binary space partitioning) is that a
particular partitioning may result in large beams such that small geometric entities

may be missed. An advantage of the scheme is that is simple to implement and

90



may not partition a beam unnecessarily. This may be a better partitioning scheme

than uniform partitioning in certain cases.

e Uniform spatial partitioning: This scheme uniformly subdivides the bounds of a
beam projection, depending on the desired spatial resolution. The main advantage
of the scheme is that it is able to maintain the level of desired subdivision very
easily. The scheme is also very easy to implement. It is important to note that
if a uniform quadrilateral beam intersects with a surface at an arbitrary angle it
projects an arbitrary quadrilateral. Defining this arbitrary quadrilateral beam with
the solid angles 8 and ¢ is not possible. For this reason we subdivide an arbitrary
quadrilateral with uniform rectangles in two-dimensions thus again being able to
define the solid angle for a child beam. A combination of the above partitioning
schemes would be the most effective in containing the number of beams to its

minimum and still cover the environment sufficiently.

4.4.5 Overview of the algorithm

A high level overview of the ray-beam tracing algorithm is as follows: The algorithm
takes two parameters, one a description of the geometric environment and the other
is a simulation state describing the characteristics of transmitters, receivers, and the
environment. A list of some of these parameters is given in Figure 6.1 and Figure 6.2. The
algorithm starts by tessellating the surface area of a source into four-sided polygons. For

each polygon a ray-beam is constructed with the origin of the initial ray-beam coinciding
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with the origin of the source and its solid angle defined by the extents of the polygon.
Each polygonal ray-beam is cast in the environment. If the ray-beam intersects with the
plane representing the receiver locations, current power level is recorded for each receiver
that the ray-beam intersects. If the ray-beam intersects with any other surface and if it
is determined that the ray-beam has to be subdivided based on various criterion (such
as remaining power in the ray-beam, distance traveled since the last intersection, and
the distance between successive receiver locations) then child ray-beams are constructed.
Each child ray-beam is independently cast in the environment. If an edge is detected then
diffracted ray-beams are constructed and cast. Else reflected and transmitted ray-beams
are constructed and cast. This procedure continues until the power level of a ray-beam

falls below a certain threshold. The following is the pseudo-code of the algorithm.
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Ray-BeamTracing (Bspt env, SimulationState state) {
For each Tx
For each tessellated polygon on the surface of Tx
Construct ray-beam
Do until ray-beam power < threshold
If ray-beam intersects the plane representing receiver locations then
Record current power level in each intersected receiver
If ray-beam subdivision required then
For each subdivided ray-beam
If edge detected then
Construct and cast diffracted ray-beams
Else
Construct and cast reflected ray-beam

Construct and cast transmitted ray-beam

4.5 Some practical computational optimizations

There are several optimizations that are easy to implement yet can provide significant
computational efficiency when applied to an actual system. Some of these are general

optimizations whereas others are very specific to a type of environment or a particular
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scenario being modeled.

In urban environments the individual buildings are large enough that the signal gets
attenuated long before it exits the building from the other side. In such scenarios if prop-
agation is not being modeled from outside buildings to inside buildings then the trans-
mission paths can completely be ignored. Here buildings act as large opaque surfaces.
Thus coverage in most outdoor areas can predominantly be restricted to a combination
of reflected and diffracted paths. Another easy to implement optimization is for envi-
ronments that only have vertical walls and no over-hanging facades or concave geometric
objects. In such environments, a ray vector can be tested for their z-direction. If the
direction of the ray is in the positive z-direction and the ray origin is above the height
at which receiver locations are being modeled, then processing of this ray vector can be
terminated. The reason is that this ray-beam will never contribute to any of the receiver
locations. Empirical results indicate that this simple optimization can result in a more
than fifty percent run time improvement in some scenarios.

Another optimization is the parameterization of the ray-beam subdivision process as
a function of remaining energy in the beam which results in significant computational

efficiency without much loss of accuracy.
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Chapter 5

Diffraction in wireless

communication

As we have mentioned in the earlier chapters, for radio propagation diffraction is an im-
portant form of scattering energy around wedges. In this chapter, we will first discuss
this importance of diffraction in wireless communication, including the theory of diffrac-
tion, and its usage in three-dimensional environments. Then we discuss the algorithms
we developed to compute diffraction using the ray-beam tracing algorithm described in
the previous chapter in an environment that is represented as a binary space-partitioning
tree. One of the major challenges of computing diffraction in large environments is to
control the computational cost involved in finding an edge in an environment, besides the
enormous storage demand it places on any data structure. We will discuss a new runtime

algorithm to detect edges dynamically in partitioning tree represented geometries rather
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than storing edges statically in the data structure. The algorithm incurs an additional
cost of finding an adjacent surface in the bspt.

At an intuitive level, diffraction can be defined as bending of an incident ray at a
surface discontinuity to contribute energy throughout the shadow region of the surface.
These discontinuities can be in the form of an edge of a wedge, a corner of an object,
or any other surface discontinuity. Here, a wedge is defined as a meeting of two planar
surfaces and a corner is defined as a meeting of three planar surfaces. It is important to
differentiate between refraction where the bending of the incident ray is due to a difference
in the densities of the two mediums, and diffraction where the bending of rays is due to a
physical discontinuity within the same medium. The phenomenon of diffraction occurs at
all electromagnetic frequencies as well as for acoustic waves. However, for electromagnetic
waves it is more relevant at some frequencies than others. At a theoretical level this
relevance is directly a function of the wavelength with respect to the size of the geometric
objects these waves interact with. At a more practical level this relevance is a function
of the objectives for which such a simulation is being performed. For example, at visible
light frequencies (due to its small wavelength), when light rays interact with objects we
use in our everyday life, diffraction as such is minimally noticed by a human eye. As
a result, in absence of any ambient light, we do not see objects in the shadow region.
Interestingly, for the same reason, we do not see many examples of diffraction being
simulated for image synthesis. But at the same time, if light rays are simulated off rough

surfaces at a microgeometry level then diffraction can be of importance [25]. The relevance
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of diffraction is evident for wireless communication, especially in the 1 GHz to 2 GHz
range, because many of the objects in our surrounding environment are comparable to
the wavelength (0.5 to 1 foot) in this range.

Classical theory of geometric optics (for reflection and transmission) is based on the
basic principle that rays travel in straight lines. This implies that it does not provide any
theoretical basis for propagation in the shadow region of an obstacle. On the other hand,
wave optics provides a sound basis of dealing with the wave nature of the electromagnetic
energy. At the same time, there have been attempts at extending the theory of geometric
optics to account for diffraction at surface edges and as a result, diffraction coefficients

have been formulated for attenuation of the incident signal.

5.1 Theory of diffraction

If a ray is incident on an edge of a wedge and follows only the laws of geometric optics
then the area around the wedge can be divided into three distinct regions. The first
region is where both direct (line-of-sight) rays as well as reflected rays from the source
are visible. The boundary of this region is defined by the ray that reflects off the edge
when a ray from the source is incident on the edge. This boundary is aptly known as
the reflection shadow boundary. The second region is where only direct rays reach. This
region is bounded by the reflected ray on one side and by the boundary formed by the
incident ray that brushes the edge on the other side. This latter boundary is also known

as the incident shadow boundary. Finally, the third region is formed between the incident
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shadow boundary and the face of the wedge in the shadow region where neither direct
nor reflected rays reach. Although this third region is called the shadow region, energy
is not totally absent. Experiments reveal that energy does reach this shadow region.

These boundaries along with the three distinct regions are shown in Figure 5.1. To

Reflection shadow boundary

Point of observation
Face ‘0’

Incident shadow boundary

Figure 5.1: An incident ray on the edge of a wedge divides the region around the wedge
into three distinct regions. These regions are defined by the reflection shadow boundary,

the incident shadow boundary, and the wedge.

account for the energy distribution in the shadow region, extension to geometric optics
(also known as ray optics) was proposed, which led to what we know as the geometric

theory of diffraction. To formulate the theory that is applicable to different geometries,
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a number of canonical' geometries can be considered. Since we geometrically represent
a curved surface as its piece-wise linear approximation, we will not consider a diffraction
coeflicient for curved surfaces separately. Let us assume a wedge with a straight edge as
shown in Figure 5.1.

If attenuation around a wedge is to be modeled numerically in an anisotropic media
then the total diffracted field at any point E¢(s) around the wedge can be written in a

compact form by the following formula [4]:
Bi(s) = B'(Qu) - D+ Alp, ) - ¢ 3% (5.1)

where E*(Qy) is the incident field at the point of intersection, D is the dyadic? diffraction
coefficient, A(p,s) is the spatial attenuation spreading factor, which is different for a
plane, cylinder, and a spherical wave (p is the distance between the reference point Qq
at the edge and the second caustic of the diffracted ray; and s is the distance along
the diffracted ray from the reference point), and e=7*¢ is the phase variation term. The
spreading factor for a plane wave is given by ﬁ This is similar to the compact version
used to compute the reflected or transmitted field. Notice that the dyadic form is the
most general form of a diffraction coefficient which is more suitable for anisotropic media

where different polarizations have to considered simultaneously. Typically a scalar form

! Diffraction coefficients derived from asymptotic solutions to the simplest boundary-value prob-
lems, which have the same local geometries as the point of interest are referred to as canonical

problems.
2A dyadic is defined by the sum of N dyads where a dyad is defined as a juxtaposition of two

vectors A and B as (A B) without a dot product or a vector product between them. In general
a dyadic has nine terms in a matrix form but typically no more than three dyads are required to

represent a dyadic. In our case, only two dyads suffice to define the diffraction coefficient dyadic.
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of the diffraction coefficient can be used depending on the application, material type of
the wedge, and resolution at which the simulation is being conducted.

There are two dominant approaches to compute the above diffraction dyad D. They
are the geometric theory of diffraction (GTD) and its extension in the form of the uniform
geometric theory of diffraction (UTD). Since the diffraction coefficient varies depending
on the material type of the wedge, they can be classified into three categories namely:
a perfect conductor, a perfect absorber, and neither of these two being classified as a
finite conductor. In some cases, the formulation can be simplified based on these assump-
tions. Let us now discuss the computation of each of these diffraction coefficients, their

advantages as well as disadvantages.

A word on terminology

The scalar diffraction coefficients, also known as dyads, are usually defined in terms of
their incident polarization. If the incident field is electric then it satisfies the homogeneous
Dirichlet boundary conditions on both faces of the wedge. Similarly, if the incident field is
magnetic then it satisfies the homogeneous Neumann boundary conditions on both faces
of the wedge. Some references in literature have instead used the terms soft and hard po-
larization. These terms have been taken from acoustics, where they refer to Dirichlet and
Neumann boundary conditions, respectively. Thus in electromagnetics, soft represents
an electrically polarized incident field, whereas hard represents a magnetically polarized

incident field. For wireless communication applications such as mobile radio propagation,
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the terminology of soft represents horizontal polarization while hard represents vertical

polarization.

Wedge diffraction in three dimensions

As defined earlier, a wedge is considered as two planar surfaces meeting at an angle less
than 7. The intersection of these two surfaces is defined as an edge of the wedge. Let
the exterior angle of the wedge be defined as nm, as shown in Figure 5.1, where n is a
real number. Then the wedge angle w can be given by w = 27 — nm = (2 — n)w. For
convenience, the wedge angle is usually referred to by the parameter n.

Keller introduced geometrical theory of diffraction [28] for three-dimensional geome-
tries. The hallmark of the Keller theory for diffraction was the introduction of the Keller
cone as shown in Figure 5.2. It was defined as a cone formed around an edge away from
the incident ray with the axis of the cone making a half angle with the edge. Keller
conjectured that unlike the usual reflected ray off a surface, which proceeds in a unique
direction after reflection, an edge-reflected ray could proceed in any direction inside this

cone. This resulted in a mathematical formulation for a GTD diffraction coefficient.

5.1.1 GTD wedge diffraction coefficient

Since GTD is a direct extension of geometric optics, the two shadow boundaries show up
as a discontinuity in the diffraction coefficient, where the solution of the coefficient tends
towards infinity. These discontinuity result in singularities in the solution of the diffracted

field along the boundaries, which can be significant for numerical simulations. At the same
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Back wedge face

Front wedge face

Figure 5.2: A ray incident on an edge of a wedge diffracts along a cone called the Keller
cone with its half angle equal to angle formed by the incident ray with the surface of the

wedge.

time the formulation is useful in certain scenarios for other types of simulations.

We now define the actual diffraction coefficient. Let ¢’ be the angle formed by the
incident ray with the front face of the wedge and ¢ be the angle at which the diffracted
field is being observed. If the point of observation is at an angle 7w from the front face
of the wedge then angle ¢ — ¢ gives us the reflection shadow boundary and angle ¢ + ¢’
gives us the incident shadow boundary. For notational convenience let wy = ¢ — ¢’ and
wo = ¢ + ¢'. Then, for a perfectly conducting wedge the diffraction coefficient for soft
and hard polarization (referred to by subscripts s and h respectively) can be given by

YU P s, p— 1 62)
S T T ek [cos(Z) —cos(%) T cos(Z) — cos(2) |

e_j“/‘lsin% I 1 N 1
ok Leos(E) —cos(3)  cos(3) = cos(%)

Dp(w1,w2,n) = (5.3)
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where k = 27“ is a constant dependent on the wavelength of the incident ray called the

wave-number. Notice that in the above formulation the singularities at the two boundaries
manifest themselves in the form of the angles wy at the reflection boundary and w- at the
incident (line-of-sight) boundary. All angles for these computations are given in radians.

Figure 5.3 and Figure 5.4 graphically show the computation of the diffraction coefficient

90

Reflected ray

Wedge
angle 90°

0

20 40 60 80 100 120 140

Line-of-sight

270

Figure 5.3: Polar plot of GTD diffraction coefficient for a perfectly conducting wedge for
soft polarization. For illustration purposes we have assumed the wedge angle to be equal

to 90° and the angle the incident ray makes with a surface of the wedge equal to 30°.

for soft and hard polarization respectively. Here, for illustration purposes we assume
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Reflected ray

Line-of-sight

270

Figure 5.4: Polar plot of GTD diffraction coefficient for a perfectly conducting wedge for
hard polarization. For illustration purposes we have assumed the wedge angle to be equal

to 90° and the angle the incident ray makes with a surface of the wedge equal to 30°.
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that the wedge angle which is a function of n, is 90°, and the incident ray makes an
angle of 30° with the top surface of the wedge, (i.e., ¢’ = 30°). The coefficient has been
normalized. However, one will notice that in a real environment the wedge angle can vary
between 0° and 180°, and a ray can be incident anywhere around the outside of a wedge.
Accordingly, the diffraction coefficient values will change. Notice the singularities at the
reflection boundary and the line-of-sight boundary which correspond to the angles w; =7
and wy = 7 respectively. Also, notice that the coefficient does not have any singularities
in the shadow region beyond line-of-sight towards the other face of the wedge (away
from the incident ray). Therefore, the above formulation suffices if propagation is to be
modeled only in the shadow region.

A perfectly absorbing wedge is defined as a wedge, which completely absorbs all
incident energy. For such a wedge, the boundary conditions for both soft and hard
polarization remain the same. Also, the energy field is primarily given by the rays that
directly reach the point of observation rather than the reflection off the wedge. Hence,

the diffraction coefficient can be defined in much simpler terms and is given by [19],

1 1

D —
) = o T e

(5.4)

where wiis a function of ¢ and ¢’ as described earlier in the section. It may be observed
that because no reflections are being considered, the coefficient is not dependent on the
wedge angle.

In a typical environment most of the objects are neither perfectly conducting nor

perfectly absorbing. This makes it imperative to consider diffraction around finitely con-
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ducting wedges. The intuitive idea for such wedges is that because of finite conductivity
of a wedge, the reflection and incident shadow boundaries around it may not be well
defined. As a result, the diffraction coefficient should account for imperfect reflections
as well as some level of signal transmission through the edge of the wedge. The same
reasoning is used to account for losses at rough surfaces. These reflection and trans-
mission anomalies can be accounted for by introducing additional terms Iy, I,, Ry, and
R,,, where Iy and I,, are the correction terms to account for differences between finitely
and perfectly conducting wedges for faces 0 and n respectively at the incident shadow
boundary. Similarly, Ry and R,, are the correction terms to account for the differences at
the reflection shadow boundary for wedges for faces 0 and n respectively. The diffraction

coefficient can finally be stated as

Da(wl,WQ) = IS‘DS‘wl + I,‘;‘D,‘;‘wl + RSDSWQ + RgDZCWQ (55)

where Df and Dy, are the diffraction coefficient terms for a perfectly conducting wedge
for edge faces 0 and n. Here, a € {s, h} refer to the scalar coefficients for soft and hard
polarization respectively. The coefficient with the argument w; is discontinuous near the
incident shadow boundary, whereas the coefficient with the argument w» is discontinuous
near the reflection shadow boundary [8]. One may notice that the correction terms
given in 5.5 can vary depending on the geometry or material properties of the wedge. For
example, for terrain based environments, typically there is negligible transmission through
the terrain. In such cases, Iy and I,, can be set to unity. Similarly, to compensate for any

reflection losses at the reflection shadow boundary the terms Ry and R,, can be replaced
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by the reflection coefficients for the edge faces 0 and n respectively. The absolute values
of these constants are unity for perfect conductors. All the above discussion still does not

resolve the issue of singularities at the two boundaries.

5.1.2 UTD wedge diffraction coefficient

As discussed in Section 5.1.1, the reflection and incident shadow boundaries around the
wedge cause singularities in the diffraction coefficient derived by GTD. To account for
these singularities, UTD was formulated. A diffraction coefficient for a perfectly conduct-
ing wedge was initially proposed in [31] and is given by the following equations

e—Jm/4
=X
2n\/ 21k sin 3,

{cot () F[La™ (w1)] + cot (F522) F [La™ (w1)]} —

Dy(wi,w2,n)

(5.6)
{Rocot (522) F [La™ (w2)] + Ry cot(T22)F [La™ (w2)] }
—
Dh(whwg,n) = m X
n sin 3
{cot () F[La™ (w1)] + cot (T52) F [La™ (w1)]} + 57

{Rocot (T522) F [La™ (w2)] + Ry cot (7522 )F [La™ (w2)]}

where Dy and Dy, are the coefficients for soft and hard polarization respectively. Here, k
has the usual meaning, (3 is the angle between the incident ray and the tangent to the
diffracting edge, and F'() is the Fresnel transition function. The various components in

the argument of this transition function are given by

L=k (SZSS/,) (5.8)
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where s is the distance from the source to the wedge and s’ is the distance from the wedge

to the point of observation and

+* _
a* (w) = 2cos? (WTM> , where w = {w1, w2} (5.9)

Here, NT and N~ are the integers that most closely satisfy the following equations:
2niNt —w=mand 2nTN~ —w = —7 (5.10)

Notice that for a perfectly conducting wedge Ry and R,, are also unity as described in
the previous section. For a finite conducting wedge Ry and R,, are suitably modified.

It is important to note that as discussed in Section 5.2 a wedge is detected at runtime
rather than storing each of them explicitly in the data structure. Once the edge of a
wedge is detected the shadow boundaries can be determined with the help of the incident

ray.

5.1.3 Practical considerations to model wedge diffraction

Having discussed the formulation of the two diffraction coefficients and their advantages
and disadvantages, we now divert our attention to the practical issues of using these
diffraction coefficients. It is important to notice that although the proposed ray-beam
tracing algorithms are independent of the type of diffraction coefficient that is being
used, there can be significant computational advantages of using one over the other in an
actual prediction system. For our prediction system, we used GTD diffraction coefficient

instead of UTD. This is because of the way we model diffracted energy. If diffraction is
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modeled analytically or numerically then each edge has to be treated as a new source
and energy propagated in all three regions around the edge. Singularities in GTD around
the reflection boundary as well as diffraction boundary can have a significant impact on
the results. We model diffraction only in the shadow region instead of all around the
wedge. The idea is that because of the law of conservation of energy, the incident energy
gets distributed as diffracted energy all along the angle nm around the wedge. However,
energy emanating in any specific direction along a diffraction path is little as compared
to the contribution from the direct or reflected paths in the other two regions around
a wedge. Hence, the overall impact on accuracy of not accounting for diffraction paths
in other regions is minimal. On the other hand, since the shadow region is the only
region that does not receive energy from any other path, the small level of energy from
a diffraction path can have a significant effect in this region. In effect, computational
efficiency achieved using this scheme is more significant as compared to the lost accuracy.

The other reason is that for most of radio propagation simulations in large environ-
ments, typically the interest is in the energy distribution further away from the wedge
rather than very close to the wedge. If the distance between the point of interest and
the wedge at which the signal is being diffracted is greater than 100 A = 15 — 30 meters,
then the results given by the GTD and UTD diffraction coefficients are very close to each
other. That is, the singularities in the GTD formulation are more pronounced in the
near field around a wedge (less than 5\) than further away from the wedge as shown

in [4]. The propagation prediction results as shown in Chapter 7 show that the above
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assumptions are within acceptable bounds.

5.2 Modeling diffraction in geometrically defined environ-

ments

To model diffraction in a geometrically defined environment, typically edges as well as
corners have to be explicitly stored in the data structure. In certain scenarios, these edges
could also be approximated by a cylinder where the axis of the cylinder coincides with the
edge under consideration. Similarly, a corner could be approximated by a sphere with the
center of the sphere coinciding with the corner. This approach may be appropriate for
small outdoor environments where each building edge could be represented as a cylinder
and a corner as a sphere. However, for large cityscapes or terrain based environments
the approach can be computationally very expensive. In such environments differences in
elevation can potentially show up as a large number of wedges. Besides, for intersection
purposes an independent data structure will have to be maintained to efficiently search
for these edges and corners. It is important to note that for any piecewise linear repre-
sentation such as a brep or bspt, storing wedge information for an environment which
has a few million distinct faces could easily increase the size of the data structure by
multiple times. In the following discussion, it may appear that we have used edge and
wedge interchangeably. However, wedge is referred to as the three-dimensional object
with two distinct intersecting faces, whereas an edge is defined as the line of intersection

where the two faces are intersecting.

110



5.2.1 Dynamic edge-detection in partitioning-tree represented environ-

ments

We describe an efficient method to dynamically determine wedges in partitioning-tree
represented environments. To determine if a wedge has been detected in such environ-
ments, we simply use ray intersection. That is, instead of computing the first point of
intersection with a ray, we compute the first two successive points of intersection with

the ray. This process is described pictorially in Figure 5.5 for a bspt representation.

Second ray
intersection

ouT

Ray origin

@ (b)

Figure 5.5: An object represented as a binary space partitioning tree. It also illustrates

a ray intersection with the tree to compute two successive points of intersection.

The first two intersections determine the planes that intersect with the ray. The
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basic idea is that if a wedge is encountered then the first intersection (as the ray travels
from an ‘outside’ region to ‘inside’ region) will represent one side of the wedge and the
second intersection (as the same ray further travels from ‘inside’ region to ‘outside’ region)
will represent the second side of the same wedge in a partitioning-tree data structure.
However, the above scenario may not necessarily represent a wedge. The other scenario
may be that although the detected geometry is a wedge it still may not qualify for
diffraction because the point of intersection is too far away from the edge. To eliminate
such spurious cases and determine if the intersected point is close to an edge we perform
additional computation.

Trigonometric computation is used to calculate distance between a point of inter-
section and the corresponding opposite face of the possible wedge. Let pd; be the per-
pendicular distance from the first intersection to the second surface of the wedge shown
as AB in Figure 5.6. Similarly, let pdy be the perpendicular distance from the second
intersection to the first surface of the wedge shown as C'D in Figure 5.6. Also let d;
and ds be the actual distances of first and second point of intersection from the edge
shown as AF and CFE respectively in the figure. To compute the distance from a surface
we first compute the equation of the planar surface and then proceed to compute the
perpendicular distance as well as the actual distance.

— —
2:

Let N1= (l1,m1,n1) be the normal to the first surface and No= (I3, m2,n2) be the

normal to the second surface, then perpendicular distance from the first intersection point
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Figure 5.6: Dynamic determination of an edge as depicted in a two-dimensional case.

Notice the first two points of intersection are computed for each ray.
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to the second surface is given by
pdy =11 -x2 +my-ya+ny-22+ Dy (5.11)

where Dj is from the equation of the first plane3. Similarly, perpendicular distance from

the second intersection point to the first surface is given by
pdy =lz-x1+mg -y +n2-21+ Do (5.12)

Now, 6, is the angle between the incident ray the and the normal to the first surface,
given by (5.13) and 65 is the angle between the incident ray and the surface normal to

the second surface given by (5.14)

0, = arccos(—(R)-]vl)) (5.13)
0y = arccos(E]VQ)) (5.14)

where E is the incident ray. We will notice that A ABC' gives us the relation given by

equation (5.15)
p1+ (m/2—=601)+ (12 —03) +7/2 =7 (5.15)

Solving the previous equation for ¢, we get

1= 01+ 02 — /2 (5.16)
Finally, d; can be computed by
pdy
dy = 1
L Cos(on) 17

3Equation of the plane is given by A-x+ B-y+C-z+ D where (A, B, C) is the surface normal.
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Similarly, ds can easily be computed using pds and ¢2, where ¢o = ¢1. Once these
distances have been computed a wedge is detected if either of these distances is less
than a user setable € called the edge-detection factor. We used the above method to
detect edges in outdoor urban environments for roof-top and street-level deployment of
transmitters as well for diffraction in terrain based environments with good correlation
with the measured data. Some of the results for comparison between the measured and
predicted values are shown in Table 7.1.

One of the cases that is currently not accounted for by the above edge detection
algorithm is inside buildings where the walls are extremely thin as shown in Figure 5.7.
The problem in this special case is that even though the point of intersection may be

/ Thinwall

AN

ray

Figure 5.7: Edge-detection of thin walls inside buildings.

within the limits of an edge-detection factor (close to an edge), the edge itself may not

get detected by the algorithm. This is because to detect an edge we only compute the first
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two ray-surface intersections. In this case, the first two intersections will compute the two
intersection points on each side of the same wall. Since the two sides are parallel to each
other, the above computation for edge detection will not form the A AEC as shown in
Figure 5.6. As a result, the diffraction event will not be initiated by the ray-beam tracing
algorithm. Instead, a reflection and a transmission event will be initiated. However, the
case does not pose a significant problem for correct computation of power distribution in
the shadow region for environments such as inside buildings which may have thin walls.
This is because for propagation inside buildings the shadow regions receive most of the
coverage through transmission and reflection paths instead of diffraction paths. As we
can notice, the signal in this case will get contributed in the shadow region through two

successive transmission paths.

5.2.2 Frequency based parameterization

The edge-detection factor itself can be defined in terms of the frequency (wavelength),
thus providing an important parameterization. Besides being a function of wavelength,
€ can be a function of the sampling rate at which received signal is being sampled or the
geometric detail (size of geometric entities) in the environment. In a wireless propagation
and analysis simulation system, such parameterization gives a useful control to the user

with which they can relate to rather than the factor being an abstract constant.
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5.2.3 Searching a partitioning tree for successive intersections

One method of searching for successive points of intersection in binary space partitioning
tree is to every time start a search from the root of the tree. This can be expensive if the
tree is large. Another easy method is to remember the last node at which the intersection
was successful. Any subsequent search could then start from this node. This can be
useful in cases where the locality of region has been maintained while constructing the
partitioning tree. In any case, the worst case scenario is the same as searching from the

root, but on an average the search can be twice as fast.
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Chapter 6

System considerations for wireless

communications

A radio propagation prediction system based on the proposed algorithms can be used to
efficiently compute several different parameters. In this chapter, we will initially discuss
some issues specific to simulation of radio propagation and then discuss computation of
some of these parameters such as path loss and actual signal strength distribution from
a given source. We will also briefly describe the propagation system Propagate which
simulates these computations. Some other parameters such as delay spread, angular
spread, and spatial diversity will be discussed in Chapter 7.

Computation of some of these parameters can also facilitate an efficient installation
of a cellular network of transmitters. Typically, a transmitter is a generic term used to

indicate that the signal is being transmitted from that location. Similarly, a receiver
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is a generic term used to indicate that the signal is being received at that location.
However, in wireless communications there are several variations of this terminology that
can be used depending on the context. If only the electronics is being considered then
both a transmitter or a receiver can be referred to as an antenna. Another terminology
commonly used in this context is a base station and a mobile, where a base station includes
the electronics of an antenna as well as the computing resources necessary to be able to
communicate with the other parts of a network. A mobile on the other hand is the device
carried around by a user and includes an antenna and other computing resources. It is
important to note that both a base station and a mobile can operate as a transmitter
(Tx) as well as a receiver (Rx). In our discussion, unless specifically mentioned, we have

implicitly referred to the base station as a transmitter and the mobile as a receiver.

6.1 Modeling issues specific to wireless communication

Signal attenuation also known as fading in wireless communication environments can
primarily be divided into two types: large-scale fading and small-scale fading. Large-
scale fading is typically the result of attenuation due to obstructions including distance
separation between a transmitter and a receiver. On the other hand, small-scale fading
is a result of the multi-path phenomenon observed in wireless communication. There has
been considerable debate on whether it is important to consider phase and polarization

of an incident ray to accurately predict either large-scale or small-scale fading.
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6.1.1 Importance of modeling phase

The phase of a ray (which is dependent on the wavelength) varies with the distance
traveled in free space as well as the number of obstructions the ray has encountered.
Every time the ray interacts with an obstruction it changes its phase by a right angle
(90°). The first and the more pronounced form of phase variation amongst rays reaching
the same location from the same transmitter manifests itself in the form of time-delayed
multi-path rays. On the other hand, as we move away from the transmitter, a ray is
reflected, transmitted, and diffracted by many objects such that its phase is sufficiently
randomized not to have a significant net impact on the total phase variation of the signal.
Thus, the net phase variation from the latter can be assumed to be zero. It is worth
noting that although for our purposes modeling phase variation from the time-delayed

signal suffices, computing phase due to obstructions is equally simple.

6.1.2 Importance of modeling polarization

The polarization of a radiated wave is defined as that property of a wave whose direction
and relative magnitude of the electric field vector varies with time. The polarization of
the electric field of a wave can be decomposed into two orthogonal components, namely
horizontal (also known as perpendicular) polarization and vertical (also known as parallel)
polarization. If the electric field vector is perpendicular to the plane of incidence! it is

called perpendicular polarization. Similarly, if the electric field vector is parallel to the

IThe plane of incidence is defined as the plane containing the incident ray vector and the

normal to the incident surface.
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plane of incidence then it is called parallel polarization. Another terminology commonly
used is with respect to the interface plane. If the electric field is parallel to the interface
plane then it is called horizontal (or E) polarization and if it is perpendicular to the
interface plane then it is called vertical (or H) polarization. The total field is the vector
sum of these two fields.

If a vertically polarized wave is radiated in the environment, part of the energy after
interacting with the environment gets converted into horizontally polarized energy and
the rest of it remains as vertically polarized. Similarly, a horizontally polarized signal
gets converted into the two separate components. If both the radiated wave as well
as the received wave are of the same polarization then any energy converted into the
other type of polarization is considered as attenuation loss resulting from an interaction
with the environment. Empirical studies [65] as well as our own field trials [63] have
shown that for mobile communication if the radiated wave is vertically polarized then the
energy converted into horizontal polarization is almost negligible, that is, more than 10dB
lower than the received vertically polarized signal. For this reason, it is not necessary to
explicitly model polarization for the computation of signal strength attenuation. But at
the same time, if polarization diversity is being considered either at the base station or

at the mobile then explicit modeling of polarization becomes important.
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6.1.3 Modeling wideband vs. narrowband propagation

For wireless communications different access schemes can be used to modulate signal
propagation in an environment. These schemes use varying modulation bandwidths. For
example, wideband propagation (in case of code division multiple access) uses up to a
5 M H z wide channel whereas narrowband propagation (in case of time division multiple
access) uses only 30 K Hz wide channel. A very natural question that can be posed is:
can we use the same ray-beam tracing algorithm to model both types of signals? Theo-
retically, coherence bandwidth is defined as the maximum separation for which the signals
are still considered to be correlated. Narrowband is defined as where the bandwidth is
substantially narrower than the coherence bandwidth and wideband is defined as where
it is much wider than the coherence bandwidth. A wideband signal typically experiences
selective fading due to the different frequency components having different fading char-
acteristics. As of now we have not performed detailed simulations on this aspect but the
prediction system can run at several different frequencies to compute the individual fad-
ing characteristics. The reasoning being that the only difference between different runs

is the variation in the wavelength of the signal.

6.1.4 Reflection and transmission

As stated earlier, reflection can be modeled both as specular as well as diffuse. The
difference being that specular reflection follows Snell’s law of reflection to compute the

direction of the reflected ray whereas diffuse reflection casts rays around the point of
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incidence as a function of a predefined distribution.

For attenuation of signal due to reflection (or transmission) typically an obstruction
can be treated as a single homogeneous material. For example, this is a good approxi-
mation for ground in a terrain based environment. However, walls inside buildings are
usually made of multiple layers of sheet rock (of different thickness) interspersed with lay-
ers of air for better insulation. If this is modeled by casting a reflection and a transmission
ray-beam at the boundary of each layer, it can computationally be extremely expensive.
An alternative is to model them as a single obstruction with the computed attenuation
corresponding to the number of layers in a wall. The coefficients for multi-layered objects

have been described in [6].

Reflection and transmission coefficient

The reflection coefficient for an arbitrary number of layers is given by

R — ZZ(:) — Zn+l
Zz('r?) + Zn+1

(6.1)
where n is the number of layers. Computation of these coefficients can be expensive. To
alleviate this expense at run time we pre-compute these coefficients for every material

type in the environment as well as for incident angles at close intervals and store them in

a table. Similarly, the transmission coefficient is given by

27"

=",
Zin + Znt1
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6.2 Discussion on material properties

To design a system which can be used to predict signal propagation in a site-specific
environment in lieu of an actual field trial, it is not only necessary to model the shape
and size of objects as exactly as possible but also be able to define their material properties
as close to reality as possible. This is because signal attenuation by a surface is a direct
function of its material properties. But at the same time, depending on the geometric
detail being represented, determining a homogeneous material property for an object and
assigning individual surfaces a material type can be rather challenging.

The range of objects (that may affect wireless propagation in an environment) can
broadly be classified as materials that are dielectrics (also known as insulators), mag-
netics, or conductors. There can be various shades or combinations of these but for
simulation purposes the above classification suffices. Permittivity is a measure of polar-
izability for dielectrics and is given by ¢, with units as Fm~! (farads / meter). Similarly,
permeability is a measure of magnetism of the material and is given by w, with units as
Hm™! (henries / meter). Finally, conductivity is a measure of the ease with which current
flows of the material and is given by o, with units as Q2m~! (ohm / meter). A term relative

permittivity? can be defined as

g
B 6.3

where g9 is the permittivity of vacuum. Though permittivity and relative permittivity

2In some literature, inverse of the square root of relative permittivity is referred to as index of

refraction, a commonly used constant in most of the rendering and global illumination systems.
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have the same numerical value — a constant, relative permittivity is unitless since per-
mittivity of vacuum is 1 by definition . This is also known as the dielectric constant.
Similarly, we can define a relative permeability term which is a dimensionless quantity,
given by p, = e But since most of the materials except ferromagnetics have permittiv-
ity close to 1, for practical purposes p, can be treated as unity. The intrinsic impedance
7 is given by n = \@ , and signifies the ease at which the wave can travel in the medium.

The radian frequency is given by w = 2nf, where f is the frequency in Hz. If the
displacement current is much greater than the conduction current, that is, (we >> o)
then the medium behaves like a dielectric. If (¢ = 0) the medium is a perfect, or
lossless dielectric, whereas if o is not equal to zero then the medium is lossy or imperfect
dielectric. Finally, if (we << o), that is, the conduction-current is much greater than the
displacement-current then the medium is classified as a conductor [4].

It is important to note that frequency is an essential component in determining
whether a medium is a dielectric or a conductor. For example, the earth behaves like a
conductor at around 1 kHz whereas at microwave frequency of 30 GHz it behaves like
a dielectric. The better the dielectric, the lower the number of free electrons which can
transfer charge from one place to the other; hence its conductivity is low and it is a better
insulator.

For indoor environment we identify broad categories of types of material and assign
a type to each surface. For outdoor environments we can use the same procedure for

individual buildings or use a broad material type for the whole environment. For terrain-
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based environments we assign a single material type to the whole terrain.

6.3 Path loss and signal strength computation

Algorithmically the computation of both path loss and signal strength are very similar.
The basic difference between the two is that path loss is the relative attenuation of power
between the source and the receiver without regard to the specific antenna characteristics
such as signal gain pattern, number of branches, and the beam width of each branch,
whereas, signal strength is the absolute attenuation between a transmitter and a receiver.
For path loss computation the source transmitter is typically considered to be an omni-
directional isotropic antenna. In the most general form, we can define path loss as a
product of the attenuation a signal encounters at each obstruction starting from the
source until it reaches the receiver location. The path loss for each propagation path

between the source and the receiver location can be given by

_ [T mi Hj G Ik &k

. 2
|distp|

Plp (6-4)

where pl is the path loss for a particular path p, ¢ is the number of reflections the path
encounters and 7; is the reflection coefficient of the i surface. Similarly, j is the number
of transmissions with ¢; being the transmission coefficient of the 4t surface and k is the
number of diffractions with &, being the diffraction coefficient of the k" wedge. Besides
the attenuation due to surface obstructions a propagating wave also attenuates in free-
space, which is given by the inverse of the square of total path length. One will notice

that in a vacuum free-space attenuation is given by an exponent of two. Sometimes a
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higher exponent is used to account for other hard to model atmospheric attenuation such
as moisture content in air or attenuation due to vegetation. Since wireless propagation
accounts for all paths reaching a sample point from the same source, the total path loss

Pl is defined as

Pl=> pl, (6.5)
p

In general, computing path loss with an isotropic source can be more expensive than
computing it for an actual transmitter with a complex gain pattern. This is because
for path loss computation, paths in all directions have to be traced until a specified
attenuation is reached irrespective of the initial power an individual path may have. On
the other hand, one of the advantages of using path loss computation, despite additional
computational cost is in a scenario where repeated simulations have to be performed on
the same environment with the same transmitter location except a change in the initial
power or gain pattern of the transmitter. In such scenarios the actual attenuation can be

computed by simple post-processing on the path loss results.

6.4 A propagation prediction system

We developed an interactive system called Propagate that models radio propagation in
several different types of environments. The graphical user interface of the system was
written in Tcl/Tk, where Tcl is a high level scripting language and Tk is a library of

graphics primitives. Another library called Polymnia® was used to represent our geometric

3The library was primarily written by Bruce Naylor at Bell Labs.
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environment as a binary space partitioning tree. A user can interactively select and
visualize an environment, set transmitter and receiver characteristics, and place them in
the environment for a simulation. Some of the transmitter and receiver characteristics

that can be modeled by the system are shown in Figure 6.2. Similarly, some of the
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Figure 6.1: (a) A list of parameters that control the geometric properties of the ray-beam

tracing algorithm. (b) A list of general radio propagation parameters.

parameters related to a geometric environment including parameters that control the size
of a ray-beam is shown in Figure 6.1. Some options related to the type of environment

or the type of propagation paths that can be independently simulated by the system are
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shown in Figure 6.3.
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Figure 6.2: (a) A list of characteristics that define a transmitter. (b) A list of character-

istics that define a set of receiver at a specific height.

6.4.1 Texture maps for interactive querying of signal strength

In an interactive system, it enhances a users experience much more if one can inquire
the level of signal strength at a location as one is navigating through that environment.
For such querying of signal strength, we construct a sample plane which represents a set

of receivers at a constant height and integrate it into the environment by constructing a
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new partitioning tree. We used Sculpt, a drawing program developed by Bruce Naylor
to display our three-dimensional environments. We initially convert a predicted coverage
map into a texture map which is mapped onto the respective sample plane for visualiza-
tion. Each of these sample planes are tagged with a unique identifier and the predicted
values are stored in a data structure. During interactive navigation a user can point
at any receiver location on any of the sample planes. The system computes an index
corresponding to the point of intersection which in turn reports the signal strength for
the corresponding receiver location. Some examples of coverage maps used as textures is

given in Section 7.2.
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Chapter 7

Results

We now present the overall results based on the algorithms that have been developed.
Some of the results have already been presented along with individual sections where
the respective algorithmic issues were discussed. The algorithms were compared based
on how well they predict power distribution in a given environment and also based on
their run time efficiency. We compared the results of our algorithms with the actual
measurements in several different types of environments. For our tests we will simulate
a typical mobile communication application. The scenario is that a transmitter (at the
base station) transmits radio signals into an environment. It is desirable to determine
whether a mobile moving in the environment is able to receive an acceptable signal from
this transmitter. There can be several variations to this basic scenario which can be

transformed into this basic scenario.
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7.1 Validation of the prediction model vs. field measure-

ment data

For the current system to have any usage as a practical RF engineering tool, the prediction
model needs to be compared with the actual measurements and results validated for
similar conditions in the field. We will devote the initial part of this section to discuss the
process of taking measurements. Then we will describe the process of comparing these
measurements with the predictions from the simulations and the justification of why this
process is acceptable. The measurement-taking process is indeed very tedious to say the
least. In fact, the real value (in terms of the saved man-hours) of such a tool is only
realized if one has been involved in taking such measurements!

The algorithms and the simulation system built around it was validated by comparing
the predicted values in an environment and the values of the corresponding measurements.
This also brings up the issue of an averaging scheme that can be used for such a compar-

ison.

7.1.1 Discussion on the measurement-taking process

There are several ways in which measurement and the predicted results could be com-
pared. One possible method is to do a point-to-point comparison between the predicted
and measured power at a given location. In some senses this point-to-point comparison is
actually an area-to-area comparison where the area may be a function of the wavelength.

This brings in the question of what is the optimal area for comparison. Obviously, one
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problem is present in the measurement-taking process. Typically, in urban outdoor as
well as terrain based environments, measurements are taken by connecting a mobile re-
ceiver along with a global position system (GPS) receiver to a computer. The mobile
receiver records the amplitude of the received power and the GPS receiver records the
geographical coordinates at that location. This setup is placed in a van which is driven
around in an environment. For practical reasons, it is difficult for a van to move slower
than 20miles/hour, especially if these measurements are taken during the day. This
speed translates to approximately 9 meters/sec. On the other hand, the sampling rate of
the currently available GPS receivers is approximately once a second. This implies that
received signals can be sampled approximately every 10 meters. However, location infor-
mation at higher resolutions can be obtained by interpolating the intermediate positions.
Another problem with the currently available GPS receivers is that the true receiver lo-
cations are dithered (for military reasons) such that it is off by a few tens of meters.
This may not be a significant distance from a visual perspective in a large city of several
square miles. But for area-to-area comparison between measured and predicted values
this can be quite significant, especially, if the area being compared is less than every ten
meters. One method of accounting for this error can be by using another reference GPS
receiver and then subtracting the common dithering factor. However, for our purposes of
validating the simulation model with the measured results we overlay the measured GPS
locations on an actual street map to account for any spatial discrepancies.

A similar setup can be used for measurements inside a building. Instead of a van, a
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cart carrying all the equipment can easily be used. The main difference is in the process
of correlating a location with the received signal strength at that location. The problem
is that for a GPS receiver to function properly it should initially have line-of-sight with
at least four to five satellites. Once the GPS receiver has locked its position, the receiver
should then be locked to at least three satellites at all times, which is obviously not
possible inside a building. The line-of-sight with any three satellites is necessary for the
triangulation algorithm to compute a unique position on earth. An alternative method
to obtain location information is to manually map the path of the cart through the
corridors to individual data points. The positioning may not be the most exact but is
within acceptable range of error. Here the locations can be at a much finer resolution.

The other issue for averaging is from the point of view of propagation, that is, small-
scale fading causes deep nulls or other sharp variation in signal amplitude within a couple
of meters. Hence, some spatial averaging is necessary to average out these small-scale
fading effects. Typically, the mean signal strength received at a particular location is
computed by averaging total power received over an area of 5 A to 40 A. This translates to
a range of 1 meter to 10 meter in the 1 GHz to 2 GHz frequencies for cellular and PCS
bands respectively [48]. A good measure of comparing these results is based on mean
difference between the predicted and measured values and standard deviation from the
mean.

We divided these point-to-point test cases into two categories. The first case is defined

as line-of-sight (LOS) where there is at least one direct path between the transmitter and
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the receiver location. This does not preclude any other types of paths such as reflected
or diffracted paths from the transmitter to the same receiver location. The other case is
defined as non-line-of-sight (NLOS). This is identified such that there is no direct path

between the transmitter and the receiver but there may be many other types of paths.

7.1.2 Line-of-sight comparison

The test case is inside a medium sized building, a Lucent Technologies facility at Crawford
Hill, NJ. The transmitter is located approximately eight feet above the floor on one side
of a long corridor. For comparison purposes the receiver locations are assumed to be
all along the corridor at approximately six feet above the floor. Notice that there can
be several paths that reach a given receiver location based on transmissions through
walls and reflections off walls, the roof, and the floor. Figure 7.1 shows a point-to-point
comparison between the measured and predicted values at hundreds of locations along

the corridor.

7.1.3 Non-line-of-sight comparison

We used a large cluttered urban environment like lower Manhattan as a test case for
the non-light-of-sight comparison. The transmitter is located at approximately thirty
feet above ground. The receivers are located at a height of six feet above ground, a
typical height of a car antenna or a person walking on a street. The graph compares the
measurements with the prediction based on the ray-beam tracing algorithms on a side

street two blocks away from the street where the transmitter is located. This ensures
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Figure 7.1: Comparison between measured and predicted power in line-of-sight from the

transmitter inside a large building.
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that there is no line-of-sight path between the transmitter and any of the receivers. Asin
the case of line-of-sight simulations, the comparison is point-to-point where a bin size is
approximately five square meters. Figure 7.2 shows a point-to-point comparison between

the measured and predicted values at hundreds of locations along the back street.

7.1.4 Environment-wide statistical comparison

To evaluate our algorithms for an entire environment we used two statistical measures.
The first is a mean difference between the measured and predicted power amplitude for
all receiver locations in the environment and the other is the standard deviation from the

mean. The mean difference is given by

N
Zi (Xmeasi - Xpredictedi)

MD =
N

(7.1)

where Xpeas and Xpredictea are the measured and predicted signal strength values respec-
tively at a sampled location, and N is number of sample points. The standard deviation

is given by
SD=1\/X2-X (7.2)

where X is the difference between the measured and predicted values, X2 denotes the
mean of the squares of the values, and X denotes the square of the mean of the various
values. Both these measures are given in dB. Table 7.1 shows a comparison for a number

of environments based on the above statistical criterion.
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Figure 7.2: The graph shows a comparison between measured and predicted power on a
side street (non-line-of-sight) from a transmitter (Tx) placed in lower Manhattan. The
non-line-of-sight street is running parallel to the street where the transmitter is placed
and shows a case of propagation around the block. The sudden increase in power beyond
the 100 meter mark is because that area is at an intersection of a cross road and as a
result received power from additional paths. One will also notice an anomaly between the
predicted and measured signal strength at around 93 meters in terms of a sudden drop
in the predicted value as compared to the measured value. Although, we do not have
an explanation for this drop in power in this particular case, we have conjectured based
on our experience with other input models and their analyses. Predictions by such a
system as ours are only as accurate as the input model. If there are significant differences
between the geometric input model used for predictions and the actual environment in
which the measurements were taken then we may notice such anomalies. In this case it is
possible that the geometric model of lower Manhattan we used may have some geometric

entities which were not present when the measurements were taken.
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Type of geometric environment | Absolute mean (in dB) | Std. deviation (in dB)
Outdoor — lower Manhattan 1.90 8.25
Inside bldg. — Crawford Hill 1.50 6.20
Inside bldg. — Middletown 0.40 5.10

Table 7.1: The table shows the statistical correlation between the measured and predicted
values for different types of environments. The results are computed based on a point-

to-point comparison over the entire environment.

7.2 Coverage maps from the Propagate system

The ray-beam tracing algorithm records the total received power for a each unique receiver
location from a given transmitter location. This is generated as a coverage map. If
there are more than one receiver locations for a given latitude-longitude coordinate, that
is, power has to be recorded at more than one height (for example, inside buildings)
then multiple coverage maps corresponding to each unique height are generated for the
same transmitter location. We used Propagate to compute power distribution in several
different environments. Figure 7.3 shows an aerial view of the propagation distribution
inside a large office building. The transmitter is placed approximately eight feet above
the floor in one of the corridors and power is sampled approximately six feet above the
floor all across the building. Similarly, Figure 7.4 shows the coverage of power from
a transmitter in lower Manhattan in the wall street area, which is an example of an
urban environment. An example of coverage in a terrain-based environment is shown in

Figure 7.7 and Figure 7.8. As mentioned in Section 6.4.1, these coverage maps can be
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Figure 7.3: The image shows an aerial view of the complete coverage map from a transmit-
ter location marked as "Tx’ with received power color-banded for easy visual identification.

The geometric environment is a large modern office building.
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Figure 7.4: The image shows an aerial view of lower Manhattan with predicted coverage
from a transmitter labeled as ‘Tx’. The signal strength has been color-banded for easier

visualization
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queried by a user during interactive navigation of an environment.

7.3 Comparison of run times for different types of antennas

In Section 4.1, we had mentioned that one of the advantages of a broadcast mode of
propagation is that it can handle complex antenna gain patterns and is able to derive
runtime efficiency for antennas that have narrow horizontal or vertical beam widths.
Table 7.2 shows a comparison of run times for different types of antenna gain patterns
based on the proposed algorithms. One will notice from the table that depending on the

horizontal and vertical beam width of an antenna, the run times could vary dramatically.

Tx: antenna characteristics Number of | Run time
Horizontal beam width Vertical beam width | receivers (in sec)
360° with constant (10dB) gain 5° 182x130x4 | 7767.8
360° with variable gain 5° 182x130x4 4618.3
120° 14° 182x130x4 | 4411.3
65° 7° 182x130x4 | 2418.5

Table 7.2: The table shows run times for different types of antennas. The antennas differ
in their gain patterns as well as horizontal and vertical beam widths. Here, a beam width
of an antenna is defined as the width of the beam beyond which its gain falls below half

its peak value, that is, by more than 3dB.

143



7.4 Sub-linear time complexity

As discussed in Section 4.2, one of the motivations of developing an algorithm based on
the broadcast mode of propagation was its runtime efficiency with respect to the number
of receiver locations. In this section we empirically show that our ray-beam tracing
algorithm has sub-linear time complexity in terms of the number of receiver locations.
One of the scenarios in which this efficiency gets effectively demonstrated is inside large
buildings with multiple floors. This is so because radio waves (unlike rays in the visual
spectrum) do travel through ceilings, floors, and other opaque surfaces such as walls
to either contribute energy at another floor or cause interference at another floor. For
this reason power distribution from a given source has to be sampled at several floors
which increases the number of receivers multiple fold. It is important to observe that all
receivers on a particular floor have the same height. This can easily be modeled by our
algorithm by representing all receivers at the same height as a single horizontal plane.
To evaluate the performance of our algorithm in such a scenario we used a large five-
floor building!. This multi-floor environment is shown in Figure 7.5. A comparison of
the run times between the ray-beam tracing algorithm and an image based algorithm
that is linear in the number of receiver locations for this large multi-floor building is
shown in Table 7.3. As one will notice from the normalized run times given in this table,

the performance of ray-beam tracing algorithm has sub-linear time complexity in terms

! This geometric database of the Computer Science building, University of California, Berkeley

was provided by Thomas Funkhouser working at the time at Bell Labs, Lucent Technologies Inc.
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Figure 7.5: The image shows a large multi-floor building. For our simulations, a trans-

mitter was placed on the third floor and power sampled on the first, third, fourth, and
the fifth floors.
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of the number of receiver locations as compared to the linear increase in time for an

image based algorithm. The algorithm has sub-linear time complexity because it is not

Run time (normalized)
Type of geometric | Number of receiver | Linear-time image | Broadcast
environment locations based algorithm | algorithm
a five floor 182x130x1 1.0 1.0
UC Berkeley, 182x130x2 2.0 1.07
CS building 182x130x3 3.0 1.10
182x130x4 4.0 1.13

Table 7.3: This table shows a runtime comparison between a standard image based algo-
rithm and our algorithm based on the broadcast mode of propagation. The comparison is
based on an increase in the number of heights at which power is being sampled in a large
multiple-floor building. Each height is defined as sample plane having the same number

of receiver locations. For easy comparison the run times have been normalized.

directly dependent on the number of receiver locations. The signal is propagated into the
environment from a source without any knowledge of the exact location or the number of
receivers. Typically, in cluttered environments the power level in a ray-beam attenuates
below a desired threshold long before a particular receiver is encountered. and only if
a ray-beam intersects a polygon (plane) representing a set of receiver locations does a
ray-beam record the current power level for these receivers. Although it is important to
note that the algorithm does take the distance between successive receiver locations into
account before recording the power levels for each receiver.

The time complexity of the ray-beam tracing algorithm can also be measured as a

function of the distance between the receiver locations. The runtime of the algorithm
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increases sub-linearly with respect to the increase in the number of receivers for the same
environment. This is because the algorithm is able to exploit spatial coherence of a beam

as described in the next section.

7.4.1 Exploiting spatial coherence of a ray-beam

Most of the early attempts at proposing algorithms such as cone tracing, beam tracing,
or pencil tracing [1, 26, 56] were explicitly designed to exploit the concept of spatial
coherence and as a result the computational efficiency they provide. In our case, although
the motivation was not to explicitly devise an algorithm to exploit spatial coherence, the
ray-beam tracing approach addresses the issue of coherence quite effectively. When a
ray-beam intersects a sample plane (a polygonal plane that geometrically represents the
receiver locations) and projects upon a large area, the ray-beam in effect is exploiting
coherence to contribute energy to a number of receiver locations simultaneously. This is
possible, since each ray-beam maintains power-density per unit square area rather than
the actual power in a beam. Figure 7.6 depicts this concept of simultaneously contributing
to a number of receiver locations.

We evaluated the ray-beam tracing algorithm both by varying only the number of re-
ceiver locations and by varying the number of receiver locations along with a correspond-
ing change in the ray-beam subdivision rate. The increase in the runtime is marginal as

compared to the increase in the number of receiver locations as is shown in Table 7.4.
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Beam origin

Plane of receiver locations

Medial ray for the beam

Beam projection on the
plane of receiver locations

Figure 7.6: Projection of a ray-beam on a plane of receiver locations. The beam intersec-
tion with the plane is determined by the beams medial ray. Due to the spatial coherence
of the ray-beam all receiver locations covered by the projection receive the same power

density per unit area.

Type of Number | Relationship of Run time (in sec) varying
geometric of receiver | receiver span receiver | receiver span w/change in
environment locations | w/wavelength | span only | ray-beam subdivision rate
a five floor 5,915 4\ 3953.4 3757.2
UC Berkeley, 23,660 2) 4141.8 4117.0
CS building 94,640 1A 4925.6 5236.6
378,560 0.5\ 8036.4 7670.7

Table 7.4: The table shows a comparison of run times with a change in the number of

receiver locations and the rate of ray-beam subdivision.
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7.5 RF engineering applications

Several RF engineering applications can be built around a tool that efficiently computes
power distribution in an environment from a given transmitter location with specific
antenna properties. One of these applications is for the study of better antenna systems.
Empirical studies have shown that antenna diversity can be used to counter small-scale
fading effects observed in multipath environments. It is also an important technique to
obtain greater antenna efficiency which can lead to higher capacity in a wireless network.
Antenna diversity can be in the form of spatial diversity, polarization diversity, time
diversity, and angular diversity. Some of these diversity schemes can be simulated using

our system.

7.5.1 Delay spread computation

One of the techniques in which time diversity can be used is by computing delay spread
experienced by signals in an environment. In a multipath environment two signals reach-
ing a sample point from the same source may have different path lengths, which results
in different arrival times. In an analog system, this time delay is not desirable. But
for a digital system such as code division multiple access (CDMA), this delay (within a
specified limit) can be used to an advantage by combining these signals.

Our system facilitates this computation quite easily by recording individual signals
received at a receiver location. Multiple paths are recorded by a simple enhancement

to the data structure that either records the path length along with the received signal
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strength or indexes the received signal strength based on the time delay of the received

signal. The mean time delay, 7 is computed as

T =

szi,:’;f’“ (7.3)

where ay, is the amplitude of the k' signal and T}, is the relative time delay of the

k" signal from the first signal received at the location. The delay spread can then be

computed as
or =\/T2 -T2 (7.4)

where 72 is given by the following equation.

— T2
72— 2 Ty (7.5)

>k Ok
7.5.2 Angular spread computation

In some cluttered environments antennas do not receive any signal from certain angular
directions. If this can be predicted with a certain level of confidence then antenna systems
could be built and deployed with specific beam patterns having an angular spread that
are tailored to specific environments. That is, the gain pattern of an antenna could be
altered such that there is more gain in some directions than others to match the needs of
an environment.

Angular diversity is mostly used at the base station (both for a transmitter as well as
for a receiver) instead of at the mobile because of the cost of providing larger antennas on

a mobile phone. To simulate angular diversity for a receiver at the base station the signal
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has to be transmitted from the receiver locations. This can be extremely inefficient. In
such scenarios we use the principle of reciprocity to redefine the problem.

The principle of reciprocity states that if a transmitting antenna and a receiving an-
tenna interchange their location without changing any other antenna parameters such as
the transmitted power and the antenna gain pattern then the received signal strength
remains the same at the receiver. The result can directly be derived from the Maxwell’s
equations in electromagnetic theory. This principle is very useful to model angular diver-
sity.

To compute the angular spread for an environment, the idea is to model a transmitter
at the base station as a directional antenna with a predefined beam width. At the
same time each mobile location is modeled as an omni-directional isotropic antenna.
Power is transmitted from each of these directional antennas for all 360°, and coverage
computed as a function of the angle at which the signal was propagated. Then a metric
can determine the extent of the coverage from each of these angles. This can determine a
good approximation of the beam width for an antenna as well as the preferred azimuthal

angle at which power is to be transmitted for a given environment.

7.5.3 Spatial antenna diversity

Another antenna diversity scheme that can be modeled by the system is the spatial
antenna diversity. In heavily built urban environments deep fades can occur at spatially

close locations. To alleviate such problems, service providers typically install more than
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one sectored antenna at the base station. These receivers can either be placed at a
horizontal spatial separation or a vertical spatial separation with respect to each other.
The idea is that if there is a narrow fade then at least one of these antennas would receive
a strong ray even if the other receives a faded ray.

Instead of modeling these antennas as receivers and the mobiles as transmitters, be-
cause of the principle of reciprocity we can again model the receivers at the base station
as transmitters and the mobiles as receivers. With this redefinition, the problem is the
same as our standard propagation problem. A simulation is performed for each of the
antennas (at spatially separated locations) at the base station. Since our system records
all the time-delayed multipaths, a correlation between different multipaths received by

the individual antennas can be computed.

7.5.4 Modeling co-channel and adjacent-channel interference

According to wave theory, an important wave effect is coherence, which measures the
correlation between the phases of two beams. Interference in the classical sense is defined
such that if there is a positive correlation between the phases then the interference is
constructive else it is destructive. If two beams when superimposed are completely inco-
herent then the two intensities get added linearly (where intensity is defined as the mean
squared amplitude). This was further confirmed by the famous two-slit experiment [5].
Co-channel? and adjacent-channel interference in wireless communication does not re-

fer to interference in the classical sense of wave theory. We model co-channel interference

2Here channel refers to a predefined frequency at which the signal is being transmitted.
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by computing the received signal strength at each receiver location from all transmitters
in the environment. Carrier-to-interference at a receiver location with respect to a trans-
mitter Ty is defined as a ratio of the signal strength received from T and the total power

received from all other sources. The relationship is given by the equation (7.6)
C T

- =—
2z T

7 (7.6)
where m is the number of other transmitters in the environment, 7; is the received sig-
nal strength from the i** source, and I is the total interference. It is worth noting that
computationally there is no difference between co-channel and adjacent-channel interfer-
ence. However, depending on the setup of a network of transmitters, specific transmitters

may be transmitting on the same channel or adjacent channel [48]. This is taken into

consideration to determine the type of interference being computed.

7.6 Network-wide load balancing

One of the applications for such a radio propagation prediction tool is in the management
of a network of base stations for optimal capacity utilization. A typical base station
in any geographic area can serve a certain number of users based on a few predefined
parameters. On the other hand, traffic densities in any geographic region and at any
time is neither uniform in nature nor can be predicted a priori. For example, traffic
density can drastically change on specific days depending on arbitrary events, such as
traffic accidents, a ball game, or a concert somewhere in town; or even during the course

of a day depending on certain traffic patterns. No network can be optimized for all of
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these eventualities. Therefore, methods have to be devised to mitigate user congestion
scenarios, especially those that cause overloading in one part of the network while under

utilizing another part of the network.

7.6.1 Network load balancing based on antenna downtilt /uptilt

One method of achieving this load balancing is by dynamically downtilting some antennas
and simultaneously uptilting other adjacent antennas. An antenna downtilt implicitly re-
duces a particular base stations coverage area which correspondingly reduces the number
of users that have to be served by the base station (assuming a uniform distribution of
users within the area of influence). Similarly, an antenna uptilt implicitly increases the
coverage area and the number of users it can potentially serve. Our system can be used
to effectively model such a scenario.

We conducted simulations in a terrain based environment to simulate the effects of
an antenna downtilt and its impact on the ground coverage. Figure 7.7 shows images
of coverage when the antenna is pointed at the horizon, that is, 0° downtilt and has a
downtilt angle of 5°. Figure 7.8 shows coverage with a downtilt angle of 10° with respect
to the horizon. One can notice the reduction in the coverage area by observing shrinking
power levels shown as color bands in the individual images. The irregular coverage is
due to the terrain effects as well as the particular antenna gain pattern being used. We
compute the new gain pattern of a downtilted antenna by using the original gain value

at an angle and modifying it by the downtilt angle instead of constructing a completely
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Legend of signal color bandsin dBm
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Figure 7.7: The image shows coverage in a terrain-based environment from a transmitter
location marked as ‘Tx’. The coverage is from an antenna that is downtilted to control
intercell interference by reducing the area under coverage as well as the signal strength
at a particular receiver location. (a) This shows the coverage when the transmitter is
pointing at the horizon. (b) This shows the coverage with a downtilt angle of 5° with
respect to the horizon. Notice the reduction in the power levels as compared to the

corresponding locations for the other downtilt angle.
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Legend of signal color bandsin dBm
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Figure 7.8: This image shows the coverage from a transmitter marked ‘Tx’ with a downtilt
angle of 10° with respect to the horizon. All the other simulation parameters are the same
as the previous figure with 0° and 5° downtilt. Notice the reduction in the power levels
as compared to the corresponding locations for the other two downtilt angles along with
the shrinkage in coverage area. The irregular coverage is due to the terrain effects as well

as the antenna gain pattern being used.
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new gain pattern. The former approach is more desirable and corresponds to an electrical

downtilt whereas the latter approach corresponds to a physical downtilt of an antenna.
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Chapter 8

Conclusions and Future Work

We conclude by again presenting the main contributions of this dissertation. We have
proposed a unified approach to propagation for different types of site-specific geometric
environments. The thesis proposes a broadcast mode of propagation and empirically
shows that it is computationally more efficient for radio propagation applications than
an image based approach. It also presents an adaptive ray-beam tracing algorithm, and
an algorithm to dynamically compute edges in an environment for diffraction purposes.

A unified approach to radio propagation in all types of environments is extremely
important if terrain effects have to be understood along with other obstructions such
as buildings in urban and rural environments. The system and algorithms described in
this thesis can act as a comprehensive platform for propagation studies. It can serve as
a platform to study antenna diversity issues in site-specific environments as well. The

adaptive ray-beam tracing algorithm can also be applied to simulating audio propagation
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in three-dimensional environments.

We used the proposed algorithms to develop a prediction system. The prediction
system was used to model propagation signal strength and other parameters in several
different types of geometric environments. The prediction results were then compared
with field measurements from these specific environments. The correlation between the
predicted and measured results were good and within acceptable bounds.

Although the main focus of this thesis was to develop efficient algorithms for energy
propagation in geometrically defined environments the usefulness of such a system largely
depends on the easy availability of site-specific geometric models. Obtaining a geometric
model of a site-specific environment and assigning the correct material properties to each
of the surfaces or geometric entities is still a challenge. One of the hopes is that with
time more buildings and urban areas will be available in some electronic form or the other

such that they can easily be imported into such prediction systems for wider usage.

8.1 Future Work

There are a number of areas in which this work can be extended. One of the areas is to
find a better ray-beam subdivision approach and investigate if a quadtree partitioning
approach is more efficient than uniform subdivision. Though the current algorithms have
addressed the issue of propagation for certain bands of frequencies a more thorough in-
vestigation is required for higher frequencies where small geometric entities such as leaves

play an important role in attenuating the signal significantly to necessitate a detailed

159



modeling of vegetation.

Many other useful modeling problems can be defined on top of a system that predicts
radio propagation in a site-specific environment. One such problem is the simulation of
power control in a CDMA system. Currently it is extremely expensive to conduct any
field trial that involves a network consisting of a large number of base stations and many
mobiles. Similarly, understanding mobile hand-off (as a mobile moves from one cell to
another) in a site-specific environment is an important problem in the optimal utilization
of a network of base stations. A system that pre-computes propagation distribution from

a set of transmitters could be a good starting point in modeling such problems.

160



Appendix A

Importing building databases

These days most of the modern buildings are first designed using some type of an archi-
tectural software package before the actual construction begins. This helps not only in
better designs but future maintenance of the building as well. AutoCAD is a popular
architectural design and drawing package. The software package has an ASCII file format
called data interchange format (dxf) [40], to output drawing files. The format is a de facto
industry standard for architectural and many other types of drawings. We found that
most of the architectural floor plans of buildings are available in the dxf format either
because they were designed using AutoCAD or a package that supported the dxf for-
mat. One of the simplest method of acquiring this large pool of building floor plans was
to convert these files available in dxf format into our internal binary space partitioning

tree (bspt) format. We used a dxf parser! that reads these ASCII files to generate an

IThe initial version of this parser was written by Michell Potmesil and later modified by the

author at Bell Labs to suit the needs of extracting useful entities from the dxf files.
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intermediate polygonal representation, which is then converted into the bspt file format.

However, these dxf files have a lot of unnecessary information, which does not al-
ways correspond to their physical representation in the building. For example, short line
segments stacked together represent stairs; crossed line segments within a rectangle rep-
resent elevator shafts and building columns; some arcs represent door sweeps; plumbing
fixtures are represented by simple line drawings, and so on. It is interesting to note that
most of these symbolic representations are merely used because of the convenience for
the draftsman or sometimes are a standard convention in the drafting world. Since both
walls (actual geometric entities) as well as these symbolic representations use lines and
arcs, it is hard to differentiate between them automatically. Thus a dumb automated
conversion does not work. Some heuristics and some manual pre-processing is necessary
before these drawings can be used for modeling purposes. Finally, the problem is that
these floor plans are two-dimensional, whereas, the actual geometry they represent is
three-dimensional. That is, the floor plans do not have any information about the height
of the individual entities. We used several heuristics to alleviate these problems.

First, we observed that some of these symbolic representations, text, and notations are
usually placed in separate layers that are different from the actual geometry. Although it
is difficult to identify these layers by name across all dxf files (in absence of any naming
convention for these layers), it still is an effective first step to prune these entities based
on the layers. We used color as an attribute that differentiates types of walls, for example,

concrete, sheet-rock, or mere partitions between offices. Some heuristics based the size
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of the line segments were also used to extract relevant information but no standard
generalizations can be drawn. Several similar heuristics have been proposed in [29] to
resolve some of these extraneous features in these databases.

Once a dxf file has been cleaned of these extraneous features, a file is read by the
parser. Specific values are used to filter different attributes. Each polyline representing
the walls is extruded in the z-direction (height). Then a floor and a ceiling is added to
the extracted building database. In case a building has a false ceiling, another polygonal

entity is added to match the database with the actual environment.
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