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Abstract

Knowledge Bases (KBs) are data resources that encode world knowledge in machine-

readable formats. Knowledge Base Population (KBP) aims at understanding this knowl-

edge and extending KBs with more semantic information, which is a fundamental prob-

lem in Artificial Intelligence. It can benefit a wide range of tasks, such as semantic search

and question answering. Information Extraction (IE), the task of discovering important

types of facts (entities, relations and events) in unstructured text, is necessary and crucial

for successfully populating knowledge bases. This dissertation focuses on four essential

aspects of knowledge base population by leveraging IE techniques: extracting facts from

unstructured data, validating the extracted information, accelerating and enhancing sys-

tems with less annotation effort, and utilizing knowledge bases to improve real-world

applications.

First, we investigate the Slot Filling task, which is a key component for knowledge

base population. Slot filling aims to collect information from a large collection of news,

web, or other sources of documents to determine a set of predefined attributes (“slots”)

for given person and organization entities. We introduce a statistical language under-

standing approach to automatically construct personal (user-centric) knowledge bases

from conversational dialogs.
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Second, we consider how to probabilistically estimate the correctness of the extracted

slot values. Despite the significant progress of KBP research and systems in recent years,

slot filling approaches are still far from completely reliable. Using the NIST KBP Slot

Filling task as a case study, we propose a confidence estimation model based on the

Maximum Entropy framework, and demonstrate the effectiveness of this model in both

precision and the capability to improve the slot filling aggregation through a weighted

voting strategy.

Third, we study rich annotation guided learning to fill the gap between an expert

annotator and a feature engineer. We develop an algorithm to enrich features with the

guidance of all levels of rich annotations from human annotators. We also evaluate the

comparative efficacy, generality and scalability of this framework by conducting a case

study on Knowledge Base Population domain, facilitating slot filling systems. Empiri-

cal studies demonstrate that with little additional annotation time, we can significantly

improve the performance.

Finally, we explore utilizing knowledge bases in a real-world application – personal-

ized content recommendation. Traditional systems infer user interests from surface-level

features derived from online activity logs and user demographic profiles, rather than

deeply understanding the context semantics. We conduct a systematic study to show the

effectiveness of incorporating deep semantic knowledge encoded in the entities on mod-

eling user interests, by utilizing the abundance of entity information from knowledge

bases.

ix



Table of contents

Dedication iii

Acknowledgments iv

Abstract viii

List of Figures xiv

List of Tables xvi

1 Introduction 1

⒈1 Knowledge Base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

⒈2 Knowledge Base Population . . . . . . . . . . . . . . . . . . . . . . . 8

⒈3 Dissertation Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Prior Work 17

⒉1 Knowledge Graph Population in SLU . . . . . . . . . . . . . . . . . . 17

⒉2 Confidence Estimation for Information Extraction . . . . . . . . . . . 20

⒉3 Rich Annotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

x



TABLE OF CONTENTS

⒉4 User Profiling for Content Recommendation . . . . . . . . . . . . . . 22

3 Personal Knowledge Graph Population 26

⒊1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

⒊2 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

⒊⒉1 Personal Assertion Classification . . . . . . . . . . . . . . . . 31

⒊⒉2 Relation Detection . . . . . . . . . . . . . . . . . . . . . . . 32

⒊⒉3 Slot Filling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

⒊⒉4 Knowledge Graph Population . . . . . . . . . . . . . . . . . . 34

⒊3 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

⒊4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

⒊⒋1 Evaluation Dataset . . . . . . . . . . . . . . . . . . . . . . . . 36

⒊⒋2 Personal Assertion Classification . . . . . . . . . . . . . . . . 37

⒊⒋3 Relation Detection . . . . . . . . . . . . . . . . . . . . . . . 37

⒊⒋4 Slot Filling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

⒊5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4 Confidence Estimation for Knowledge Base Population 42

⒋1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

⒋2 KBP Slot Filling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

⒋⒉1 Task Definition . . . . . . . . . . . . . . . . . . . . . . . . . 44

⒋⒉2 Baseline System Description . . . . . . . . . . . . . . . . . . . 45

⒋3 Confidence Estimation Model . . . . . . . . . . . . . . . . . . . . . . 46

⒋4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

xi



TABLE OF CONTENTS

⒋⒋1 Voting Systems . . . . . . . . . . . . . . . . . . . . . . . . . 48

⒋⒋2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

⒋5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5 Rich Annotation Guided Learning 54

⒌1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

⒌2 Rich Annotation Guided Learning . . . . . . . . . . . . . . . . . . . 56

⒌3 Level 3: Expensive Rich Annotations . . . . . . . . . . . . . . . . . . 58

⒌⒊1 Algorithm Overview . . . . . . . . . . . . . . . . . . . . . . . 58

⒌⒊2 Slot Filling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

⒌⒊3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

⒌4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6 User Profiling for Content Recommendation 73

⒍1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

⒍2 Task Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

⒍3 User Profile Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . 78

⒍⒊1 Entity Augmentation . . . . . . . . . . . . . . . . . . . . . . 79

⒍⒊2 User Profiling Framework . . . . . . . . . . . . . . . . . . . . 81

⒍4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

⒍⒋1 Experiment Setting . . . . . . . . . . . . . . . . . . . . . . . 85

⒍⒋2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

⒍5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

7 Conclusion and Future Work 90

xii



TABLE OF CONTENTS

⒎1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

⒎2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Bibliography 95

xiii



List of Figures

⒈1 Sample Knowledge Graph, where nodes represent entities, types, or attributes,

and edges represent types of relations. . . . . . . . . . . . . . . . . . . . . 3

⒈2 Visualization of DBpedia Knowledge Base Structure (Schmachtenberg et al.,

2014) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

⒊1 Example Personal Knowledge Graph . . . . . . . . . . . . . . . . . . . . 31

⒊2 Framework of Personal Knowledge Graph Construction . . . . . . . . . . 32

⒋1 Impact of Threshold Settings . . . . . . . . . . . . . . . . . . . . . . . . 50

⒋2 Performance of Confidence Intervals . . . . . . . . . . . . . . . . . . . . 51

⒌1 Rich Annotation Guided Learning Framework . . . . . . . . . . . . . . . 59

⒌2 Impact of Training Data Size . . . . . . . . . . . . . . . . . . . . . . . . 68

⒌3 Human Assessment Method Comparison . . . . . . . . . . . . . . . . . . 70

⒍1 Yahoo News Stream on Yahoo Homepage . . . . . . . . . . . . . . . . . . 75

⒍2 The High-level Pipeline of User Interests Modeling . . . . . . . . . . . . 80

⒍3 Example of Observed Data Representation in Content Recommendation . 85

xiv



List of Figures

⒍4 Performance Comparison with Different Numbers of Entity Augmentation

Iterations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

xv



List of Tables

⒈1 Example Triples in Knowledge Base . . . . . . . . . . . . . . . . . . . . . 2

⒈2 Size of Some Schema-based Knowledge Bases . . . . . . . . . . . . . . . 5

⒈3 Knowledge Base Population Projects (Nickel et al., 2016) . . . . . . . . . 11

⒊1 Example Utterances with Semantic Space . . . . . . . . . . . . . . . . . . 29

⒊2 Training Data for Personal Assertion Classification . . . . . . . . . . . . . 36

⒊3 Performance of Relation Detection and Slot Filling . . . . . . . . . . . . . 41

⒋1 Number of Queries and Number of Intermediate Responses from Each Year

Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

⒋2 Results Comparison between Baseline Voting System and Weighted Voting

System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

⒋3 Evaluation of Confidence Estimates . . . . . . . . . . . . . . . . . . . . . 51

⒋4 Features of Confidence Estimation Model . . . . . . . . . . . . . . . . . . 53

⒌1 Some Elements in Human Learning and Machine Learning for NLP . . . 57

⒌2 Validation Features for Slot Filling . . . . . . . . . . . . . . . . . . . . . 64

⒌3 Overall Performance of Slot Filling . . . . . . . . . . . . . . . . . . . . . 66

xvi



List of Tables

⒌4 Cost and Contribution of Each Comment . . . . . . . . . . . . . . . . . . 67

⒍1 Number of Features in Each Iteration Settings . . . . . . . . . . . . . . . 88

xvii



Chapter 1

Introduction

“I am convinced that the crux of the problem of learning is recognizing relationships

and being able to use them.”

- Christopher Strachey, a letter to Alan Turing, 1954

1.1 Knowledge Base

A Knowledge Base (KB) is a special-purpose structured resource used for the collec-

tion and management of knowledge in the form of logical statements. KBs store factual

information in form of relationships between entities, and most of them are in a graph

structure. This kind of relational knowledge representation has a long history in logic

and artificial intelligence (Davis et al., 1993), for example, in semantic networks (Sowa,

2008) and frames (Minsky, 1974).

Most of the KBs follow the Resource Description Framework (RDF) standard or

similar format to represent facts in the form of binary relationships, in particular (entity,

1



CHAPTER ⒈ INTRODUCTION

predicate, value) triples, where entity represent person, organization, and other types of

entities (e.g., Leonardo DiCaprio), predicate indicates the relationship, and value can be

another entity (e.g., Jack Dawson), a type (e.g., Actor), an attribute (e.g., 41), and other

factual information. The existence of a particular triple indicates an existing fact. For

example, the facts extracted from the following context can be expressed via the triples

shown in Table ⒈1:

Leonardo DiCaprio, 41, was an actor who starred in James Cameron’s romantic

disaster movie Titanic (1997) as Jack Dawson.

entity predicate value

(LeonardoDiCaprio, age, 41)

(LeonardoDiCaprio, profession, Actor)

(LeonardoDiCaprio, starredIn, Titanic)

(LeonardoDiCaprio, played, JackDawson)

(JamesCameron, directed, Titanic)

(Titanic, genre, RomanticDisaster)

(Titanic, releaseYear, 1997)

(JackDawson, characterIn, Titanic)

Table ⒈1: Example Triples in Knowledge Base

Triple stores covering various domains have already emerged, such as freebase.org.

We can aggregate all the triples in a KB to form a graph, where nodes represent entities

and values, and directed edges represent relationships. The direction of an edge can

2
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Titanic

Jack Dawson

41

age

actor

profession starredIn

played

romantic disaster

1997

releaseYear

genre

James Cameron

directed

Leonardo DiCaprio

characterIn

Figure ⒈1: Sample Knowledge Graph, where nodes represent entities, types, or at-

tributes, and edges represent types of relations.

reflect which entities are the subject entities in that triple if there are two entities, i.e.,

an edge points from the subject entity to the object entity. Different relations are rep-

resented using different types of edges. This construction is called a Knowledge Graph

(KG). As a KG is useful for understanding and visualizing the structure of knowledge

bases, many KBs are also represented as a KG. Figure ⒈1 shows an example knowledge

graph based on the facts in Table ⒈1. Figure ⒈2 illustrates part of the structure of the

DBpedia KG, where knowledge from various domains gets stored and linked ¹.

Recent years have seen tremendous research and engineering efforts in constructing

large knowledge bases (KBs). Examples of these knowledge bases constructed by re-

search communities include DBpedia (Auer et al., 2007), DeepDive (Niu et al., 2012a),

Freebase (Bollacker et al., 2008), NELL (Carlson et al., 2010), OpenIE (Banko et al.,

2007; Etzioni et al., 2011), ProBase (Wu et al., 2012), and YAGO (Biega et al., 2013;

Hoffart et al., 2013; Mahdisoltani et al., 2015). At the same time, many technology
⒈ This was produced by the Linked Open Data Cloud project (http://lod-cloud.net).

3
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Knowledge Base Entities Relation Types Facts

Wikidata 18 M 1,632 66 M

YAGO2 ⒐8 M 114 447 M

DBpedia ⒋6 M 1,367 539 M

Freebase 40 M 35,000 637 M

Yahoo! Knowledge Graph ⒊4 M 800 1,391 M

Google Knowledge Graph 570 M 35,000 18,000 M

Table ⒈2: Size of Some Schema-based Knowledge Bases

companies also build and maintain their own knowledge bases to advance applications,

such as Google Knowledge Graph (Singhal, 2012), Microsoft Knowledge Graph Satori,

Yahoo Knowledge Graph, and Facebook Entity Graph. These knowledge bases can be

utilized for various purposes, such as search and question answering. Table ⒈2 shows a

selection of such KBs and their number of entities, relation types, and facts.

Up to this point, we may bring up a question like “How does it differ from traditional

information management?” Actually traditional DBs or data warehouses are centered around

“records” and “tables”. This is certainly efficient when a domain is well known in advance

and discovery of new information is not expected. However, in domains where one

has the need to flexibly connect all sorts of information, some of it unexpected, the

knowledge base technology has distinctive advantages:

• Entity centric All bits of information are cataloged with respect to an entity or

entities it is relevant for.

5
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• Schemaless Free knowledge structure is allowed, no schema is required a priori.

• Metadata Rich, Self Describing Streams of metadata rich knowledge are now

easier to integrate and scale across organizations and domains.

Uses of Knowledge Bases

Knowledge Bases provide semantically structured information that is interpretable

by computers — a property that is regarded as an important ingredient to build more

intelligent machines (Lenat and Feigenbaum, 1991). Consequently, knowledge bases

are already powering multiple “Big Data” applications in a variety of commercial and

scientific domains. A good example is the integration of Google’s Knowledge Graph,

which currently stores 18 billion facts about 570 million entities, into the results of

Google’s search engine (Singhal, 2012). The Google Knowledge Graph is used to identify

and disambiguate entities in text, to enrich search results with semantically structured

summaries, and to provide links to related entities in exploratory search (Nickel et al.,

2016). Similarly, Microsoft integrated Satori with its Bing search engine, and Yahoo

utilized Yahoo Knowledge Graph in its Yahoo search engine.

In an enterprise the typical goal of a knowledge base is to collect information about

every entity of interest in a domain (and their relationships) and make it “maximally

easy” to reuse for any application, current, future, foreseen or unforeseen. Typical us-

ages include searching and displaying information about entities, recognizing entities in

context, connecting entities to content and data sources, discovering and recommending

related information, question answering, semantic parsing, connecting people, places

and things in social networks, virtual personal assistants, and so on.

6
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Enhancing search results with semantic information from knowledge graphs can

be seen as an important step to transform text-based search engines into semantically

aware question answering services. Another prominent example demonstrating the value

of knowledge graphs is IBM’s question answering system Watson, which was able to

beat human experts in the game of Jeopardy!. Among others, this system used YAGO,

DBpedia, and Freebase as its sources of information (Ferrucci et al., 2010). Repositories

of structured knowledge are also an indispensable component of digital assistants, such

as Apple Siri, Microsoft Cortana, Google Now, Amazon Echo, and Facebook M.

There are knowledge bases that store general information, such as Freebase, which

is a large collaborative knowledge base consisting of data composed mainly by its com-

munity members. It is an online collection of structured data harvested from many

sources, including individual, user-submitted wiki contributions. At the same time,

knowledge bases are also utilized in various specialized domains for different usages. For

instance, the Internet Movie Database (abbreviated IMDb) is an online knowledge base

of information related to films, television programs and video games, including cast,

production crew, fictional characters, biographies, plot summaries, trivia and reviews.

Furthermore, Bio2RDF (Belleau et al., 2008), Neurocommons (Ruttenberg et al., 2009),

and LinkedLifeData (Momtchev et al., 2009) are knowledge bases that integrate mul-

tiple sources of biomedical information. These have been used for question answering

and decision support in the life sciences.

7



CHAPTER ⒈ INTRODUCTION

1.2 Knowledge Base Population

Even the largest knowledge bases are far from complete, since new knowledge is

always emerging rapidly. For instance, in those KBs, entities which are popular usually

contain more knowledge facts, e.g., the basketball player Michael Jordan and the actor

Leonardo DiCaprio, while most other entities often have fewer facts. In addition, facts

should be updated as entities develop, such as changes in the cabinet, a marriage event,

or an acquisition between two companies. Most of the missing knowledge is available on

web pages in the form of free text now. To access that knowledge, information extraction

and information integration methods are necessary. Recent advances in natural language

processing and information extraction have made it possible to construct structured KBs

from online encyclopedia resources, at an unprecedented scale and much more efficiently

than traditional manual editing.

Information Extraction (IE) is the process of extracting structured information from

unstructured or semi-structured machine readable documents. Traditional IE systems

can extract information from individual documents in isolation quite efficiently. To

meet the real life requirement of building large-scale knowledge bases, the current IE

systems utilize Information Retrieval techniques to collect information (scattered among

multiple document collection), identify relevant documents, and integrate facts involving

redundant, complementary or conflicting entities.

To be specific, IE systems begin with gathering all known information about a given

query entity. For instance, given the query “Barack Obama”, the goal of slot filling sys-

tems is to collect Barack Obama’s birthplace, birthdate, occupation, spouse, and other

predefined attributes (or slots). This can be thought of as “filling”. A key aspect of this is

8
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relation extraction – the classification of a sentence and two entities in the sentence to a

relation of interest. For example, reading “Barack Obama was born in Hawaii” and extract-

ing the relation born_in(Barack Obama, Hawaii). The slot filling systems are required to

automatically distill information from the document collection which fills missing KB

attributes for focus entities. The slot filling task is a hybrid of traditional IE (a fixed set

of relations) and QA (responding to a query, generating a unified response from a large

collection). Then IE systems link entities and information about these entities to the

entries in the data/knowledge base.

Approaches

Completeness, accuracy, and data quality are important parameters that determine

the usefulness of knowledge bases and are influenced by the way knowledge bases are

constructed. We can classify KB construction methods into four main groups:

• In curated approaches, triples are created manually by a closed group of experts.

• In collaborative approaches, triples are created manually by an open group of volun-

teers.

• In automated semi-structured approaches, triples are extracted automatically from

semi-structured text (e.g., infoboxes in Wikipedia) via hand-crafted rules, learned

rules, or regular expressions.

• In automated unstructured approaches, triples are extracted automatically from un-

structured text via machine learning and natural language processing techniques.

9
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Table ⒈3 lists current knowledge base population projects classified by their creation

method and data schema. In this dissertation, we will only focus on schema-based KBs.

Construction of curated knowledge bases typically leads to highly accurate results, but

this technique does not scale well due to its dependence on human experts. Collaborative

knowledge base construction, which was used to build Wikipedia and Freebase, scales

better but still has some limitations. For instance, the place of birth attribute is missing

for 71% of all people included in Freebase, even though this is a mandatory property

of the schema (West et al., 2014). Also a recent study (Suh et al., 2009) found that

the growth of Wikipedia has been slowing down. Consequently, automatic knowledge

base population methods have been gaining more attention. Nickel et al. (2016) pro-

vided a review of state-of-the-art statistical relational learning (SRL) methods applied

to very large knowledge graphs, and also demonstrated how SRL can be used in coǌunc-

tion with machine reading and information extraction methods to automatically build

knowledge repositories.

Knowledge intensive enterprises across many sectors can immensely benefit from the

ability to keep the data and the structure of any piece of information they can collect

about any entity of interest to their business. Typically an enterprise knowledge base

is created with data ranging from relational databases to public open data including

public knowledge graphs, to unstructured data processed via machine learning API, to

a customer’s own datasets.

For instance, Yahoo acquires and extracts information about entities from multiple

complementary sources using information extraction techniques, and leverage open data

sources such as Wikipedia as well as closed data sources from paid providers. The mined
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Method Schema Examples

curated yes

Cyc/OpenCyc (Lenat, 1995)

WordNet (Miller, 1995)

UMLS (Bodenreider, 2004)

collaborative yes
Wikidata (Vrandecic and Krötzsch, 2014)

Freebase (Bollacker et al., 2008)

auto. semi-structured yes

YAGO (Hoffart et al., 2013; Suchanek et al., 2007)

DBpedia (Auer et al., 2007)

Freebase (Bollacker et al., 2008)

auto. unstructured yes

Knowledge Vault (Dong et al., 2014)

NELL (Carlson et al., 2010)

PATTY (Nakashole et al., 2012)

PROSPERA (Nakashole et al., 2011)

DeepDive/Elementary (Niu et al., 2012b)

auto. unstructured no

ReVerb (Fader et al., 2011)

OLLIE (Mausam et al., 2012)

PRISMATIC (Fan et al., 2010)

Table ⒈3: Knowledge Base Population Projects (Nickel et al., 2016)
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facts are stored uniformly in a central knowledge repository where entities and their

attributes and relationships are categorized, normalized, and validated against a common

ontology using a generalized and scalable framework. Then machine learning techniques

are applied to disambiguate and blend together entities that co-refer to the same real-

world objects, eventually turning siloed, incomplete, inconsistent, and possibly inaccurate

informations into a rich, unified, disambiguated knowledge graph. A plugin system can

be used to enrich the graph with inferred information useful for the Yahoo applications.

Meanwhile, editorial curation can also be leveraged for hot fixes. The current Yahoo

Knowledge Graph manages millions of interconnected entities and relationships, and

runs on top of distributed storage and data processing systems. (Blanco et al., 2013)

The Knowledge Base Population (KBP) track, organized by U.S. National Institute

of Standards and Technology (NIST)’s Text Analysis Conference (TAC), is an active but

challenging research task, aiming to promote research in discovering information about

entities and augmenting a Knowledge Base (KB) with this information (Ji et al., 2010).

TAC KBP mainly consists of four typical knowledge base population tasks, and more in-

formation can be found in the task definition (e.g., Ji et al., 2010; Ji and Grishman, 2011;

Ji et al., 2011, 2014, 2015; Surdeanu and Ji, 2014; “Slot Filler Validation/Ensembling at

TAC 2015 Task Guidelines” 2015; “TAC KBP 2015 Slot Descriptions” 2015):

• Entity Linking (EL) aims to link names in a provided document to entities in the

KB or NIL.

• Slot Filling (SF) aims to extract information about an entity in the KB to auto-

matically populate a new or existing KB.

12
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• Cold Start KBP (CSKBP) aims to build a knowledge base from scratch using a

given document collection and a predefined schema for the entities and relations

that compose the KB.

• Slot Filler Validation (SFV) aims to refine output from SF systems by either

combining information from multiple slot filling systems, or apply more intensive

linguistic processing to validate individual candidate slot fillers.

1.3 Dissertation Overview

The rest of the dissertation is organized as follows: Chapter §2 reviews background

knowledge and summarizes related works. The chapter also discusses current challenges

of the task and describes several knowledge resources that may benefit understanding

problems. Then we present four concrete studies to answer the following four questions

in order to achieve the above goal:

• Question 1: “How can we build knowledge bases?”

Knowledge graphs provide a powerful representation of entities and the relation-

ships between them, but automatically constructing such graphs from spoken

language utterances presents novelty and numerous challenges. We introduce a

statistical language understanding approach to automatically construct personal

(user-centric) knowledge graphs in conversational dialogs. Such information has

the potential to better understand the users’ requests, fulfilling them, and enabling

other technologies such as developing better inferences or proactive interactions.

Three key language understanding components are built: ⑴ Personal Assertion Clas-
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sification identifies the user utterances that are relevant with personal facts, e.g., “my

mother’s name is Rosa”; ⑵ Relation Detection classifies the personal assertion utter-

ance into one of the predefined relation classes, e.g., “parents”; and ⑶ Slot Filling

labels the attributes or arguments of relations, e.g., “name(parents):Rosa”. Our ex-

periments using the Microsoft conversational understanding system demonstrate

the performance of this proposed approach on the population of personal knowl-

edge graphs. More will be described in Chapter §3.

• Question 2: “How can we validate the correctness of information in knowledge bases?”

As we know knowledge base population systems automatically extract structured

information from machine-readable documents, such as newswire, web, and mul-

timedia. Despite significant improvement, the performance is far from perfect.

Hence, it is useful to accurately estimate confidence in the correctness of the ex-

tracted information. Using the Knowledge Base Population Slot Filling task as

a case study, we propose a confidence estimation model based on the Maximum

Entropy framework, and the effectiveness of this model is demonstrated in both

precision and the capability to improve slot filling task through a weighted voting

strategy. More details will be discussed in Chapter §4.

• Question 3: “How can we build knowledge bases more efficiently?”

As an inter-disciplinary area, statistical natural language processing (NLP) requires

two crucial aspects: ⑴ good choice of machine learning algorithms; ⑵ good fea-

ture engineering. In particular, ⑵ significantly affects the performance of systems.

Linguistic annotation is a fundamental and crucial step of supervised learning.

However, feature engineering remains a challenging task. Moreover, annotated
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corpora are usually prepared by a separate group of human annotators before sys-

tem development, such as LDC annotated corpora. As a result, almost all previous

NLP systems only utilized direct manual labels for training, while ignoring the

valuable knowledge that human annotators have learned and summarized from

corpora preparation. In fact, compared to system developers who normally design

features based on partial data analysis, human annotators are usually more knowl-

edgeable because they need to go through the entire data set and restrictively follow

annotation guidelines. We have applied rich annotation guided learning to help

improve the performance of knowledge base population systems and related tasks,

and Chapter §5 will present more about this framework.

• Question 4: “How can we use these better knowledge bases to advance other tasks?”

Nowadays the web plays an important role in the distribution of information from

different sources to the users. The main problem that comes into play is called

Information Overload, which necessitates the content recommendation techniques

to help choose the best items matching users’ interests. Thus modeling user inter-

ests is a key and challenging component for personalized content recommendation.

Traditional systems usually infer users’ interests from surface-level features derived

from online activity logs and user demographic profile, rather than deeply under-

standing the semantics behind the users’ requests. Named entities that appear in

the search queries, contents, stream news articles, and other content forms enable

interpreting what these contents are really about. We have conducted a systematic

study to show the effectiveness of incorporating deep semantic knowledge encoded

in the entities for modeling users’ interests, by utilizing the abundance of knowl-
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edge populated in knowledge bases, which will be discussed more in Chapter §6.

Finally, Chapter §7 concludes the main contributions and discusses a number of

interesting directions that can be explored in the future.
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Chapter 2

Prior Work

In this chapter, we review prior work that is closely related to the solutions (Chapter

§3, §4, §5, and §6) described in this dissertation. Our goal is to introduce the background

for our work, but not to present a comprehensive survey of research in knowledge base

population. Therefore, certain interesting research such as Entity Linking is not described

here.

2.1 Knowledge Graph Population in SLU

Conventional Spoken Language Understanding (SLU) approaches typically focus on

user intent determination and slot filling tasks. Intent determination systems have roots

in call routing systems used in call centers (e.g., Billing vs. Sales), such as the AT&T

How May I Help You system (Gorin et al., 1997). They are usually modeled as an utterance

classification task aiming at classifying a given speech utterance Si into one ofM semantic

classes, Ĉr ∈ C = {C1, ..., CM} (where r is the utterance index). To this end, researchers
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have tried various classification methods such as Boosting (; Schapire and Singer, 2000;

Zitouni et al., 2003), support vector machines (SVMs) (Haffner et al., 2003), and more

recently deep learning (Dauphin et al., 2014; Sarikaya et al., 2011).

On the other hand, slot filling systems have flourished after DARPA sponsored

the Airline Travel Information System (ATIS) (Price, 1990) project. These systems at-

tempted to convert the user utterance into an SQL query. The approaches ranged from

generative models such as hidden Markov models (He and Young, 2003; Pieraccini et

al., 1992), discriminative classification methods (Kuhn and Mori, 1995; Tür et al., 2010;

Wang and Acero, 2006), knowledge-based methods, probabilistic context free grammars

(Seneff, 1992; Ward and S.Issar, 1994), and more recently deep learning methods (Deng

et al., 2012; Xu and Sarikaya, 2013; Yao et al., 2014). Recently, the state of the art ap-

proach for slot filling is framing the task as a sequence classification problem, similar to

part of speech tagging or named entity extraction, in order to find both the boundaries

and labels of phrases which are used to fill the semantic template. The non-slot filler

words are assigned to a special null state.

Similar to the slot filling task defined in SLU, another Slot Filling task is constructed

in the Knowledge Base Population (KBP) track, organized by U.S. NIST’s Text Analy-

sis Conference (TAC) (Ji and Grishman, 2011). The KBP Slot Filling (SF) task aims

at collecting from a large-scale multi-source corpus the values (“slot fillers”) for certain

attributes (“slot types”) of a query entity, which is a person or some type of organization.

KBP2013 has defined 25 slot types for persons (per) (e.g., age, spouse, employing orga-

nization) and 16 slot types for organizations (org) (e.g., founder, headquarters-location,

and subsidiaries). Some slot types take only a single slot filler (e.g., per:birth_place),
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whereas others take multiple slot fillers (e.g., org:top_employees). More information can

be found in the task definition (Ji et al., 2010). Various approaches have been proposed

to perform the task, including pattern matching (Chen et al., 2010b; Min et al., 2012),

question answering (Byrne and Dunnion, 2010; Chen et al., 2010b), hand-coded heuris-

tic rules (Gao et al., 2010; Yu et al., 2010), distant supervision (Chrupala et al., 2010;

Intxaurrondo et al., 2010; Min et al., 2012; Nemeskey et al., 2010; Surdeanu et al., 2010),

hybrid (Chen et al., 2010b; Min et al., 2012), knowledge graph based (Yu et al., 2014a),

etc.

As we know, knowledge graphs have been demonstrated to be useful and powerful

in many conversational understanding research tasks. Hakkani-Tür et al. (2013) and

Hakkani-Tür et al. (2014) compute entity type weights to enrich semantic knowledge

graph entities with probabilistic weights for the SLU relation detection task. El-Kahky

et al. (2014) proposes a technique to enable SLU systems to handle user queries beyond

their original semantic schemas defined by intents and slots. Wang et al. (2014) presents

a full pipeline to leverage semantic web search and browse sessions for a semantic parsing

problem in multi-turn spoken dialog systems. Tür et al. (2012) and Heck et al. (2013)

present studies towards bringing together the semantic web experience and unsupervised

statistical natural language semantic parsing modeling. Heck and Hakkani-Tür (2012)

proposes an unsupervised training approach for SLU systems on the intent detection

task, which exploits the structure of semantic knowledge graphs from the web.
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2.2 Confidence Estimation for Information Extraction

Confidence estimation is a generic machine learning approach for measuring con-

fidence of a given output, and many different CE methods have been used extensively

in various Natural Language Processing (NLP) fields (Gandrabur et al., 2006). Gan-

drabur and Foster (2003) and Bach et al. (2011) investigated the use of machine learn-

ing approaches for confidence estimation in machine translation. Agichtein (2006) used

Expectation-Maximization algorithms to estimate the confidence for partially supervised

relation extraction. White et al. (2007) described how a maximum entropy model can be

used to generate confidence scores for a speech recognition engine. Louis and Nenkova

(2009) presented a study of predicting the confidence of automatic summarization out-

puts. Many approaches for confidence estimation have also been explored and imple-

mented in other NLP research areas.

There are also many previous confidence estimation studies in IE, and most of these

have been in the Active Learning literature. Thompson et al. (1999) proposed a rule-

based extraction method to compute confidence. Scheffer et al. (2001) utilized hidden

Markov models to measure the confidence in an IE system, but they only estimated

the confidence of singleton tokens. Culotta and McCallum (2004)’s work is the most

relevant to our work, since they also utilized a machine learning model to estimate the

confidence values for IE outputs. They estimated the confidence of both extracted fields

and entire multi-field records mainly through a linear-chain Conditional Random Field

(CRF) model, but their case studies on contact information extraction from web pages

are not as complicated and challenging as slot filling, since SF systems need to handle

difficult cross-document coreference resolution, sophisticated inference, and also other
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challenges (Min and Grishman, 2012). For the TAC KBP Slot Filling task, recent re-

search approaches of filtering incorrect values from multiple systems include heuristic

rules, weighted voting (Li and Grishman, 2013), supervised learning to rank algorithms

(Tamang and Ji, 2011), unsupervised multi-dimensional truth finding (Yu et al., 2014a),

and more.

2.3 Rich Annotations

In some NLP tasks such as information retrieval, it has proven effective to incorpo-

rate user feedback to customize or tune a system, such as personalized search (e.g., Lv et

al., 2006; Tyler and Teevan, 2010). However, such user feedback is not always available.

Nevertheless most supervised learning methods rely on the labels by human annotators.

Therefore there is great potential to fully utilize the deep knowledge from human an-

notators. Vapnik (2009) proposed to incorporate more of “teacher’s role” (i.e., privileged

knowledge) into traditional machine learning paradigm. We follow this basic idea and

incorporate additional feedback from annotators into system development.

Recent work has pointed out the problem that human annotators are “underutilized”

and incorporated rich annotations into many classification problems (Yu et al., 2011;

Zaidan et al., 2007; Zaidan and Eisner, 2008). Some other work (Druck et al., 2008;

Haghighi and Klein, 2006; Raghavan et al., 2006) asked human annotators to label or

select features. In this dissertation we shall generalize all kinds of annotator rationales

into multiple levels and conduct a systematic study.

Castro et al. (2008) investigated a series of human active learning experiments. Our

experiment of using Rich Annotation Guided Learning to speed up human assessment
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exploited assistance from multiple systems. Our idea of learning from error corrections

is also similar to Transformation-based Error-Driven Learning, which has been success-

fully applied in many NLP tasks such as part-of-speech tagging (Bril, 1995), chunking

(Milidiu et al., 2008), word sense disambiguation (Dini et al., 1998) and semantic role

labeling (Williams et al., 2004). In these applications the transformation rules are auto-

matically learned based on sentence contexts at each iteration. However, our applications

require global knowledge which may be derived from diverse linguistic levels and vary

from one system to the other, and thus it’s not straightforward to design and encode

transformation templates. Therefore in this dissertation we choose a more modest way

of exploiting the comments encoded by human annotators.

There are many other alternative automatic assessment approaches for slot filling.

Besides the RTE-KBP validation (Bentivogli et al., 2011) discussed in the dissertation,

some slot filling systems also conducted filtering and cross-slot reasoning (e.g., Castelli

et al., 2010; Chen et al., 2010a) to improve results.

2.4 User Profiling for Content Recommendation

Our user profiling for content recommendation work consists of three areas of re-

search, including user profiling, recommendation systems, and factorization machines.

Some of the related work and publications are listed below.

User profiling aims to represent users’ interests in the same feature space as that

of the items being recommended (Chen and Pu, 2004). One of the popular tasks that

needs user profiling is content recommendation (Middleton et al., 2004; Webb et al.,

2001; Zukerman and Albrecht, 2001), and user profiling can also be applied on personal-
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ized web search and ads push to enhance the user experience (Sieg et al., 2007; Sugiyama

et al., 2004). Recommendation system is an information filtering system that attempts to

present information items that are likely of interest to the user. In general there are two

approaches to recommendation, collaborative filtering and content-based recommenda-

tion. Collaborative filtering is the process of filtering information using the techniques

involving collaboration among users, such as nearest neighborhood models (Sarwar et al.,

2001) and matrix factorization methods (Koren et al., 2009). Content-based recommen-

dation mainly explores explicit features of items and users (Adomavicius and Tuzhilin,

2005), and this approach is essential for the applications where a lot of cold start items

appear, which is typical in content recommendation. Various approaches have been pro-

posed to be effective for new recommendation, including spatio-temporal model (Agar-

wal et al., 2009), probabilistic models (Liu et al., 2010), click shaping (Agarwal et al.,

2012), hyper graph learning (Li and Li, 2013), activity ranking (Agarwal et al., 2014),

and latent factor models (Zhong et al., 2015).

The integration of hierarchical knowledge repository in recommendation and user

preference profiling is becoming an emerging area of interest. For instance, Yu et al.

(2014b) studied personalized entity recommendation for search engine users by utilizing

user click log and the knowledge extracted from Freebase. Cheekula et al. (2015) pro-

posed a content-based recommendation approaches that adapts a spreading activation

algorithm over the DBpedia category structure to identify entities of interest to the user.

Passant (2010) studied to recommend music entities based on its Linked Data Semantic

Distance (LDSD) from other explicitly rated entities of the user with DBpedia. Di Noia

et al. (2012) have harnessed DBpedia in order to recommend movies based on the content
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of the user. And Kapanipathi et al. (2014) leveraged hierarchical relationships present

in knowledge-bases to infer user interests expressed as a hierarchical interest graph.

However, user interests are traditionally modeled using different sources of profile

information (e.g., explicit demographic or interest profiles, or implicit profiles based

on previous queries, search result clicks, general browsing activity, or even richer desk-

top indices). And user preference is usually inferred from their activities (e.g., clicking

on a hyperlink, viewing/saving/bookmarking a page), rather than trying to understand

the semantics of the queries and the content of visited pages. But the use of deep se-

mantic knowledge allows us to furnish rich contextual information. For example, Yahoo

Knowledge Graph entities extracted either from the search queries or the contents of the

webpages the user has visited make it possible to get connected with knowledge bases

where plenty of deep semantic knowledge about the entities exists. Hence, in this work,

we model users’ interests from a deeper semantic aspect by investigating the information

network based on the entities that the users are really interested in.

Our work is closely related with the work of Zhong et al., 2015. The general goal

of our proposed framework is consistent with the one of Zhong et al., 2015, which is to

model user’s interests and provide personalized content recommendation within a large-

scale framework. We have also utilized a similar framework, Factorization Machines

(Rendle, 2010), to overcome both data sparsity and cold-start problems and infer user

interest vectors. One of the most significant differences between their work and our work

is that they only utilized the entities that had appeared in each user’s previous click history

and content categories as features, but our idea is to exploit more semantic knowledge

and entities to enrich the feature space, by utilizing the related entities extracted from
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knowledge base and augment seen entities with similar unseen entities. Thus our work

can take the advantages of the abundant knowledge stored in the Yahoo Knowledge

Graph to capture users’ preferences more from the semantic side. This also enables

the user profiling model to predict users’ future interests from a long-term concern.

Hence, our work shares the similar goals and framework with Zhong et al., 2015, but

our methodology and focus are substantially different.

25



Chapter 3

Personal Knowledge Graph Population ¶

3.1 Introduction

With the rapid proliferation of smart phones aligned with advances in automatic

speech recognition (ASR) and machine learning technologies, virtual personal assistant

(VPA) systems, such as Apple Siri and Microsoft Cortana, have started to emerge. These

systems are typically more complex than applications like voice search or voice messag-

ing, and require advanced spoken language understanding (SLU) capabilities, which are

robust to variability in natural language, ASR noise, and spontaneous ungrammatical

spoken input.

In VPA systems, at each turn, a user’s speech is recognized, and then the SLU com-
. ¶ This work has been published in “Personal Knowledge Graph Population from User Utterances in

Conversational Understanding”. Xiang Li, Gokhan Tur, Dilek Hakkani-Tur, and Qi Li. Proceedings of 2014
IEEE Spoken Language Technology Workshop (SLT), 20⒕
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ponent semantically parses that into a task-specific semantic representation of the user’s

intention (e.g., play music or check weather) with associated arguments (e.g., name of the artist

or location) (Tür and DeMori, 2011). Since SLU is not a single stand-alone technology

like speech recognition or synthesis, there is no established definition of a semantic parse;

it depends on the task, domain, or application. The dialog manager then interprets and

decides on the most appropriate system action exploiting semantic context, user specific

meta-information, such as geo-location and personal preferences, and other contextual

information. For example, if the user clicks on a map on the screen and says “How much

is the cheapest gas around here?”, the system should be able to interpret the domain, intent,

and the associated arguments (Tür et al., 2014), like:

Domain: Local Business; Intent: Get_Price

Slots: good: gas; cost_relative: cheapest; location: (lat,long)

Typically, spoken dialog queries to a dialog system may be classified as informational,

transactional, and navigational in a similar way to the taxonomy for web search (Broder,

2002). Informational queries seek an answer to a question, such as “find the movies of a

certain genre and director”, transactional queries aim to perform an operation, such as “play

a movie”, or “reserve a table at a restaurant”, and navigational queries aim to navigate in

the dialog, such as “go back to the previous results”. However, in VPA systems, in addition

to these three main categories, more and more personal assertion utterances are conveyed

from the users, where users are talking about themselves (e.g., “I am vegetarian” or “My

daughter is getting married”. In such utterances, instead of instructing the VPA to perform

some unambiguous specific user intent, users interact with the VPA in a more intimate

27



CHAPTER ⒊ PERSONAL KNOWLEDGE GRAPH POPULATION

way. This is an uncharted area of research in the SLU literature, since the users express

no overt intention.

More formally, an assertion is a declarative sentence (instead of imperative, inter-

rogative, or any other type). The personal assertion sentences are more focused on

describing personal facts, where the subject of the sentence is either the user (i.e., “i”) or

somebody/something related to the user (i.e., “my wife”, “my birthday”, etc.). While such

personal information may vary greatly, as a first step towards processing such personal as-

sertions, we exploit the semantic knowledge graphs of the semantic web (McIlraith et al.,

2001; Shadbolt et al., 2006) and semantic search (Guha et al., 2003). A commonly used

ontology is provided in schema.org, with consensus from academia and major search

companies like Microsoft, Google, and Yahoo. In this ontology, the personal relation

types, such as education or family are also defined for individuals.

In this study, more specifically, we follow the Freebase semantic knowledge graph

schema¹, including 18 types of relations about the people.person entity, such as nationality

(the country (or countries) that the person is a citizen of ), profession (the name of

the person’s primary occupation⒮, during their working life), parents (the biological

parents and adoptive parents), and so on. A list of the personal factual relations that

are encountered in the spoken utterance evaluation dataset is shown in Section ⒊4. For

illustration, example utterances with defined semantic space are shown in Table ⒊1, and a

sample user-centered knowledge graph based on these utterances is shown in Figure ⒊1.

For each relation, we leverage the complete set of entities in the Freebase knowledge

graph that are connected to each other with the specific relation, and search for these

entity pairs on the web using the Microsoft Bing search engine (www.bing.com). We use
⒈ http://www.freebase.com/schema
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the snippets that the search engine returns to create natural language examples that can

be used as the training data for each relation, based on the earlier work (Hakkani-Tür

et al., 2013). We further refine and augment the annotations of these examples, such as

there are more than one relation instances in a snippet, which is similar to Heck and

Hakkani-Tür (2012) and Tür et al. (2012).

This paradigm of constructing personal knowledge graphs in SLU can enhance the

user experiences, since the SLU component knows more about the user’s relationships

and behaviors. In addition to customizing knowledge about users, it can also help en-

hance the performance of SLU systems from many aspects. For example, the SLU

component may not appropriately respond to an utterance like “show me the direction to

my daughter’s school” previously. But once the SLU has built a user-centered knowledge

graph, where “my daughter’s school” has been associated with the address of the user’s daugh-

ter’s school, the SLU is able to interpret more utterances and act accordingly by taking

advantage of more knowledge about the user. Moreover, once the VPA constructs a user-

centric knowledge graph for each user, a global knowledge network may be populated

by aggregating and integrating personal knowledge graphs through entity linking.

3.2 Framework

In this work, we align our SLU semantic space with the back-end semantic knowledge

repositories such as Freebase and aim to identify knowledge graph relations invoked in

user’s utterances. To achieve this goal, we propose the statistical language understanding

framework, as shown in Figure ⒊2, with three key language understanding components:

Personal Assertion Detection, Relation Detection, and Slot Filling. Each of these components
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user

place_of_birth 
Rosa

parents date_of_birth 

spouse Amy

children 

children 

November 17 1991

New York City

Alex

EileenMicroso!

so!ware engineer profession 

employment_history 

Figure ⒊1: Example Personal Knowledge Graph

will be introduced in detail in the following subsections.

3.2.1 Personal Assertion Classification

This component aims to classify the spoken utterances into binary classes according

to whether the utterance depicts personal facts. For example, one positive case could be “i

was born in 1999”, and, on the other hand, a negative instance could be “how is the weather

today?”. We formulate this problem as a binary classification task and apply Support

Vector Machines (SVM) (Boser et al., 1992; Cortes and Vapnik, 1995) framework to

perform the classification.

We use linear kernels as provided in the SVMˡⁱᵍʰᵗ (Joachims, 1999) package, since

they are extremely efficient. The features include the ngrams (n = 1,2,3), stems, part-of-

speech tags, and their combinations. The outputs of this stage provide us with coarse-

grained information on whether we could further extract fine-grained personal factual

relations from next two levels.
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Personal Assertion 
Classification

ASR Utterances

Knowledge Graph 
Population

Relation Detection

Slot Filling

User Speech

Figure ⒊2: Framework of Personal Knowledge Graph Construction

3.2.2 Relation Detection

Relation detection aims to determine which relations in the part of knowledge graph

related to the utterance have been invoked in the user utterances. For example, Table ⒊1

shows example utterances that invoke various relations in the knowledge graph, and one

utterance can also invoke more than one relation. Hence, the detection of the relation

being invoked in the utterance is necessary for formulating the query to the back-end.

We frame this subtask as a multi-class classification problem, and we also apply the

SVMˡⁱᵍʰᵗ package to classify each utterance into one or more relation classes. But instead

of directly using the extended algorithm, SVMᵐᵘˡᵗⁱᶜˡᵃˢˢ, for multi-class scenarios, we still

apply the binary, linear kernels in the SVMˡⁱᵍʰᵗ package through a one-vs-rest approach.
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We construct k SVM models where k is the number of relation classes. The ith SVM is

trained with all the examples in the ith class with positive labels, and all other examples

with negative labels. Then we apply all k SVM models to each utterance to determine

which relations are invoked in it. The features also include the ngrams (n = 1,2,3),

stems, part-of-speech tags, and their combinations. Depending on whether in-domain

annotated Cortana utterances are available or not, the models can be trained in two ways:

• Case 1: (Supervised Baseline) Use only the in-domain annotated data for training

and testing;

• Case 2: (Unsupervised) In cases where there is absolutely no in-domain annotated

data, the distantly mined data can be used to build relation detection SVMmodels;

The formulation of the complete query to the back-end requires detection of the

invoked entities in the user’s utterance, in addition to detecting the graph relations that

are invoked. We will extract the specific entities or arguments of detected relations with

the following Slot Filling component.

3.2.3 Slot Filling

The semantic structure of an application domain is defined in terms of the semantic

frames. The semantic frame contains several typed components called “slots”. The task

of slot filling is then to instantiate the semantic frames. Check Table ⒊1 for slot filling

in the example utterances. In this case, the semantic frame is represented as a flat list of

attribute-value pairs, similar to Pieraccini and Levin, 1995. In this study, we follow the
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popular IOB (in-out-begin) format in representing the data and use CRF++², an open

source implementation of CRFs. Similarly, the features include the ngrams (n = 1,2,3),

stems, part-of-speech tags, and their combinations.

3.2.4 Knowledge Graph Population

Once the relations and the associated entities or arguments are identified from the

utterances, the user-centered personal knowledge graph would be populated with the

newly extracted information and get updated. Then if the user intends to talk more

about himself/herself, the system will repeat the above procedures to integrate more

personal facts into the current knowledge graphs.

3.3 Data Collection

In this study, we utilize the semantic space that is defined in a knowledge base, or a

triple store, such as people.person related facts in Freebase, for the SLU model to be built.

These semantic ontologies are not only used by search engines, which try to semanti-

cally parse them, but also by the authors of the in-domain web pages (such as imdb.com)

for better visibility. While the details of the semantic web literature is beyond the scope

of this chapter, it is clear that these kinds of semantic ontologies are very close to the

semantic ontologies used in goal-oriented natural dialog systems and there is a very tight

connection between the predicate/argument relations and intents, as explained below.

To create a training data set for our framework, we mine training examples by search-

ing on the web for entity pairs that are related to each other in the knowledge graph.
⒉ http://crfpp.googlecode.com
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As in the earlier work (Hakkani-Tür et al., 2013; Heck and Hakkani-Tür, 2012), we

extract a set of entity pairs in a given domain that are connected with a specific relation

from the knowledge base³. Our approach for mining examples guided by relations in the

knowledge base is similar to (Krishnamurthy and Mitchell, 2012), but we directly detect

relations invoked in user utterances, instead of parsing utterances with a combinatory

categorical grammar (Steedman, 1996). Furthermore, we enhance our data with web

search queries which are inquiring similar information as dialog system users.

Assume AS is the set of all snippets returned for the pair of entities a and b via

web search⁴. We choose a subset of AS, SAS, that include snippets with both enti-

ties: SAS = {s : s ∈ AS ∧ includes(s, a) ∧ includes(s, b)}, where includes(x, y) is

true if string x contains y as a substring. One approach is using the complete strings

of the snippets for each relation as training examples. However, the snippets can con-

tain more than one correct relation tuples. In order to capture more relations in the

mined snippet sentences, we post-process these sentences to augment the relation tags

from Freebase, since many crawled instances actually contain more than one relation.

(Even though we cannot guarantee that the augmented relations are “complete”, because

the Freebase is not complete as well as our collected data.) For example, we extract

two relations regarding “Jacques Berthier”, which are date_of_birth(February 10, 1916)

and place_of_birth(Paris, France). This newly added step would generate the follow-

ing two instances with all corresponding tags rather than two instances with incom-

plete tags: Jacques Berthier was born on <date_of_birth>February 10, 1916</date_of_birth>

in <place_of_birth>Paris, France</place_of_birth>.
⒊ http://www.freebase.com
⒋ In this work, we use the Microsoft Bing search engine and download the top 10 results for each

entity pair.
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Category Data Number

Positive
web mined snippets 72, 820

pattern mined utterances 12, 989

Negative Cortana domain data 150, 915

Table ⒊2: Training Data for Personal Assertion Classification

3.4 Experiments

3.4.1 Evaluation Dataset

We first create a set of test examples to evaluate each key component of the proposed

framework. To extract a set of testing instances, we have collected a total of 10 million

utterances from Microsoft conversational understanding, Cortana, query logs. In order

to mine real cases that are personal assertions and contain personal factual relations, we

use 7 simple yet general patterns to extract a candidate pool, where the patterns are “i

am a *”, “i am from *”, “i have a *”, “i live *”, “i was born *”, “i work *”, and “my *”. Then we

randomly sample a subset of the pooled candidate utterances, and manually annotated

each utterance with three levels of annotations, corresponding to the three main compo-

nents of our proposed framework: ⑴ whether the utterance is a personal assertion; ⑵

the relations invoked in the utterance; and ⑶ the entities or argument of the invoked

relations in the utterance. The final set of annotated data consists of 12, 989 examples

of personal assertions, among which 1, 811 utterances contain at least one of the prede-

fined relations, while the remaining 11, 178 instances do not. We then experimentally

investigate the performance of each key component based on this evaluation data set.
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3.4.2 Personal Assertion Classification

To evaluate the performance of the Personal Assertion Classification component, a

10-fold cross-validation approach is applied on a combined data set, which contains the

automatically mined snippets from the web, the annotated utterances fromCortana query

logs, and a subset of Cortana related in-domain data. The Cortana related in-domain

data consists of utterances in 7 distinct domains such as “weather” or “calendar”. We

use this data as negative assertion examples, while we label both snippets and annotated

utterances as positive training data. Table ⒊2 shows the number of examples from each

data source. Then the data set is randomly split into 10 equal size subsamples. Of the 10

subsamples, a single subsample is retained as the validation data for testing the model,

and the remaining 9 subsamples are used as training data. The cross-validation process

is then repeated 10 times (the folds), with each of the 10 subsamples used exactly once

as the validation data. The 10 results from the folds are then combined to produce a

single estimation. The advantage of this method is that all observations are used for

both training and validation, and each observation is used for validation exactly once.

Among total 236, 724 data samples that are semi-automatically collected, 234, 650 in-

stances are correctly classified while only 2, 074 are classified with wrong class labels,

which achieves 99.12% accuracy. This demonstrates the reliable performance of this

SVM-based Personal Assertion classifier.

3.4.3 Relation Detection

In order to measure the quality and effectiveness of Relation Detection component,

the models have been trained using the snippets mined from the web and the annotated
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Cortana utterances in two scenarios, depending on whether in-domain annotated data

is available or not:

• Case 1: (Supervised Baseline) Only use the in-domain annotated Cortana utter-

ances for both training and testing, where a 2-fold cross-validation approach is

applied. For each fold, annotated utterances are randomly assigned to two sets d0
and d1, so that both sets are equal size (this is usually implemented by shuffling

the data array and then splitting it in two). Then the model is trained on d0 and

tested on d1, following by being trained on d1 and tested on d0. This has the ad-

vantage that our training and test sets are both large, and each data point is used

for both training and validation;

• Case 2: (Unsupervised) To mimic the cases where there is absolutely no in-domain

annotated spoken data, the snippets crawled from the web are used to build models,

and gauge the model performance on the annotated Cortana utterances;

For evaluation, we used Precision@N (P@N), where N is the number of positive ex-

amples for that relation in the test set. Table ⒊3 shows the detailed results in each above

case, where only n-gram features are used. The supervised method provides the upper

bound of 84.32%P@N, based on manual annotations. Using the proposed unsupervised

approach results in a bootstrap model achieving 42.85% P@N overall. However for cer-

tain classes such as sibling or spouse, the model has performed on par with the supervised

approach. For relations, requiring a named entity such as location for place_of_birth or

date for date_of_birth, using a generic named entity tagger should help improve the

performance. This is left as future research. Another promising direction is adapting

this bootstrap model with supervised data, using an online learning mechanism, drawing
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learning curves for each relation. We suspect that with a few manually tagged examples,

some relation types may improve significantly, such as employment_history.

3.4.4 Slot Filling

The Slot Filling results in each above case are also shown in Table ⒊3. For slot filling

we only used the supervised approach, since the semantic annotation mechanisms of the

snippets and the evaluation set are different, as they belong to different genre (e.g., Jacques

Berthier is the son of <parents>Paul Berthier<parents> vs. my <parents>father<parents> is

old). For evaluation, the slot F-measure is used, following the literature (Raymond and

Riccardi, 2007) using the CoNLL evaluation script⁵. We can see that the supervised

approach can achieve 68.34% F-measure in the overall performance. For most relation

types, where the context is obvious, the system achieves reasonable performance levels

with minimal annotations. There are a few relation types, where the task is nontrivial

such as profession relation, since profession may get invoked with a much larger pool

of expressions, such as “computer research scientist”, “helicopter trainer”, “international

standard ballroom dancer”, and so on, which cannot easily get trained from a small in-

domain data. As part of future research, it is interesting to extract these patterns from

the automatic annotations we mined from the snippets. Similarly, the named entity

features would help improving the overall performance.
⒌ http://www.cnts.ua.ac.be/conll2000/chunking/output.html
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3.5 Conclusion

In this chapter, we have presented a novel SLU framework aiming to construct per-

sonal (user-centric) knowledge graphs in spoken utterances. This approach contains

three main language understanding components: Personal Assertion Classification, Relation

Detection, and Slot Filling. Our experimental results have proven the effectiveness of the

proposed scheme on all three levels. While relation detection and slot filling have been

studied in many SLU tasks, to the best of our knowledge, this is a pioneering study for

systematically building personal knowledge graphs in human/machine conversational sys-

tems.
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Chapter 4

Confidence Estimation for Knowledge

Base Population ♣

4.1 Introduction

Despite significant progress in recent years, Information Extraction (IE) technolo-

gies are still far from completely reliable. Errors result from the fact that language

itself is ambiguous as well as methodological and technical limitations (Gandrabur et al.,

2006). Therefore, evaluating the probability that the extracted information is correct

can contribute to improve IE system performance. Confidence Estimation (CE) is a

generic machine learning approach for estimating the probability of correctness of the
. ♣ This work has been published in “Confidence Estimation for Knowledge Base Population”. Xiang Li

and Ralph Grishman. Proceedings of Recent Advances in Natural Language Processing (RANLP), 20⒔
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outputs, and usually adds a layer on top of the baseline system to analyze the outputs

using additional information or models (Gandrabur et al., 2006). There is previous work

in IE using probabilistic and heuristic methods to estimate confidence for extracting

fields using a sequential model, but to the best of our knowledge, this work is the first

probabilistic CE model for the multi-stage systems employed for the Knowledge Base

Population (KBP) Slot Filling task.

The goal of Slot Filling (SF) is to collect information from a corpus of news and

web documents to determine a set of predefined attributes (“slots”) for given person and

organization entities (Ji et al., 2011) (Section ⒋2). Many methodologies have been used

to address the SF task, such as Distant Supervision (Min et al., 2012) and Question

Answering (Chen et al., 2010b), and each method has its own strengths and weaknesses.

Many current KBP SF systems actually consist of several independent SF pipelines. The

system combines intermediate responses generated from different pipelines into final slot

fills. Since these intermediate outputs may be highly redundant, if confidence values can

be associated with the outputs, it will definitely help re-ranking and aggregation. For

this purpose, we require comparable confidence values from disparate machine learning

models or different slot filling strategies.

Robust probabilistic machine learning models are capable of accurate confidence esti-

mation because of their intelligent handling of uncertainty information. In this chapter,

we use theMaximum Entropy (MaxEnt) framework (Berger et al., 1996) to automatically

predict the correctness of KBP SF intermediate responses (Section ⒋3). Results achieve

an average precision of 83.5%, Pearson’s r of 54.2%, and 2.3% absolute improvement in

final F-measure score through a weighted voting system (Section ⒋4).
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4.2 KBP Slot Filling

4.2.1 Task Definition

The Knowledge Base Population (KBP) track, organized by U.S. National Institute of

Standards and Technology (NIST)’s Text Analysis Conference (TAC), aims to promote

research in discovering information about entities and augmenting a Knowledge Base

(KB) with this information (Ji et al., 2010). KBP mainly consists of two tasks: Entity

Linking, linking names in a provided document to entities in the KB or NIL; and Slot

Filling (SF), extracting information about an entity in the KB to automatically populate

a new or existing KB. As a new but influential IE evaluation, Slot Filling is a challenging

and practical task (Min and Grishman, 2012).

The Slot Filling task at KBP2012 provides a collection of 3.7 million newswire arti-

cles and web texts as the source corpus, and an initial KB derived from the Wikipedia

infoboxes. In such a large corpus, some information can be highly redundant. Given

a list of person (PER) and organization (ORG) entity names (“queries”), SF systems

retrieve the documents about these entities in the corpus and then fill the required slots

with correct, non-redundant values. Each query consists of the name of the entity, its

type (PER or ORG), a document (from the corpus) in which the name appears, its node

ID if the entity appears in the provided KB, and the slots which need not be filled. Along

with each slot fill, the system should also provide the ID of the document that justifies

this fill. If the system does not extract any information for a given slot, the system

just outputs “NIL” without any document ID. The task defines a total of 42 slots, 26

for person entities and 16 for organization entities. Some slots are single-valued, like
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“per:date_of_birth”, which can only accept at most a single value, while the other slots,

for example “org:subsidiaries”, are list-valued, which can take a list of values. Since the

overall goal is to augment an existing KB, the redundancy in list-valued slots must be

detected and avoided, requiring a system to identify different but equivalent strings such

as, “United States” and “U.S.”. More information can be found in the task definition (Ji

et al., 2010).

4.2.2 Baseline System Description

We use a slot filling system that has achieved highly competitive results (ranked top

2) at the KBP2012 evaluation as our baseline. Like most SF systems, our system has three

basic components: Document Retrieval, Answer Extraction, and Response Combination.

Our SF system starts by retrieving relevant documents based on a match to the query

name or the results of query expansion. Then our system applies a two-stage process to

generate final slot fills: Answer Extraction, which produces intermediate responses from

different pipelines, and Response Combination, which merges all intermediate responses

into final slot fills. Answer extraction begins with document pre-processing, such as

part-of-speech tagging, name tagging, and coreference resolution. Then it uses a set

of 6 SF pipelines operating in parallel on the retrieved documents to extract answers.

Our pipelines consist of two that use hand-coded patterns, two pattern-based slot fillers

in which the patterns are generated semi-automatically from a bootstrapping procedure,

one based on name coreference, and one distant-supervision based pipeline. The result

of this stage is a set of intermediate slot responses, potentially highly redundant. Next,

Response Combination validates answers and eliminates redundant answers to aggregate
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all intermediate responses into final slot fills, where the best answer is selected for each

single-valued slot and non-redundant fills are generated for list-valued slots. More details

about our KBP Slot Filling system can be found in the system description paper (Min

et al., 2012).

4.3 Confidence Estimation Model

Our confidence estimationmodel is based on theMaximumEntropy (MaxEnt) frame-

work, a probabilistic model able to incorporate all features into a uniform model by as-

signing weights automatically. We implement a mix of binary and real-valued features

from different aspects to estimate confidence of each intermediate slot filling response

under a consistent and uniform standard, incorporating four categories of features:

• Response Features extract features from the slot and the Response context.

• Pipeline Features indicate how well each pipeline performed previously.

• Local Features explore how Query and Response are correlated in the supporting

context Sentence.

• Global Features detect how closely Query correlates with Response in the global

context.

Each specific feature in the above categories is listed in Table ⒋4, where Q refers to a

person or organization Query; R indicates the pipeline-generated Response for a particular

slot of a query; and S represents the Sentence that supports the correctness of the Response.

It is worth noting that the features cond_prob_givenQ, cond_prob_givenR, and mutual_info
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are calculated based on the number of documents that can be retrieved by Query, Response,

or both of them.

4.4 Experiments

PER# ORG# Total# Response#

KBP2010 50 50 100 7917

KBP2011 50 50 100 14976

KBP2012 40 40 80 8989

total 140 140 280 31878

Table ⒋1: Number of Queries and Number of Intermediate Responses from Each Year

Data

We have collected andmerged the three years’ KBP SF evaluation data, which consists

of a total of 280 queries, and Table ⒋1 lists the number of person and organization queries

as well as the number of intermediate responses from each year. There are in total 31878

intermediate responses generated by 6 different pipelines from our SF system. We trained

our CE model and measured the confidence values through a 10-fold cross-validation,

so that each fold randomly contains 14 person queries and 14 organization queries with

their associated intermediate responses. Then for each iteration, the CE model is trained

on 9 folds and approximates the confidence values in the remaining fold; it assigns the

probability of each intermediate response being correct as confidence.
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4.4.1 Voting Systems

To evaluate the reliability of confidence values generated by this model, we used the

weighted voting method to investigate the relationship between the confidence values

and performance.

4.4.1.1 Baseline Voting System

Our baseline SF system applies a basic plurality voting to combine all intermediate

responses to generate the final response submission. This voting system simply counts

the frequencies of each response entity, which is a unique response tuple in the form

<Query_ID, Slot_Name, Response_Fill>. For a single-valued slot of a query, the re-

sponse with the highest count is returned as the final response fill. For the list-valued

slots, all non-redundant responses are returned as the final response fills. In this basic

voting system, each intermediate response contributes equally.

4.4.1.2 Weighted Voting System

Weighted voting is based on the idea that not all the voters contribute equally. Instead,

voters have different weights concerning the outcome of an election. In our experiment,

voters are all of the intermediate responses generated by all pipelines, and the voters’

weights are their confidence values. We set a threshold τ in this weighted voting system,

where those intermediate responses with confidence lower than τ would be eliminated.

For each response entity, this weighted voting system simply sums all the weights of the

intermediate responses that support this response entity as its weight. Then for a single-

valued slot of a query, it returns the response with the highest weight as the final slot fill,
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while it returns all non-redundant responses as the final slot fills for the list-valued slots.

The maximum confidence ψ of supporting intermediate responses is used as the final

confidence for that slot fill. We also set a threshold η (optimized on a validation data

set), where the final slot fills with confidence ψ lower than η would not be submitted.

4.4.1.3 Results

Table ⒋2 compares the results of this weighted voting system (with τ = 0, η = 0.17)

and the baseline voting system, where the responses were judged based only on the

answer string, ignoring the document ID. As we can see, the weighted voting system

achieves 2.3% absolute improvement in F-measure over the baseline, at a 99.8% confi-

dence level according to the Wilcoxon Matched-Pairs Signed-Ranks Significance Test.

Precision obtains 9.0% absolute improvement with only a small loss of 0.5% in Recall.

Precision Recall F-measure

Baseline 0.351 0.246 0.289

Weighted 0.441 0.241 0.312

Table ⒋2: Results Comparison between Baseline Voting System and Weighted Voting

System

Figure ⒋1 summarizes the results of this weighted voting system with different

threshold τ settings. When τ is raised, Precision continuously increases to around 1,

while Recall gradually decreases to 0.

In addition to improving overall performance, the confidence estimates can be used to

convey to the user of slot filling output our confidence in final individual slot fills. After

49



CHAPTER ⒋ CONFIDENCE ESTIMATION FOR KNOWLEDGE BASE
POPULATION

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Pe
rf

or
m

an
ce

 

Confidence Threshold 

 Precision  Recall  F-measure 

Figure ⒋1: Impact of Threshold Settings

the intermediate responses are combined by the above weighted voting system (setting τ

and η as 0), we divide the range of confidence values (0 to 1) into 10 equal intervals (0 to

0.1, 0.1 to 0.2, and so on) and categorize these final slot fills by their confidence values.

Then for each category, the final slot fills are scored in Precision. Figure ⒋2 strongly

demonstrates that the slot fills with higher confidence consistently generate more precise

answers, indirectly validating the reliability of the confidence estimates.

4.4.2 Evaluation

We use two further methods to evaluate the quality of confidence estimation in a

more direct way. The first method is Pearson’s r, a correlation coefficient ranging from

−1 to 1 that measures the correlation between a confidence value and whether or not
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Figure ⒋2: Performance of Confidence Intervals

the instance is correct. It is widely used in the sciences as a measure of linear dependence

between two variables. The second method is average precision, used in the Information

Retrieval community to evaluate a ranked list. It calculates the precision at each point

in the ranked list where a relevant document is found and then averages these values.

Instead of ranking documents by their relevance scores, the intermediate responses are

ranked by their confidence values.

Avg. Prec Pearson’s r

Ranked 0.835 0.542

Random 0.525 0.001

WorstCase 0.330 -

Table ⒋3: Evaluation of Confidence Estimates
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Table ⒋3 shows the Pearson’s r and average precision results for all intermediate

responses, where Ranked ranks the responses based on their confidence values; Random

assigns confidence values uniformly at random between 0 and 1; WorstCase ranks all

incorrect responses above all correct ones.

Applying the features separately, we find that slot_response_length and response_doc_num

are the best predictors of correctness. dpath_length (the length of the shortest dependency

path between query and response) is also a significant contributor. Among the features,

only NE_margin seeks to directly estimate the confidence of a pipeline component, and it

makes only a minimal contribution to the result. Overall this shows that confidence can

be predicted quite well from features of the query and response, their appearance in the

corpus, and prior IE system performance, without modeling the confidence of individual

pipeline components.

4.5 Conclusion

We have presented our Maximum Entropy based confidence estimation model for

information extraction systems. The effectiveness of this model has been demonstrated

in the challenging Knowledge Base Population Slot Filling task, where a weighted voting

system achieves 2.3% absolute improvement in F-measure score based on the confidence

estimates. A strong correlation between the confidence estimates in KBP slot fills and

the correctness has also been proved by obtaining an average precision of 83.5% and

Pearson’s r of 54.2%.
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Category Feature Description

Response
Features

slot_name The slot name

slot_response_length The coǌunction of the length of R and the slot name

name_response_slot The slot requires a name as the response

Pipeline
Features

pipeline_name The name of pipeline which generates R

pipeline_precision The Precision of the pipeline which generates R

pipeline_recall The Recall of the pipeline which generates R

pipeline_fmeasure The F-measure of the pipeline which generates R

Local
Features

sent_contain_QR S contains both original Q and R

sent_contain_ExQR S contains both co-referred Q or expanded Q and R

dpath_length The length of shortest dependency path between Q and R in S

shortest_dpath The shortest dependency path between Q and R in S

NE_boolean R is a person or organization name in S

NE_margin
The difference between the log probabilities of this name R

and the second most likely name

n-gram
Tri-gram context window associated with part-of-speech tags

containing Q or R

genre The supporting document is a newswire or web document

Global
Features

query_doc_num The number of documents retrieved by Q

response_doc_num The number of documents retrieved by R

co-occur_doc_num The number of documents retrieved by the co-occurrences of Q and R

cond_prob_givenQ The conditional probability of R given Q

cond_prob_givenR The conditional probability of Q given R

mutual_info The Point-wise Mutual Information (PMI) of Q and R

Table ⒋4: Features of Confidence Estimation Model
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Chapter 5

Rich Annotation Guided Learning †

5.1 Introduction

Statistical Natural Language Processing (NLP) has two crucial aspects: ⑴ good

choice of machine learning algorithms; ⑵ good feature engineering. In particular, ⑵

significantly affects the performance of systems. Linguistic annotation is a fundamental

and crucial step of supervised learning. However, feature engineering remains a challeng-

ing task because it encompasses feature design, feature selection, feature induction and

studies of feature impact, all of which are very time-consuming, especially when there

are a lot of data or errors to analyze. As a result, in a typical feature engineering process,

the system developer is only able to select a representative data set as the development
. † This work has been published in “Rich Annotation Guided Learning”. Xiang Li, Heng Ji, Faisal

Farooq, Hao Li, Wen-Pin Lin, and Shipeng Yu. Invited Paper for International Journal On Advances in
Intelligent Systems, v 5 n 3&4, 20⒓
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set and analyze partial errors. Moreover, annotated corpora are usually prepared by a

separate group of human annotators before system development. As a result, almost all

previous NLP systems only utilized direct manual labels for training, while ignoring the

valuable knowledge that human annotators have learned and summarized from corpora

preparation. In fact, compared to system developers who normally design features based

on partial data analysis, human annotators are usually more knowledgeable because they

need to go through the entire data set and restrictively follow annotation guidelines.

If we consider an NLP system as a “student” while a human annotator as a “teacher”,

then the homework answer keys or grades (i.e., basic annotations) are just a small part

of the teacher’s role. Besides grading, a teacher also provides explanations about why

an answer is wrong, comments about what kind of further knowledge the student can

benefit from, and so on. Similarly, besides the textbook, a teacher can also highlight part

of the content to compose lecture notes. All of this additional evidence and comments

can be considered as “rich annotations”. When human annotators produce some certain

labels, they must also have certain evidence for the annotation they provide for each

instance. Therefore, it would not cost them much extra time to highlight the evidence

in contexts, or generalize enough knowledge to suggest what kind of linguistic features

might be helpful for system development.

In this chapter, we propose a new and general Rich Annotation Guided Learning

(RAGL) framework in order to fill the gap between an expert annotator and a feature

engineer. As an extension of the comment-guided learning framework proposed in

our previous work (Li et al., 2011), this new framework aims to enrich features with

the guidance of all levels of rich annotations from human annotators. In order to verify
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the efficacy of this approach, we conducted case studies on four distinct applications in

various domains in our previous work (Li et al., 2012): medical concept extraction, name

translation, slot filling and event modality detection. Empirical studies demonstrate that

with slightly additional annotation time, we can significantly improve the performance

for all tasks. For example, the case study on event modality detection demonstrated that

the system trained from rich annotations can save 65% annotation cost in order to obtain

the same performance as using basic annotations. (Li et al., 2012)

The rest of this chapter is structured as follows. Section ⒌2 presents an overview

of our new learning framework incorporating rich annotations from human annotators.

Section ⒌3 presents the detailed algorithms to incorporate rich annotations from Level

3 and a Knowledge Base Population Slot Filling case study. Section ⒌4 then concludes

the chapter.

5.2 Rich Annotation Guided Learning

In this section we present the general framework of incorporating rich human anno-

tations into the learning process. In Table ⒌1, we aim to formalize the mapping of some

essential elements in human learning and machine learning for NLP.

In a regular annotation interface, a human annotator is only asked to provide the

final labels (e.g., 0/F or 1/T in binary settings). We call this basic annotation ‘Level 0’.

We can see that among these elements, little study has been conducted on incorporating

rich annotations from human annotators. In most cases it was not the obligation of the

human annotators to write down their evidence or comments during annotation. In con-

trast, the human learning scenario involves more interactions. However, we can assume
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that any annotator is able to verify and comment on his/her judgment. We propose to

unleash the powerful knowledge based on rich annotations from human annotators on

various deeper levels:

• Level 1: Ask an annotator to verify a label by providing surface evidence (e.g.,

highlighting indicative contexts) (Yu et al., 2011);

• Level 2: Ask an annotator to verify a label by providing deep evidence (e.g., gen-

eralizing indicative contexts) (Li et al., 2012);

• Level 3: Ask an annotator to provide comments about linguistic features or re-

sources that might be helpful for system development (Li et al., 2011).

Based on this intuition we propose a new Rich Annotation Guided Learning (RAGL)

paradigm as shown in Figure ⒌1.

5.3 Level 3: Expensive Rich Annotations

5.3.1 Algorithm Overview

Recently many NLP tasks have moved from processing hundreds of documents to

large-scale or even web-scale data. Once the collection grows beyond a certain size,

it is not feasible to prepare a comprehensive answer key in advance. Because of the

difficulty in finding information from a large corpus, any manually-prepared key is likely

to be quite incomplete. Instead, we can pool the responses from various systems and

have human annotators manually review and judge the responses. Assessing pooled
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Figure ⒌1: Rich Annotation Guided Learning Framework

system responses as opposed to identifying correct answers from scratch has provided

a promising way to generate training data for NLP systems. Usually such tasks require

deep knowledge beyond surface information provided by Level 0 (basic annotations),

Level 1 (highlighting the part of the text that leads the annotator to the conclusion), and

Level 2 (generalizing the indicative context such as providing some categories of words

and contexts). In contrast, the comments from Level 3 can be exploited as features for

automatic assessment.

This algorithm aims to extensively incorporate all comments from an old develop-

ment data set (i.e., “old homework” in human learning) into an automatic correction com-

ponent. This assessor can be applied to improve the results for a new test data set (i.e.,

“new homework” in human learning).
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The algorithm can be summarized as follows.

⒈ The pipeline starts by running the baseline system to generate results. In this

step we can also add the outputs from other systems (i.e., classmates in human learning)

or even human annotators (i.e., Teaching Assistant (TA) in human learning). We will

present one case study on slot filling which incorporates these two additional elements.

⒉ We obtain comments from human annotators on a small development setDi. Each

time we ask a human annotator to pick N ¹ random results and provide a new comment

on each result. One could impose some pre-defined format or template restrictions for

the comments, such as marking the indicative words as rich annotations and encoding

them as features. Nonetheless, we found that most of the expert comments are rather

implicit and even require global knowledge. Nonetheless these comments represent

general solutions to reduce the common errors from the baseline system.

⒊ We encode these comments into features. We then train a Maximum Entropy

(MaxEnt) based automatic assessor Ai using these features. For each response generated

from the baseline system, Ai can classify it as correct or incorrect. We choose a statistical

model instead of rules because heuristic rules may overfit a small sample set and highly

dependent on the order. In contrast, a MaxEnt model has the power of incorporating

all comments into a uniform model by assigning weights automatically. In this way we

can integrate assessment results tightly with comments during MaxEnt model training.

⒋ Finally, Ai is applied as a post-processing step to any new data setDi+1, and filters

out those results judged as incorrect.

The algorithm can be conducted in an iterative fashion. For example, human an-
⒈ N = 3 in this chapter, the value of 3 was arbitrarily chosen; variations in this number of clusters

produce only small changes in performance
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notators can continue to judge and provide comments for Di+1 and we can update the

automatic assessor to Ai+1 and apply it to a new data set Di+2, and so on. We conduct

a case study on a challenging residence slot filling task (⒌⒊2).

5.3.2 Slot Filling

In this section, we shall apply Level 3 annotations to a more challenging task of

slot filling and investigate the detailed aspects of human-comment-guided learning by

comparing it with alternative methods. In the TAC Slot Filling task as described in

Section §⒋⒉1, we choose three residence slots for person entities (“countries_of_residence”,

“stateorprovinces_of_residence” and “cities_of_residence”) for our case study, because they are

one group of the most challenging slot types for which almost all systems perform poorly

(less than 20% F-measure).

5.3.2.1 Baseline Systems

We use a slot filling system (Chen et al., 2010b) which achieved highly competitive

results (ranked at top 3 among 31 submissions from 15 teams) at the KBP2010 evaluation

as our baseline. This system includes multiple pipelines in two categories: two bottom-

up IE based approaches (pattern matching and supervised classification) and a top-down

Question Answering (QA) based approach that searches for answers constructed from

target entities and slot types. The overall system begins with an initial query processing

stage where query expansion techniques are used to improve recall. The best answer

candidate sets are generated from each of the individual pipelines and are combined in

a statistical re-ranker. The resulting answer set, along with confidence values are then
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processed by a cross-slot reasoning step based on Markov Logic Networks (Richardson

and Domingos, 2006), resulting in the final system outputs. In addition, the system

also exploited external knowledge bases such as Freebase (Bollacker et al., 2007) and

Wikipedia text mining for answer validation.

In order to check how robust the RAGL assessor is, we also run it on some other

anonymous systems in KBP2010 with representative performance (high, medium and

low).

5.3.2.2 Comments and Feature Encoding

The detailed comments used for our slot filling experiment are as follows.

• Comment 1: “this answer is not a geo-political name”

This comment is intended to address some obvious errors which could not be Geo-

Political (GPE) names in any contexts. In order to address this comment, we apply a

very large gazetteer of GPE hierarchy (countries, states and cities) from the geonames

website ² for answer validation.

• Comment 2: “this answer is not supported by this document”

Some answers obtained from Freebase may be incorrect because they are not supported

by the source document. Answer validation was mostly conducted on the document

basis, but for the residence slots we need to use sentence-level validation. In addition,

some sentence segmentation errors occur in web documents. To address this comment,

we apply a coreference resolution system (Ji et al., 2005) to the source document, and
⒉ http://www.geonames.org/statistics/
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check whether any mention of the query entity and any mention of the candidate

answer entity appear in the same sentence.

• Comment 3: “this answer is not a geo-political name in this sentence”

Some ambiguous answers are not GPE names in certain contexts, such as “European

Union”. To address this comment, we extract the context sentences including the

query and answer mentions, and run a name tagger (Grishman et al., 2005) to verify

the candidate answer is a GPE name.

• Comment 4: “this answer conflicts with this system/other system’s output”

When an answer from our system is not consistent with another answer which appears

often in the pooled system responses, this comment suggests us to remove our answer.

In order to address this comment, we implemented a feature based on hierarchical

spatial reasoning. We conduct majority voting on all the available system responses,

and collect the answers with global confidence values (voting weights) into a separate

answer set ha. Then for any candidate answer a, we check the consistency between

a and any member of ha by name coreference resolution and part-whole relation de-

tection based on the gazetteer of GPE hierarchy as described in Comment ⒈ For

example, if “U.S.” appears often in ha we can infer “Paris” is unlikely to be a correct

answer for the same query; on the other hand if “New York” appears often in ha we

can confirm “U.S.” as a correct answer.

The detailed features converted from the above comments are summarized in Table

⒌2.
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Comments Features

1 whether the answer is in the geo-political gazetteer

2
whether any mention of the query entity and any mention of the
answer entity appear in the same sentence using coreference resolution

3
whether the answer is a GPE name by running name tagging on
the context sentence

4 whether the answer conflicts with the other answers which received
high votes accross systems using inferences through the GPE hierarchy

Table ⒌2: Validation Features for Slot Filling

5.3.2.3 Data and Scoring Metric

During KBP2010, an initial answer key annotation was created by the Linguistic Data

Consortium (LDC) through a manual search of the corpus, and then an independent

adjudication pass was applied by LDC human annotators to assess these annotations

together with pooled system responses to form the final gold-standard answer key. We

incorporated the assessment comments for our system output on a separate development

set (182 unique non-NIL answers in total) from KBP2010 training data set to train the

automatic assessor. Then we conduct a blind test on the KBP2010 evaluation data set

which includes ⒈7 million newswire and web documents. The final answer key for the

blind test set includes 81 unique non-NIL answers for 49 queries.

The number of features we can exploit is limited by the unknown restrictions of

individual systems. For example, some other systems used distant learning based answer

validation and so could not provide specific context sentences. Since comment 2 and

comment 3 require context sentences, we trained one assessor using all features and

tested it on our own system. Then we trained another assessor using only comment 1
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and 4 and tested it on three other systems representing different levels of performance.

Equivalent answers (such as “the United States” and “USA”) are grouped into equiva-

lence classes. Each system answer is rated as correct, wrong, or redundant (an answer

which is equivalent to another answer for the same slot or an entry already in the knowl-

edge base). Given these judgments, we calculate the precision, recall and F-measure of

each system, as defined by Ji et al. (2010, 2011).

5.3.2.4 Overall Performance

Table ⒌3 shows the slot filling scores before and after applying the RAGL assessors

(because of the KBP Track requirements and policies, we could not mention the specific

names of other systems). The Wilcoxon Matched-Pairs Signed-Ranks Test show we can

reject the hypothesis that the improvements using RAGL over our system were random

at a 9⒐8% confidence level. It also indicates that the features encoded from comment

2 and comment 3 which require intermediate results such as context sentences helped

boost the performance about ⒊4%. We can see that although the other high-performing

system may have used very different algorithms and resources from ours, our assessor

still provided significant gains. Our approach improved the precision on each system

(more than 200% relative gains) with some loss in recall. Since most comments focused

on improving precision, F-measure gains for moderate-performing and low-performing

systems were limited by their recall scores. This is similar to the human learning scenario

where students from the same grade can learn more from each other than from different

grades. In addition, the errors removed by our approach were distributed equally in

newswire (4⒏9%) and web data (5⒈1%), which indicates the comments from human
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annotators reached a good degree of generalization across genres.

Slot Filling Systems Annotation Category P (%) R (%) F (%)

Our system

Level 0 ⒘1 30.9 2⒉0

Level 3 (f1+f4) 2⒍2 2⒎2 26.7

Level 3 (full) 3⒏5 2⒋7 30.1

Other
systems

High-Performing
Level 0 ⒔7 2⒐6 ⒙8

Level 3 (f1+f4) 40.9 2⒉2 28.8

Moderate-Performing
Level 0 ⒓2 ⒎4 ⒐2

Level 3 (f1+f4) 3⒌7 ⒍2 10.5

Low-Performing
Level 0 ⒍7 ⒊7 ⒋8

Level 3 (f1+f4) 50.0 ⒊7 6.9

Table ⒌3: Overall Performance of Slot Filling

5.3.2.5 Cost and Contribution of Each Comment

The comments from the RAGL assessor may reflect different aspects of the system.

Therefore it will be interesting to investigate what types of comments are most useful

and not costly. We did another experiment by applying one comment at a time into the

assessor. Table ⒌4 shows the results along with the cost of generating and encoding each

comment (i.e., knowledge transferring to its corresponding feature), which was carefully

recorded by the human annotators.

Table ⒌4 indicates that every feature made contributions to precision improvement.

Comment 1 (gazetteer-based filtering) only provided limited gains mainly because our
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Annotations Level 0
Level 3

f1 f2 f3 f4

Performance

P (%) ⒘1 ⒘6 2⒍4 2⒍7 2⒌6

R (%) 30.9 30.9 2⒏4 2⒏4 2⒎2

F (%) 2⒉0 2⒉4 2⒎4 2⒎5 2⒍3

Cost

# samples
reviewed - 3 3 3 3
providing
comments
(minutes)

- 3 3 3 3

encoding
comments
(minutes)

- 30 240 60 30

Table ⒌4: Cost and Contribution of Each Comment

own system already extensively used similar gazetteers for answer filtering. This reflects

a drawback of our comment generation procedure - the assessor had no prior knowledge

about the approaches used in the systems. Comment 2 (using coreference resolution to

check sentence occurrence) took the most time to encode but also provides significant

improvement. Comment 4 (consistency checking against responses with high votes)

provided significant gains in precision (⒏5%) but also some loss in recall (⒊7%). The

problem was that systems tend to make similar mistakes, and the human annotator was

biased by those correct answers which appeared frequently in the pooled system output.

However, Comment 4 was able to filter out many errors which are otherwise very diffi-

cult to detect. For example, because “Najaf ” appears very often as a “cities_of_residence”

in the pooled system responses, Comment 4 successfully removed six incorrect “coun-
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tries_of_residence” answers for the same query: “Syrian”, “Britain”, “Iranian”, “North Korea”,

“Saudi Arabia” and “United States”. On the other hand, Comment 4 confirmed correct

answers such as “New York” from “Brooklyn”, “Texas” from “Dallas”, “California” and “US”

from “Los Angeles”.

5.3.2.6 Impact of Data Size

We also did a series of runs to examine how our own system performed with different

amounts of training data. The experiments of training the MaxEnt model with the above

4 validation features are summarized in Figure ⒌2. It clearly shows that the learning

curve converges quickly. Therefore, we only need a very small amount of training data

(36 samples, 20% of total) in order to obtain similar gains (⒍8%) as using the whole

training set.
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Figure ⒌2: Impact of Training Data Size
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5.3.2.7 Speed up Human Assessment

Human assessment for slot filling is also a costly task because it requires the anno-

tators to judge each answer against the associated source document. Since our RAGL

approach achieved positive impact on system output, can it be used to as feedback to

speed up human assessment? We applied the RAGL assessor trained from comment 1

and comment 4 to the top 13 KBP systems for KBP2010 evaluation set. We automati-

cally ranked the pooled system responses of residence slots according to their confidence

values from high to low. For comparison, we also exploited the following methods:

• Baseline

As a baseline, we ranked the responses according to the alphabetical order of slot type,

query ID, query name and answer string and doc ID. This is the same approach used

by LDC human annotators for assessing KBP2010 system responses.

• Oracle (Upper-Bound)

We used an oracle (for upper-bound analysis) by always assessing all correct answers

first.

Figure ⒌3 summarizes the results from the above 3 approaches. For this figure,

we assume a labor cost for assessment proportional to the number of non-NIL items

assessed. Note that all redundant answers are also included in these counts because

human annotators also spent time assessing them. This is only approximately correct;

it may be faster (per response) to assess more responses to the same slot. The common

end point of curves represents the cost and benefit of assessing all system responses. We

can see that if we employ the RAGL assessor and apply some cut-off, the process can
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be dramatically more efficient than the regular baseline based on alphabetical order. For

example, in order to get 79 correct answers (76% of total), RAGL approach took human

annotators only ⒌5 hours, while the baseline approach took ⒔4 hours.
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Figure ⒌3: Human Assessment Method Comparison

5.3.2.8 Comparison with Alternative Methods

An alternative approach to validate answers is to use textual entailment techniques as

in the RTE-KBP validation task (Bentivogli et al., 2011), which was partly inspired by

CLEF Question Answering task (Penas et al., 2007). This task consists of determining

whether a candidate answer (hypothesis “H”) is supported in the associated source docu-

ment (text “T ”) using entailment techniques. For the residence slots, we are considering

in this chapter, they treat each context document as a “T ”, and apply pre-defined sen-

tence templates such as “[Query] lived in [Answer]” to compose a “H” from system output.

Entailment and reasoning methods from the TAC-RTE2010 systems are then applied
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to validate whether “H” is true or false according to “T ”. These RTE-KBP systems are

limited to individual H-T instances and optimized only on a subset of the pooled system

responses. As a result, they aggressively filtered many correct answers and did not pro-

vide improvement on most slot filling systems (including the representative ones we used

for our experiment). In contrast, our RAGL approach has the advantage of exploiting

the generalized knowledge and feedback from assessors across all queries and systems.

5.3.3 Discussion

We have demonstrated that the comments from Level 3 provided significant improve-

ment for TAC KBP Slot Filling task which require deep understanding of the contexts

beyond surface texts. However, we also observed that some comments still require a

system developer to fully understand and transfer the knowledge into detailed feature

encoding by incorporating external resources. Therefore, the additional cost may vary

based on the clarity of each comment and the availability of linguistic resources.

5.4 Conclusion

In a traditional supervised learning framework, a human annotator and a system are

treated as isolated black-boxes to each other. We propose to better utilize the valuable

knowledge from human annotators in the system development loop, by asking annota-

tors to provide “rich annotations” for feature encoding. We investigated the trade-off

between system performance and annotation cost, when adding rich annotations from

various levels. We demonstrated the power and generality of this new framework on three
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very different case studies. Experiments showed that the system trained from rich anno-

tations can significantly save annotation cost in order to obtain the same performance

as using basic annotations. It also outperformed some traditional validation methods,

which, unlike ours, involved a great deal of feature engineering effort. The novelty of

our approach lies in its declarative use of the privilege knowledge that human annotators

utilize during annotation, which may address some typical errors that a system tends to

make. Some of such feedback will be otherwise difficult to acquire for feature encoding

(e.g., Comment 4 in slot filling). On the other hand, the simplicity of our approach lies

in its low cost because it incorporates the bi-product of human annotation, namely their

evidence, comments and explanations, instead of tedious instance-based human correc-

tion into the learning process. In this way the human annotator’s knowledge is naturally

transferred to the automatic system. Hence, rich-annotation based learning is amenable

to implement but pertinent to a series of common errors identified, and thus fill in the

knowledge gap between human annotators and feature engineers.
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Chapter 6

User Profiling for Content

Recommendation

6.1 Introduction

Nowadays the web plays an important role in the distribution of information from

different sources to the users. The problem of Information Overload necessitates the use

of the content recommendation techniques to help choose the best items matching users’

interests. Thus users get better response to meet their needs without wasting much time

filtering returned information. Most of these content recommendation systems face var-

ious difficulties while identifying and providing high-quality items to users. This is our

motivation for conducting this analysis on content recommendation, and modeling user

interests is a key and challenging component for personalized content recommendation.

Meeting user requirements involves a thorough understanding of their interests ex-

pressed explicitly through search queries or implicitly through content view and ad clicks.
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Accurate understanding of current user interests and predicting their future interests are

core tasks for user modeling, with a range of possible applications. For example, a query

such as “Michael Jordan” could be interpreted differently depending on what entities they

have previously queried or read in the pages, such as “National Basketball Association (NBA)”

vs. “University of California, Berkeley”. This contextual semantic knowledge extracted from

queries and page content could be used to facilitate an accurate understanding of current

and future user interests, which could be further employed to dynamically adapt search

interfaces to support different tasks, such as reranking search results, classifying the

query, suggesting alternative query formulations, or recommending news feed or ads.

For example, Yahoo News Stream recommends items for the content feed or stream on

Yahoo’s homepage, shown in Figure ⒍1.

Traditionally, user interests are modeled using different sources of profile information

(e.g., explicit demographic or interest profiles, or implicit profiles based on previous

queries, search result clicks, general browsing activity, or even richer desktop indices).

And user preference is usually inferred from their activities (e.g., clicking on a hyperlink,

viewing/saving/bookmarking a page), rather than trying to understand the semantics of

the queries and the content of visited pages. The use of deep semantic knowledge allows

us to furnish rich contextual information. For example, Wikipedia entities extracted

either from the search queries or the contents of the webpages the user has visited make

it possible to connect with knowledge bases where plenty of deep semantic knowledge

about the entities exists. Given the query “Michael Jordan” (basketball player), we can

infer the user’s interest in basketball based on the fact that, Michael Jordan is a superstar

basketball player in NBA from Wikipedia infobox. Hence, we can better model users’
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Figure ⒍1: Yahoo News Stream on Yahoo Homepage

interests from a deeper semantic aspect by investigating the information network based

on the entities that the users are really interested in.

The use of semantic knowledge is not new. For example, Shen et al. (2005) have

tried to infer users’ interests from semantics by analyzing topics from queries and URL

contents. But topics are too general to accurately capture the specific entities or areas

that the users are interested in. For instance, a user may be interested in “Michael Jordan”

(basketball player) and in basketball in general, but it does not mean all sports, such

as swimming, golf, and horse racing, interest that user, so that the general topic Sports

is not accurate and precise to summarize that user’s interests. Hence, we try to under-

stand users’ interests from a semantic aspect by studying the entities and the underlying
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relations/events related with the entities.

Besides Yahoo news stream recommendation, there are many other content recom-

mendation products that recommend articles, videos, products, etc. based on users’

search behaviors. Some of these are listed below:

• Google Now Cards based on personal web queries

• Facebook notifications based on “likes”

• Amazon’s product recommendation based on recent product queries and checkouts

• Youtube’s recommended videos based on viewing history

However, most of these limit themselves to heavily utilizing the surface-level fea-

tures, such as user demographic profile, browsing activities, and counting of named

entities. On the contrary, our proposed approach can understand more deeply about

the contents by exploiting the entity knowledge encoded in knowledge bases. In this

chapter, we focus on developing models capable of accurately predicting user interests

for content recommendation, but we believe the proposed approach can also be used for

a wide variety of applications, including supporting proactive changes to the interface

to emphasize results of likely interest or to suggest contextually-relevant query alterna-

tives, more traditional applications to ranking and filtering, news feed and appropriate

ad recommendation, etc.
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6.2 Task Background

In this section we present background and preliminaries of our work, including input

data, semantic knowledge resources, and definition of user interest modeling.

Data The primary source of the data that we use is the logs collected from the Yahoo

News Stream which include various raw and meta information. User click log contains

the web pages/streams that users have visited. For each user, a user log sequence can be

collected in an ascending timestamp order. We denote user click log sequence for user

u as

Lu = ⟨wu
1 , w

u
2 , . . . , w

u
t , . . . , w

u
T ⟩,

where wu
t is the web page that u visited at timestamp t. Related raw information includ-

ing user id, geo information, type of web page, language, click/skip labels, timestamps,

geological and demographical information, etc. Meta information involves topical cat-

egory information (results of various Yahoo in-house classifiers) and Wikipedia (Wiki)

entities extracted from the page content that the user viewed. Then, the user profiling

problem is to learn a model that can construct a sparse matrix to represent user’s interests

over the features.

Semantic Knowledge Base For knowledge sources, we can use the whole Wikipedia

corpus as well as more processed knowledge bases such as Yahoo Knowledge Graph,

Freebase and NELL. In this chapter, we will use Yahoo Knowledge Graph to enrich the

feature space. Yahoo! has its own internal knowledge graph, which is used to improve

search results. This knowledge graph builds on both public data (e.g., Wikipedia and

Freebase), as well as closed commercial sources for various domains (e.g., IMDb in movie

domain). It uses wrappers for different sources and monitors evolving sources, such as
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Algorithm 1 High-level Pipeline for User Interest Modeling and Prediction
1: Extract the queries, page titles and contents that the user has searched/visited/viewed

from the user click logs.

2: Extract the named entities.

3: Link and resolve the identified named entities to the corresponding knowledge base

entity entries.

4: Import and extract more related entities from the knowledge base, re-score the entity

weights, and iterate to augment with more entities.

5: Infer future user interests utilizing all original and augmented entities.

6: Predict user activities on the contents based on user interest profiles.

Wikipedia, for constant updates. Yahoo Knowledge Graph contains roughly ⒊5 million

entities and ⒈4 billion relations. Its schema, which is aligned with schema.org, comprises

250 types of entities and 800 types of relations (Blanco et al., 2013).

Software There is no Wiki entity information available for the news stream page. Thus

we use FastEL (Blanco et al., 2015) for entity linking.

6.3 User Profile Modeling

In this section, we will discuss our approach to modeling user interests through enti-

ties. We propose a general, high-level pipeline for modeling user interests and predicting

future user interests, which is described in Algorithm 1 and Figure ⒍2.
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Algorithm 2 Entity Augmentation
Input: User visited documentD, Global Knowledge Graph G containing relation triples

σ = (Ea, p, Eb), where p is the relation predicate, number of iterations n, and maximum

number of augmented entities m.

1: Generate initial entities E = {ei} from D

2: repeat

3: Augment entities using facts from G

4: Re-score interest weights of augmented entities

5: until converged or reach n iterations

6: return top m augmented entities from the list

6.3.1 Entity Augmentation

Based on the previous activities of the users, we can extract the named entities from

the contents of visited news stream pages and link these entities to Wiki entities. But

these entities themselves may not be sufficient to summarize users’ interests and predict

future user interests. Hence as the first step, we can exploit the global knowledge graph,

such as Yahoo Knowledge Graph in this work, to augment the entities with the relational

facts to include more entities that may interest the users. For example, if a user is

interested in Michael Jordan (basketball player), there is a high probability that this user

is also interested in Chicago Bulls (the basketball team where Michael Jordan served and

won championships) and NBA (the basketball league). Even though these two entities

may not co-occur with Michael Jordan in that visited news article, they may still intrigue

user interests based on their close relationships with Michael Jordan in a much larger

context. These related entities can be captured and linked through the massive number
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Figure ⒍2: The High-level Pipeline of User Interests Modeling

of factual relations in the knowledge bases. Algorithm 2 shows the general process of

entity augmentation.

After retrieving augmented entities, we can assign an decayed interest weight to each

entity to indicate a smaller chance that users are interested in these augmented entities.

For example, if the weight of the original entity Ea extracted from the content is 0.9

(linkage score from FastEL), we can apply entity augmentation based on the relation

triples, (Ea, P1, Eb) and (Eb, P2, Ec), from Yahoo Knowledge Graph. Then we add

entity Eb into the feature space to enrich the knowledge about user interests, where a

decay weight is applied to decrease the weight of Eb to indicate our lesser confidence in

this augmented entity. In this work, we set decay as 0.5, so the weight of Eb will be

0.45 (= 0.9 ∗ 0.5). If we want to do one more iteration of entity augmentation, we can

follow the same procedure to incorporate augmented entity Ec with 0.225 (= 0.45 ∗ 0.5)

weight into the feature space.

Besides this decay parameter, we have another parameter to control the maximum

number of augmented entities for an entity after a certain number of iterations. For

example, if we set the maximum number of augmented entities as 5, at most 5 top-

ranked augmented entities (based on weights) from one entity will be added into the

feature space.
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6.3.2 User Profiling Framework

In this chapter, we will describe our user profiling framework for content recom-

mendation. This model is based on Factorization Machines (FM) (Rendle, 2010), a

state-of-the-art framework for latent factor models with rich features. FMs include and

can mimic the most successful approaches in recommender systems including matrix

factorization (Srebro et al., 2004), SVD++ (Koren, 2008) or PITF (Rendle and Schmidt-

Thieme, 2010).

Although the independent learning model produces user interest features that are

discriminative, the data sparsity problem can still affect the model performance. To

solve this challenge, we propose to construct each user’s profile by using data from all

users. The main idea is to construct a latent space for all users, where users’ interests

can be distinguished while still learning from all available data.

Motivated by the success of matrix factorization methods in the domain of multi-task

learning (Zhang et al., 2008) and collaborative filtering (Koren, 2008), we introduce a

factorization-machine-based latent factor model to build profiles. Specifically, we decom-

pose each user’s profiles into two components, one is a common mapping from content

item features to latent factors, which is shared by all users; and the other contains the

latent factors of each user. Each latent factor represents the user’s interest in that latent

topic or feature. As the mapping from item features to latent factors are stable for all

users, these feature factors can be considered as a bridge to propagate knowledge across

users. Thus users who lack interaction data can benefit from the enriched information

provided by interactions from other users. In addition, each user’s latent factor member-

ship distribution is specific, thereby allowing the model to reflect the users’ personalized
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interests.

In this factorization-machine-based framework, we use both article categorical fea-

tures (results of various Yahoo in-house topical classifiers, e.g., Sport and Politics) and

entities (e.g., “Michael Jordan” and “Barack Obama”) that are extracted from the content as

the rich features, where we use FastEL (Blanco et al., 2015) to link entities to the Yahoo

Knowledge Graph entries. And we also associate the features with the corresponding

weights to indicate the confidence in feature value precision.

We briefly describe this model as follows. A Factorization Machine (FM) (Rendle,

2010) models all interactions between pairs of variables with the target, including nested

ones, by using factorized interaction parameters¹:

Ŷ (x) := w0 +
n∑

i=1

wixi +
n∑

i=1

n∑
j=i+1

ŵi,jxixj (⒍1)

where ŵi,j are the factorized interaction parameters between pairs:

ŵi,j := ⟨vi,vj⟩ =
k∑

f=1

vi,f · vj,f (⒍2)

and the model parameters Θ that have to be estimated are:

w0 ∈ R, w ∈ Rn, V ∈ Rn×k (⒍3)

A row vi withinV describes the i-th variable with k factors. k ∈ N+
0 is a hyperparameter

that defines the dimensionality of the factorization, which is set 20 in our implementa-

tion.
⒈ We restrict our discussion to 2-way FMs (d = 2)
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A 2-way FM (dgree d = 2) captures all single and pairwise interactions between vari-

ables. That means w0 is the global bias, wi models the interaction of the i-th variable to

the target and ŵi, j models the factorized interaction of a pair of variables with the target.

Note also that unlike other factorization models like matrix factorization or PARAFAC,

FMs can work with any continuous input data x.

Example of Content Recommendation Assume we have the user click log data of news

stream. The system records which user u ∈ U clicks a news item i ∈ I with a response

label R, {click, skip}, where each item is represented using a feature vector f ∈ F (i.e.,

article topic features and embedded entities). Let the users U , items I, features F , and

labels R be:

U = {Alice, Eileen,Alex, ...}

I = {item1, item2, item3, ...}

F = {Sport,Movie,Barack Obama(Obama), ...}

R = {Click, Skip}
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Let the observered data S be:

S = {(u1, Alice, item1, {(Movie, 0.2), (Obama, 0.3), ...},Click),

(u1, Alice, item2, {(Movie, 0.4), ...}, Skip),

(u2, Eileen, item3, {(Obama, 0.9), ...}, Skip),

(u2, Eileen, item4, {(Sport, 0.1), (Obama, 0.3), ...},Click),

(u3, Alex, item5, {(Sport, 0.1), ...},Click),

(u3, Alex, item6, {(Movie, 0.2), (Obama, 0.9), ...}, Skip)}

Figure ⒍3 shows one example of how feature vectors can be created from S for this

content recommendation task. Here, first there are |U | binary indicator variables (blue)

that represent the active user in each click log – there is always exactly one active user

in each click log (u, i, f, r) ∈ S, e.g., user Alice in the first one (e.g., x(1)Alice = 1). The

next |I| binary indicator variables (orange) hold the active item – again there is always

exactly one active item (e.g., x(1)item1 = 1). The feature vectors in Figure ⒍3 contain

indicator variables (purple) for all features that all items have. And finally the vector

contains information of the click information, i.e., the active user clicks or skips that

item.

6.4 Experiments

In this section, we present the experiments to evaluate the performance of our pro-

posed user profiling approaches, by verifying the effectiveness of discriminative user pro-

files and the impact on news recommendation systems.
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Figure ⒍3: Example of Observed Data Representation in Content Recommendation

6.4.1 Experiment Setting

Our experiments are conducted based on a sample of the event log data from Yahoo

News Stream. This data is collected over a period of four weeks (09/21/2015 - 10/18/2015),

and it contains over 3⒉09 billion click events from around 5⒍65 million users and around

0.49 million news items. The number of original content features of the news items is

around 12⒌06 billion.

In order to evaluate the quality of user profiles, we split the dataset into a training

set and a test set based on the timestamps of events. We use the data from all weeks but

the last one as training data and the data of last week as the test set. To be specific, the

training dataset contains about 2⒊68 billion click events and 4⒌31 million users, and the

test set contains about ⒏42 billion click events and 2⒉08 million users. The training set

is used to train the user profile models, i.e., each user’s profile is built based on the data

from the training dataset. In the test set, we generated a ranked list of new items for

each user based on the user profiles generated from the training procedure, and evaluate
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the performance of the ranking against the ground truth labels. The labels are the user

positive and negative activities on the news items.

In the experiments, we use inner-product value between user profiles and item fea-

tures to generate the ranking score for each user-item pair. Then we rank the items for

each user based on these scores and check the positions of those clicked items, i.e., the

items whose labels are positive. The basic idea is if the clicked items can be ranked higher

than the negative ones, the model performs better. Three ranking evaluation metrics

are used: Mean Average Precision (MAP), Mean Reciprocal Rank (MRR), and Area under the

Curve (AUC), which are defined as following:

MAP =
1

m

m∑
i=1

∑ni

k=1 P (k)

ni

(⒍4)

MRR =
1

m

m∑
i=1

1

r1i
(⒍5)

AUC =
1

m

m∑
i=1

(
∑

j r
j
i )− Pi(Pi + 1)/2

Pi ∗Ni

(⒍6)

where P (k) is the precision at k, ni is the number of items related to user ui, r1i is the

rank of the first clicked item of user ui, Pi is the number of clicked items, and Ni is the

number of non-clicked items of user ui.

6.4.2 Discussion

To conduct a systematic study, we have experimented with different entity augmen-

tation iteration settings, and Table ⒍1 lists the different settings and the corresponding

number of features.
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Figure ⒍4 shows when the iteration number is set to 1, it achieves the best per-

formance in terms of MAP and MRR evaluation metrics. It achieves more than 10%

absolute and 193% relative improvement in MAP, as well as around 17% absolute and

191% relative improvement in MRR, compared to the baseline system (without entity

augmentation). While, augmenting entities with two iterations performs the best us-

ing AUC metric, obtaining around 7% absolute and 12% relative improvement over the

baseline. As we know, MAP averages the precision scores of a ranked list over all po-

sitions of relevant items, and MRR is the inverse position of the first relevant item, so

both of them focus more on the ranking performance of the ranked items. Whereas,

AUC characterizes the trade-off between true positives and false positives as a thresh-

old parameter is varied. This indicates if the ranking performance is more concerned,

augmenting entities with one iteration can gain the best performance; if the portion of

correct items returned by the system is more important, then apply entity augmenta-

tion with two iterations work the best. If both ranking and coverage are the interests

and needs, three iterations can achieve the most stable improvement in the overall per-

formance. Figure ⒍4 clearly demonstrates the effectiveness of the entity augmentation

approach in this content recommendation task, as this technique does bring in more

related entities from the knowledge bases to greatly enrich the feature space.

We think the reason that, the performance quickly drops regarding MAP and MRR

after three iterations of entity augmentation, is, the entity augmentation may introduce

some entities that are too far away from either the user’s interests or the original semantic

focus. For instance, assume the original entity is Michael Jordan, after one iteration

of entity augmentation, we may add Chicago Bulls into the feature space. Then based
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Iteration
Number

Max
Number

Feature
Number Incremental Total

Incremental

0 0 125,058,212,688 - -

1 3 241,409,890,254 116,351,677,566 116,351,677,566

2 5 297,142,629,695 55,732,739,441 172,084,417,007

3 7 342,511,178,864 45,368,549,169 217,452,966,176

4 10 399,450,554,993 56,939,376,129 274,392,342,305

5 15 477,610,271,794 78,159,716,801 352,552,059,106

Table ⒍1: Number of Features in Each Iteration Settings

on Chicago Bulls, we may add NBA entity, but the entity augmentation of NBA may

introduce TNT, which is one of the top TV partners of NBA. But in fact, the users may

not have any interest in this TV broadcast itself at all. Therefore, entity augmentation

may further enrich the feature space through more iterations of augmentation, but more

noisy information may also overweight the useful entities, which results in the decreased

performance.

6.5 Conclusion

Online news reading has become very popular as the web provides access to news

articles from millions of sources around the world. A key challenge of news websites is

to help users find the articles that are interesting to read. In this chapter, we present

our research on utilizing the semantic knowledge encoded in the named entities from

Knowledge Bases to improve user profiling for large-scale content recommendation, which
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Figure ⒍4: Performance Comparison with Different Numbers of Entity Augmentation

Iterations

can help provide a richer feature space to tackle challenges in data sparsity and cold-start

items. The proposed FactorizationMachine (FM) based framework exploits both positive

and negative implicit feedback from all users on content items to build user and item

feature factors, and the user vector is used to represent user interests. Brand new items

that have no interactions with the users can still be recommended by applying FM on

users’ interest vectors. In addition, we have also incorporated this FM system into a large-

scale framework based on MapReduce, which provides the capability of handling massive

amounts of users and content items. From the results on the Yahoo News Stream data,

it demonstrates the effectiveness of our proposed approach that significantly improves

the content recommendation performance.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

The rise of Web ⒉0 technology has provided a platform for user generated content

through web blogs, forums, etc. This has lead to information overload on the web, and it

has become an extremely difficult task for users to find the precise information they are

looking for. Knowledge Bases (KBs) are data resources that encode world knowledge in

machine-readable formats, and KBs like Wikipedia act as a rich source of information for

various user needs and are important for a wide range of applications across all areas of

science, technology, and culture like semantic search, question answering, text mining,

virtual assistant, etc. Knowledge Base Population (KBP) aims at understanding this

knowledge and extending KBs with more semantic information,

In order to build better large-scale knowledge bases efficiently and leverage KBs in

other tasks, this dissertation focused on the following questions and introduced our

research on each of these fields:
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• Question 1: “How can we build knowledge bases?”

We introduced a statistical language understanding approach to automatically con-

struct personal (user-centric) knowledge graphs from conversational dialogs. Three

key language understanding components are built: ⑴ Personal Assertion Classifica-

tion identifies the user utterances that are relevant with personal facts, e.g., “my

mother’s name is Rosa”; ⑵ Relation Detection classifies the personal assertion utter-

ance into one of the predefined relation classes, e.g., “parents”; and ⑶ Slot Filling

labels the attributes or arguments of relations, e.g., “name(parents):Rosa”.

• Question 2: “How can we validate the correctness of information in knowledge bases?”

Using the TAC Knowledge Base Population Slot Filling task as a case study, we

proposed a confidence estimation model based on the Maximum Entropy frame-

work, and the effectiveness of this model is demonstrated in both precision and

the capability to improve the slot filling task through a weighted voting strategy.

• Question 3: “How can we build knowledge bases more efficiently?”

We presented a new and general Rich Annotation Guided Learning framework

to fill in the gap between an expert annotator and a feature engineer. This new

framework can enrich features with the guidance of all levels of rich annotations

from human annotators. We also evaluate the comparative efficacy, generality and

scalability of this framework by conducting the case study on a slot filling task

in the TAC KBP settings. Empirical studies demonstrate that with slightly more

annotation time, we can significantly improve the performance for all tasks.
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• Question 4: “How can we use these better knowledge bases to advance other tasks?”

We showed the effectiveness of incorporating deep semantic knowledge encoded in

the entities for modeling users’ interests, by utilizing the abundance of knowledge

populated in Knowledge Bases. Our approach can deeply understand the semantics

behind the users’ requests, compared to the traditional systems that usually infer

users’ interests from surface-level features derived from online activity logs and

user demographic profiles, such as browsing history and geographic information.

7.2 Future Work

Although the current knowledge bases are impressive in their size, they still fall

short of representing many kinds of knowledge that humans possess. Notably missing

are representations of common sense facts (such as the fact that fire is hot, and fire can

cook food), as well as procedural or how-to knowledge (such as how to drive a car or how

to send an email) (Nickel et al., 2016). Representing, learning, and reasoning with these

kinds of knowledge remains the next frontier for AI and machine learning. With these

in mind, we are interested in exploring the following directions for better construction

and utilization of knowledge bases:

Personal Knowledge Graph Population Since the current slot filling approach cannot

handle utterances that involve two or more links, we plan to integrate an inference scheme

into the framework to solve sophisticated relations invoked in the utterances. Given “my

wife was born in China”, for example, directly link place_of_birth:China to spouse_s node.

We are also interested in exploring the personal preferences depicted in the utterances,
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such as “I am vegetarian”, since we believe this interested_in-style relation could enhance

the performance of VPA to a great extent, like recommending appropriate restaurants

in this case. In addition, we find that it is also very important to identify the negation

expression and its scope within the utterances, which is crucial to determine whether a

relation should be populated into the knowledge graph. We plan to boost our proposed

framework towards these directions in the future.

Confidence Estimation for Knowledge Base Population In the future, further experi-

ments are planned to investigate more elaborate models, explore more interesting feature

sets, and study the contribution of each feature through a more detailed and thorough

analysis. Furthermore, other information extraction case studies will be undertaken to

validate the generality and reliability of this confidence estimation model.

Rich Annotation Guided Learning Remaining error analysis suggested that our future

work should focus on mining deeper world knowledge and global reasoning from anno-

tators. Moreover, we will investigate the effects of different rich annotations provided

by multiple annotators and also apply on other problem settings. In the future, we are

interested in extending this idea to improve other NLP applications and integrating it

with human reasoning. The current setup mainly improved precision but we also plan to

embrace the idea of revertible query in question answering literature (e.g., Prager et al.,

2006) and relation graph traverse to enhance recall. Ultimately we intend to investigate

automatic ways to prioritize comments and convert comments to features so that we can

better simulate the role of teacher in human learning.
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User Profiling For the future, we are interested in studying more sophisticated ap-

proaches to rescore the entity weights to indicate the importance. We also plan to explore

more knowledge about the entities from the knowledge base and utilize the various at-

tributes and categories accordingly. In addition, we intend to investigate the performance

in predicting users’ short-, mid-, and long-term interests and activities within a longer

time frame, e.g., one year. We can also split the “future data” into two subsets, one con-

tains only the seen entities for each user, while the other involves unseen entities, so that

we can evaluate the capability of our framework for predicting future user interests on

both seen and unseen entities. It will be interesting to investigate if our system can predict

future user interests on the entities that have never been explored by the user before.
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