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Abstract

In the past decade, the abundance of computing resources and the growth of data have boosted the development of machine learning applications. Many computation frameworks, e.g., Hadoop, Spark, TensorFlow, and PyTorch, have been proposed and become widely used in the industry. However, programming large-scale machine learning applications is still challenging and requires the manual efforts of developers to achieve good performance. This thesis discusses two major issues with the existing frameworks.

First, array is a popular data abstraction for machine learning computation. When parallelizing arrays to hundreds of CPU machines, it is critical to choose a good partition strategy to co-locate the computation arrays to reduce network communication. Unfortunately, existing distributed array frameworks usually use a fixed partition scheme and requires manually partitioning if another parallel strategy is used, making it less easy to develop a distributed array program.

Secondly, GPU is widely used for a popular branch of machine learning applications, deep learning. Modern GPU can be orders of magnitude faster than CPU and becomes an attractive computation resource. However, the limited memory size of GPU restricts the scale of the DNN models can be run. It is desirable to
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have a computation framework to allow users to explore deeper and wider DNN models by leveraging the CPU memory.

Modern machine learning frameworks generally adopt a dataflow-style programming paradigm. The dataflow graph of an application exposes valuable information to optimize the application. In this thesis, we present two techniques to address the above issues via dataflow graph analysis.

We first design Spartan to help users parallelize distributed arrays on a CPU cluster. Spartan is a distributed array framework, built on top of a set of higher-order dataflow operators. Based on the operators, Spartan provides a collection of Numpy-like array APIs. Developers can choose the built-in array APIs or directly use the operators to construct machine learning applications. To achieve good performance for the distributed application, Spartan analyzes the communication pattern of the dataflow graph captured through the operators and applies a greedy strategy to find a good partition scheme to minimize the communication cost.

To support memory-intensive deep learning applications on a single GPU, we develop SwapAdvisor, a swapping system that automatically swaps temporarily unused tensors from GPU memory to CPU memory. To minimize the communication overhead, SwapAdvisor analyzes the dataflow graph of the given DNN model and uses a custom-designed genetic algorithm to optimize the operator scheduling and memory allocation. Based on the optimized operator schedule and memory allocation, SwapAdvisor can determine what and when to swap to achieve good performance.
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Chapter 1

Introduction

Machine learning, the study of extracting and learning patterns from the data, has been increasingly popular in the past decade. Many different algorithms have been introduced and are widely used \cite{1, 2}. One can roughly categorize the state-of-art machine learning algorithms into two types. The first one is the algorithms that can learn from structured data and is referred to as traditional machine learning in this thesis. Another type is the algorithms which adopt artificial neural networks to learn from unstructured (or unprocessed) data and is usually referred to as deep learning.

One primary reason for the popularity of machine learning is the arrival of the so-call “Big Data” era. With the availability of a large amount of useful data, the accuracy of machine learning applications have been significantly boosted. In addition, many computation frameworks have been proposed to help scale machine learning. For example, MapReduce \cite{3} and Spark \cite{4} are two popular general-purpose distributed data processing frameworks. Based on these general-
CHAPTER 1. INTRODUCTION

purpose frameworks, MLBase [5] and Mahout [6] are developed to provide a higher-level data abstraction (array) and array libraries for machine learning developers. These frameworks are mainly used for traditional machine learning. Several specialized array frameworks, e.g., TensorFlow [7], PyTorch [8], and MXNet [9], are designed to support deep learning development. Despite these efforts, scaling machine learning applications is still challenging for programmers.

First, traditional machine learning applications generally require an enormous memory footprint to do the computation due to the vast amount of the input data. It is common to use a cluster of CPU machines to distribute the arrays to process the large inputs. One key performance factor when distributing arrays is to partition the arrays in a way such that computation data is co-located. The existing machine learning frameworks mostly require users to manually design a good array partitioning strategy. However, manual array partitioning can be painful. Ideally, a distributed array framework should support automatic array partitioning with minimal user efforts to achieve both ease-of-use and high performance.

Secondly, the computation of an artificial neural network is extremely heavy and dense, and has been shown that it is not easy to be managed by CPUs [2]. The arrival of the general-purpose GPU provides a powerful matrix (array) computation resource, boosting the development of deeper artificial neural network models, also known as deep neural networks (DNN). Unfortunately, GPU memory size is far less than CPU, restricting the opportunities for developers to explore various deeper and wider neural network models where the memory re-
requirement exceeds a single GPU memory capacity. Consequently, it is desirable to utilize the CPU memory for running a large deep learning model.

This thesis first presents Spartan, a distributed array framework for parallelizing traditional machine applications with automatic array partitioning. The second part of the thesis discusses SwapAdvisor, an array swapping framework for deep learning.

1.1 Evolution of Computation Frameworks for Machine Learning

The arrival of the “Big Data” era makes it easy to obtain a large amount of useful data. Additionally, the public availability of large-scale computing clusters (e.g., Amazon EC2, Google Cloud Engine, and Microsoft Azure) allows people to parallelize computation with abundant computing resources. However, it is challenging to manage massive data and powerful hardware without an easy-to-use and efficient distributed computation framework. Many distributed computation frameworks have been proposed to ease the burden.

General-purpose distributed computation frameworks: Since the introduction in 2004, MapReduce and its open-source counterpart, Hadoop \[10\], have been widely used for distributed data processing. MapReduce provides a dataflow-style, restricted programming paradigm. The distributed processes in MapReduce do not communicate with each other directly but operate on a set of read-
only key-value data collections. Programmers use two functional, data-parallel
operators, “Map” and “Reduce” to process (or transform) the data collections. In-
ternally, MapReduce performs a “Shuffle” operation to redistribute the data by
keys. All the results (intermediate and final) are stored in a distributed system
(e.g., GFS and HDFS) before being reused.

The success of MapReduce (and Hadoop) has inspired many distributed
frameworks to target primitives for key-value collections (e.g., Spark, Dryad,
Picolo, Dandelion, and Naiad). Among them, Spark is the most no-
table one.

Spark works upon a set of read-only resilient distributed datasets (RDD),
which reside in the distributed shared memory. The shared RDDs reduce the
need to read from the distributed file system. Spark also adopts lazy evaluation
to delay materializing RDDs until necessary in order to construct a dataflow
graph of the application. Via analyzing the dataflow graph, Spark can optimize
the computation and can further reduce the unnecessary intermediate data.

Distributed array frameworks: The popularity of MapReduce and Spark
comes from the dataflow-style operators, which isolate the computation from
the physical data communication and distribution, allowing users to focus on
processing local data. Unfortunately, the key-value collection representation in
MapReduce and Spark is designed for general usages, too low-level for machine
learning developers.

In the machine learning community, array (or matrix) is the primary data
abstraction as it can be used to represent the mathematical meaning of machine
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algorithms. Many distributed array frameworks are designed to provide an array-based programming interface for machine learning users. We can categorize these existing array frameworks into two types.

The first type of frameworks are based on the general-purpose distributed frameworks and provide array builtins and abstraction to users. MLBase \[5\] and Mahout \[6\] are two notable libraries, which provide a set of machine learning and linear algebra algorithms. To leverage the existing distributed frameworks, MLBase and Mahout translate the array information to the underlying framework’s key-value representations. Users can directly use these array builtins to implement machine learning applications but may have to fall back to the low-level operators when designing a new algorithm which is not supported.

The second type of frameworks extend and parallelize an existing programming language. Presto (Distributed R) \[17\] aims to distribute a popular array programming language, R, with a set of customized data structures (e.g., distributed array) and APIs (e.g., foreach). Users write machine learning algorithms with the original R syntax but use the extension structures to store the distributed data and use the extension APIs to iterate the distributed arrays for computation. Similar to Presto, MadLINQ \[18\] extends a general programming language, C#, with a domain-specific language (DSL) to distribute and iterate arrays. Additionally, MadLINQ is integrated with DryadLINQ \[19\], a general-purpose distributed data processing framework. This design allows MadLINQ to provide a full data pipeline for machine learning developers, from processing the raw data to learning with the structured data.
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**Deep learning frameworks:** Deep learning applications also use array (is referred to as tensor in the deep learning community) as the main data abstraction. However, there are several factors which make the discussed array frameworks less attractive for the deep learning community.

First, the computation of deep learning applications is extremely heavy. Consequently, most users adopt GPU to be the primary computation platform to speed up the development. Many existing distributed array frameworks aim to support a cluster of CPU machines and do not support GPU. Furthermore, to best utilize the GPU computation power while alleviating user programming efforts, several specialized libraries have been developed for deep learning (e.g., CUDA [20] and CUDNN [21]). Deep learning users tend to use these APIs as the underlying computation units.

More importantly, the deep learning community adopts a gradient-descent-based approach when training a deep learning model [2]. Programmers first apply the calculus chain rule layer by layer to get the gradient formulas. The gradient formulas are then converted to expressions of GPU libraries to perform the actual computation. The process is tedious and error-prone as a deep learning model can have hundreds of layers [22].

Many deep learning frameworks have been introduced to solve these issues (e.g., TensorFlow [7], PyTorch [8], and MXNet [9]). In these frameworks, CUDA and CUDNN are wrapped as the basic computation APIs. When users develop a deep neural network model, these frameworks construct a dataflow graph made by the computation APIs. With the dataflow graph capturing the mathematical
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information of the model, these frameworks apply the chain rule to the dataflow graph to derive the gradients of the parameters automatically for users (the technique is referred to as backward-propagation in the deep learning community).

1.2 Challenges in Scaling Machine Learning

Although many computation frameworks have been developed (discussed in Section 1.1), scaling machine learning applications remains difficult for programmers. In this section, we present two main challenges.

Manual array partitioning is painful: When distributing traditional machine learning programs on a cluster of CPU machines, the open challenge is how to maximize the locality of access to array data spread out across the memory of many machines. To improve locality, one needs to both partition arrays smartly and co-locate computation with data. A good data locality can significantly reduce network communication. We refer to this as the “tiling” problem. Tiling is crucial for performance; programs that optimize for locality can be an order of magnitude faster than those that don’t.

Existing distributed array frameworks do not adequately address the tiling problem. Most systems rely on users to manually specify array partitioning. However, manual tiling can be painful. First, developers usually use the array builtins provided by a distributed array framework to design machine learning algorithms. In order to best partition the arrays, developers need to understand how these arrays are accessed by the builtins. More importantly, a machine
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learning program usually contains several array expressions, resulting in many different ways to tile the entire program. Developers need to explore different tiling strategies to get excellent performance. Finally, a machine learning application may use multidimensional arrays (e.g., 3D images) which have more ways to partition, resulting in more complicated tiling strategies. Consequently, manual tiling is tedious and error-prone and should be avoided as possible.

**Limited GPU memory size restricts the DNN model size:** Deep learning community adopts stochastic gradient descent (SGD) as the main algorithm to search the model parameters for a deep neural network (DNN). This design allows developers to partition the input data into batches and utilize only a single batch of data per iteration. Nevertheless, as DNN models become deeper (more layers) and wider (more parameters), the computation of DNNs has been increasingly dense. As a result, it is still very common to distribute a deep learning application to multiple GPUs.

Data parallelism is the most popular way to parallelize a DNN model due to its simplicity. A data parallelized DNN program duplicates the parameter tensors to all the GPUs, and each GPU runs the same model with a different portion of the data. As a result, the implementation of a single-GPU DNN model can be used for a data-parallel environment with minimal modifications.

However, duplicating all the parameters prevents data parallelism from supporting huge DNN models where the size of parameters exceeds a single GPU’s memory capacity. The parameter sizes of DNN models have doubled roughly every 2.4 years in the past decade while the GPU memory capacity has only
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increased by $4 \times$ (4GB to 16GB). Consequently, the GPU memory capacity limits the opportunities for the developers to explore much larger DNN models. CPU memory size is orders of magnitude larger than GPU memory; it is not uncommon for a CPU machine to have hundreds of gigabytes memory or even terabytes memory. As a result, it is desirable to leverage CPU memory to scale DNN models with either a single GPU or multiple GPUs with data parallelism.

We next discuss how to solve these two challenges with Spartan (Section 1.3) and SwapAdvisor (Section 1.4).

1.3 Automatic Array Partitioning with Spartan

We first propose Spartan to achieve automatic array partitioning (also referred to as “automatic tiling”) for traditional machine learning. Spartan, a distributed array framework with smart tiling, provides the popular NumPy array abstractions while achieving scalable, high performance across machines. The key innovation of Spartan is its automatic tiling mechanism: when distributing an n-dimensional array across machines, the runtime of Spartan can automatically decide which axis(es) to cut each array along and to co-locate computation with data.

A major design of Spartan is the five high-level parallel operators, including map, fold, filter, scan, and join_update. These high-level operators capture the parallel patterns of most array programs, and we use them to distribute a myriad of built-in array functions as well as user programs. A critical difference between the operators and MapReduce’s (or Spark’s) operators is the semantics of these
operators are array-based. The operators work on a set of distributed-arrays, instead of the lower-level, opaque data collections. The semantics of these high-level operators lead to well-defined cost profiles. The cost profile of an operator gives an estimate of the communication cost for each potential tiling strategy (e.g., row-wised and column-wised) for its inputs. Therefore, it provides crucial information to enable the runtime to perform automatic tiling. As an example, the map operator applies a user-defined function element-wise to several input arrays with the same shape. Thus, this operator achieves the best locality (and zero communication cost) if all its input arrays are partitioned in the same way. Otherwise, the cost equals to the size of those input arrays with different tiling.

At runtime, Spartan splits program execution into a series of frontend and backend steps. On the client machine, the frontend first turns a user program into an expression graph (dataflow graph) of high-level operators via lazy evaluation. It then runs a greedy search algorithm to find a good tiling for each node in the expression graph to reduce the overall communication cost. Finally, the frontend gives the tiled expression graph to the backend for execution. The backend creates distributed arrays according to the assigned tiling and evaluates each operator by scheduling parallel tasks among a collection of workers.

We have built Spartan to provide similar user interfaces as NumPy. Evaluations on a local cluster and the Amazon EC2 show that Spartan’s tiling algorithm can automatically find good tiling for arrays and achieve good scalability.
1.4 Leveraging CPU Memory with SwapAdvisor for Large DNN Models

Swapping tensor data between GPU and CPU memory during deep learning computation is a promising approach to address the GPU memory limitation \cite{24, 25, 26, 27}. Several technological trends make swapping attractive: 1) CPU memory is much larger and cheaper than GPU memory, 2) modern GPU hardware can effectively overlap communication with computation, 3) communication bandwidth between GPU and CPU is sufficiently good now and can be significantly improved with the arrival of PCIe 5.0 \cite{28} and the wide adoption of NVLink \cite{26, 29}.

Swapping for DNN computation differs from traditional swapping (between CPU memory and disk) in that the DNN computation structure is usually known prior to execution, e.g., in the form of a dataflow graph. Such knowledge unleashes tremendous opportunity to optimize swapping performance by maximally overlapping computation and communication. Unfortunately, existing work either do not utilize this information (e.g., TensorFlow’s swap extension \cite{30}) or only use it in a rudimentary way based on manual heuristics \cite{26, 25, 27}. For example, TFLMS \cite{26} and vDNN \cite{24} swap only activation tensors according to their topological sort order in the graph. SuperNeurons \cite{25} only swaps data for convolution operations. As a result, not only do these work support only limited types of DNNs but they also fail to achieve the full performance potential of swapping. SwapAdvisor is a general swapping system which can support various
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kinds of large model training and inference with limited GPU memory. For a
given DNN computation, SwapAdvisor plans for what and when to swap pre-
cisely prior to execution in order to maximize computation and communication
overlap.

A dataflow graph alone is not sufficient for such precise planning, which is
also dependent on how operators are scheduled to execute and how the memory
allocation is done. More importantly, memory allocation and operator scheduling
also critically affect the best achievable swapping performance. SwapAdvisor uses
a custom-designed genetic algorithm to search the space of all memory allocation
and operator schedules so that the final swapping plan represents the result of
joint optimization over operator scheduling, memory allocation and swapping.

SwapAdvisor can also be used for model inference. Inference has a smaller
memory footprint than training. However, to save cost, one may have multiple
models use a single GPU. In this setup, one can use SwapAdvisor to constrain
each model to use only a fraction of the memory as opposed to time share the
entire memory across models.

1.5 Contributions

In this thesis, we explore the opportunity to scale machine learning applica-
tions with minimal manual user efforts via dataflow graph analysis. In particular,
this thesis makes the following contributions:
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Automatic array tiling for large-scale machine learning:  Design and implementation of Spartan, a distributed array framework that provides a smart tiling algorithm to partition distributed arrays effectively. With a set of carefully chosen high-level operators, Spartan provides good programmability while still achieves excellent performance.

Smart swapping to enable deeper and wider DNN models:  SwapAdvisor is the first swapping system that supports various types of large DNN models for both model training and inference. Given the dataflow graph and memory usage of a DNN model, SwapAdvisor optimizes both operators and memory allocation scheduling to obtain a good swapping plan for the model.

The remainder of this thesis is organized as follows. We first present the design of Spartan in Chapter 2 and evaluate the performance of Spartan with different machine learning applications in Chapter 3. Chapter 4 details how SwapAdvisor can derive a good swapping plan by controlling the schedules and memory allocation. In Chapter 5, we show that SwapAdvisor can achieve good performance for DNN training and inference with limited GPU memory. Finally, the related work for Spartan and SwapAdvisor are presented in Chapter 6.
Chapter 2

Spartan Design

2.1 Overview

The Spartan system is comprised of many worker machines in a high speed cluster. Spartan partitions each global array into several tiles (sub-arrays) and distributes each one to a potentially different worker. We refer to the partitioning strategy as tiling. There are several ways to “tile” an array. For example, Figure 2.1 shows the three tiling choices for a 2D array (aka matrix).

In Spartan, an array is created by loading data from an external storage or as a result of some computation. Spartan decides the tiling choice for the array at its creation time. What is a good tiling choice? We consider the best tiling as one that incurs the minimum communication cost when the array is used in a computation – workers fetch and write as few remote tiles as possible. In next section, we examine what affects good tiling and give an overview of Spartan’s approach to automatic tiling.
2.2 Automatic Tiling Overview

2.2.1 What Affects Good Tiling?

Several factors affect the tiling choice for an array. These include how the computation accesses the array, the runtime information of the array and how the array is used across the program. Below, we illustrate how each of the factors affects tiling using concrete examples.

1) The access pattern of an array. Array computation tends to read or update an array along some particular axis. This access information is crucial for determining a good tiling. Figure 2.1(a) shows the access pattern of a common implementation of matrix multiplication (aka dot). When computing \( X \cdot Y = Z \), this implementation launches \( p \) parallel tasks each of which reads \( X \) row-wise and reads the entirety of \( Y \). The task then performs a local dot and sends the result row-size to create \( Z \). Consequently, it is best to tile both \( X \) and \( Z \) row-wise (it does not matter how \( Y \) is tiled). Other ways of tiling incur extra communication cost for fetching \( X \) and updating \( Z \).

2) The shape and size of an array. The access pattern of an array often
depends on the array’s shape and size. Therefore, such runtime information affects the array’s tiling choice. In addition to Figure 2.2(a), there exists an alternative implementation of dot, shown as Figure 2.2(b). In this alternative implementation, each of the \( p \) parallel tasks reads \( X \) column-wise and \( Y \) row-wise to perform a local matrix multiplication and update the entirety of \( Z \). The final \( Z \) is created by aggregating updates from all \( p \) tasks. Consequently, it is best to tile \( X \) column-wise and \( Y \) row-wise.
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Whether to use Figure 2.2(a) or Figure 2.2(b) to compute $X \cdot Y = Z$ is a runtime choice that depends on the array shapes. Suppose $X$ is an $n \times k$ matrix and $Y$ is a $k \times m$ matrix. Figure 2.2(a) has a per task communication cost of $k \cdot m$. This is because each task needs to fetch the entire $Y$ across the network and can be scheduled to co-locate with the tile of $X$ that it intends to read. By contrast, Figure 2.2(b) has a per task communication cost of $n \cdot m$. This is because each task needs to send its update of $Z$ over the network and can be scheduled to co-locate with the tiles of $X$ and $Y$ that it intends to read. Therefore, the best tiling choice depends on the shape of $X$. If $n > k$, the cost of Figure 2.2(a) is lower and the system computes dot using (a) whose preferred tiling for $X$ is column-wise. If $n < k$, the cost of Figure 2.2(b) is lower and the system computes dot using (b) whose preferred tiling for $X$ is row-wise.

```
func ALS(A):
    
    Alternating Least Squares
    Input: A is a n*k user-movie rating matrix.
    Output: U and M are factor matrices.
    
    for i from 1 to max_iter
        U = CalculateUsersFactor(A, M)
        M = CalculateMoviesFactor(A, U)
    endfor
    return U, M
```

Figure 2.3: Pseudocode of Alternating Least Squares.

3) How an array is used throughout the program. An array can be read by multiple expressions. If these expressions access the array differently, we can
reduce communication cost by creating multiple tilings for the array. In order to learn of an array’s usage, the system cannot simply handle one expression at a time, but must “look ahead” in execution when determining an array’s tiling. Consider the Alternating Least Squares (ALS) computation shown in Figure 2.3. ALS solves the collaborative filtering problem by decomposing the given user-item rating matrix. Consider a movie recommendation system under ALS that makes use of two parameters: users and movies. In each iteration, ALS calculates the factor for each user, based on the rating matrix, $A$, and a movie factor matrix (line 5 in Figure 2.3). Then, it calculates the factor for each movie based on the rating matrix, $A$, and users factor matrix (line 6 in Figure 2.3). Thus, ALS needs to access $A$ along both row (users) and column (movies) in one single iteration. If the system decides on $A$’s tiling by line 8 only, it would tile $A$ row-wise. Later, at line 9, the system incurs communication cost when reading $A$ column-wise. This is far from optimal. If we unroll the for loop and look at all the expressions together, we can see that $A$ is accessed by two expressions several times (max_iterations). Thus, the best tiling is to duplicate $A$ and tile one along row and another along column.

2.2.2 Our Approach and Spartan Overview

Like NumPy and other popular array languages, users write applications in Spartan using a large number of built-in functions and array primitives (e.g. +, *, dot, mean, etc.). Spartan implements its built-in functions using a small number of high-level parallel operators. The high-level operators encapsulate common
parallel patterns and can efficiently express most types of computation. Users may also directly program using these high-level operators if their computation cannot be expressed by existing builtins.

Spartan uses a layered approach which splits the execution into frontend and backend steps, shown in Figure 2.4. The frontend, running on a client machine, captures user code and turns it into an expression graph whose nodes correspond to the high-level operators. Next, the frontend runs a tiling optimizer to determine good tiling for each node in the expression graph. Finally, the frontend sends the tiled expression graph to the backend. The backend provides high performance distributed implementations of high-level operators. For each operator, it schedules a collection of tasks running on many compute machines.
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The tasks create, fetch and update distributed in-memory arrays based on the tiling hint determined by the optimizer.

Spartan’s high-level operators and its layered design help collect the necessary information for automatic tiling. First, by expressing various types of computation in a small set of high-level operators, the data access pattern is made explicit for analysis (§2.2.1 (1)). Second, the frontend dynamically captures the expression graph with runtime information about the shape of input and intermediate arrays (§2.2.1 (2)). Third, the expression graph represents a large execution context, thereby allowing the frontend to understand how an array is used by multiple expressions. This is crucial for good tiling (§2.2.1 (3)).

2.3 Smart Tiling with High-level Operators

This section describes the design of Spartan, focusing on those parts crucial for automatic tiling. Specifically, we discuss high-level operators (Section 2.3.1), how Spartan’s frontend turns an array program into a series of expression graphs (Section 2.3.2), the basic tiling algorithm (Section 2.3.3) and additional optimizations (Section 2.3.4).

2.3.1 High-level Operators

A high-level operator in Spartan is a parallel computation that can be parameterized by some user-defined function \(^1\). The operators are “functional” in nature:

\(^1\) The user-defined function must be free of side-effects and deterministic.
they take arrays or views of arrays as input and generate a new one without modifying existing arrays in place. Spartan supports views of arrays like NumPy. A view is an interface that allows users to manipulate arrays (e.g., swapping axes, slicing) without copying data. When reading a tile of a view, Spartan translates the shape and location from the view to those of the underlying array to fetch data.

High-level operators are crucial to Spartan’s smart tiling, but what operators should we use? There are two considerations in choosing them. First, each operator should capture a general parallel pattern that can be used to implement many builtins. Second, each operator should have restricted semantics that correspond to a well-defined cost profile for different ways of tiling its input and output. This enables the captured expression graph to be analyzed to identify good tiling choices.

Spartan’s current collection of five high-level operators is the result of many design iterations based on our experience of building various applications and builtins. Below, we describe each operator in turn and also discuss its (communication) cost w.r.t. different tiling choices.

- \( D = \text{map}(f_{\text{map}}, S_1, S_2, \ldots) \) applies function \( f_{\text{map}} \) in parallel tile-wise over input arrays, \( S_1, S_2, \ldots \), and generates output array \( D \) with the same shape. The total cost is zero if all inputs have the same tiling. Otherwise, the cost is the total size of all input arrays whose tiling differs from \( S_1 \).

As an example usage of map, Figure 2.5 (line 4–7) shows the implementation of Spartan’s built-in array addition function which simply uses map with
$f_{\text{map}}$ as Numpy’s addition function.

- $D = \text{filter}(f_{\text{pred}}, S)$ creates a view of $S$ that excludes elements that do not satisfy the given predicate $f_{\text{pred}}$. Alternatively, filter can take a boolean array in place of $f_{\text{pred}}$. Since filter creates a view without copying actual data, the cost is zero.

- $D = \text{fold}(f_{\text{accum}}, S, axis)$ aggregates input array $S$ using the commutative and associate function $f_{\text{accum}}$ along the $axis$ dimension. For example, if $S$ is a $m \times n$ matrix, then folding it along axis=0 creates a vector of $n$ elements. Spartan performs the underlying folding in parallel using up to $m$ tasks. The cost of fold is zero if $S$ is tiled along the $axis$ dimension, otherwise, the cost is $S.size$.

- $D = \text{scan}(f_{\text{accum}}, S, axis)$ computes cumulative aggregates using $f_{\text{accum}}$ over the $axis$ dimension of $S$. Unlike fold, its output $D$ has the same shape as the input. The cost profile of scan is the same as fold.

- $D = \text{join\_update}(f_{\text{join}}, f_{\text{accum}}, S_1, S_2, \ldots, axis_1, axis_2, \ldots, \text{output\_shape})$ is more complex than previous operators. This operator treats each input array $S_i$ as a group of tiles along the $axis_i$. The shapes of the input arrays must satisfy the requirement that they have the same number of tiles along their respective $axis_i$. Spartan joins each tile among different groups and applies $f_{\text{join}}$ in parallel. Function $f_{\text{join}}$ generates some update to be written to output $D$ at a specified location. Multiple workers running $f_{\text{join}}$ may concurrently update to the same location of $D$; such conflicts are automatically resolved by applying $f_{\text{accum}}$. 
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As an example of join_update, consider the matrix multiplication implementation in Figure 2.2(b), where $S_1$ is a $n \times k$ matrix and $S_2$ is a $k \times m$ matrix. Figure 2.5 (lines 20–22) uses join_update which divides $S_1$ into $k$ column vectors and $S_2$ into $k$ row vectors. The $f_{join}$ (aka dot_udef) is called in parallel for each column vector of $S_1$ joined with the corresponding row vector of $S_2$. It performs a local dot product of the joined column and row to generate an $n \times m$ output tile. All updates are aggregated together using the addition accumulator to create the final output.

A special case of join_update is when some input array $S_i$ has $axis_i = -1$. In this case, the entire array $S_i$ will be joined with each tile of other input arrays. Figure 2.5 (lines 23–25) uses this special case of join_update to realize the alternative matrix implementation of Figure 2.2(a).

The cost of join_update consists of two parts, 1) the cost to read the input arrays. 2) the cost of updating the output array. If an input array $S_i$ is partitioned along $axis_i$, the input cost for $S_i$ is zero, otherwise, the cost is $S_i.size$. Since the size and shape of output array created by $f_{join}$ is unknown to Spartan, it assumes a default update cost, $D.size$.

In addition to the five high-level operators, Spartan also provides several primitives to create distributed arrays or views of arrays.

- $D$=newarray(shape, init_method) creates a distributed array with a given shape. The array can be initialized in several ways, 1) by loading data from an external storage, 2) by some computation, e.g. random, zeros.
- $D$=slice(S, region) creates a view over a specified region in array $S$. The
region descriptor specifies the start and end of the sliced region along each dimension.

- $D = \text{swapaxis}(S, axis_1, axis_2)$ creates a view of array $S$ by swapping the axes $axis_1$ and $axis_2$. The commonly used built-in transpose function is implemented using this operator. The output view $D$ has a different tiling from $S$. For example, if $S$ is a column-tiled matrix, then $D = \text{swapaxis}(S, 0, 1)$ is effectively a row-tiled matrix.

There is no cost for newarray, newarray and swapaxis (the cost of newarray reading from an external storage is unrelated to tiling).

Based on the high-level operators, Spartan supports 70+ Numpy builtins. Figure 2.5 shows two implementations of Spartan’s builtins, add and dot.

Although Spartan’s map and fold resemble the “map” and “reduce” primitives in the MapReduce world [3, 10, 4, 13], they are more restrictive. Spartan only allows $f_{map}$ to write a tile in the same location of the output array as its input tile location and not some arbitrary location. Similarly, fold can only reduce along some axis as opposed to over arbitrary keys in a key value collection. Such restriction is necessary for them to have a well-defined cost profile.

### 2.3.2 Expression Graph Capture

During a user program’s execution, Spartan’s frontend captures array expressions via lazy evaluation and turns them into a series of expression graphs [31, 32]. In an expression graph, each node corresponds to a high-level operator and an edge from one node to another shows the data dependency between them. Fig-
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```python
1 import numpy
2 import spartan
3
4 # Spartan's parallel implementation of
5 # element-wise array addition
6 def add(a, b):
7    return spartan.map(a, b, f_map=numpy.add)
8
9 # User-defined f_join function
10 def dot_udf(input_tiles):
11    output_loc = spartan.location(0,0)
12    output_data = numpy.dot(input_tiles[0], input_tiles[1])
13    return output_loc, output_data
14
15 # Spartan's parallel implementation of
16 # matrix multiplication
17 def dot(a, b):
18    if a.shape[0] <= a.shape[1]:
19        return spartan.join_update(S=(a, b), axes=(1, 0),
20                                    shape=...
21                                    f_join=dot_udf,
22                                    f_accum=numpy.add)
23    else:
24        return spartan.join_update(S=(a, b), axes=(0, -1), ...)
```

Figure 2.5: Implementations of add and dot in Spartan.

Figure 2.6(a) shows an example expression graph. Expression graphs are acyclic because Spartan’s high-level operators create immutable arrays.

The frontend stops growing an expression graph only when forced: this occurs in a few situations: (1) when a variable is used to determine the control flow, (2) when a variable is used for program output, (3) when a user explicitly requests evaluation. The use of lazy evaluation leads to an implicit form of loop unrolling: as long as there is no data dependent control flow, expression graph will continue
2.3.3 Graph-based Tiling Optimizer

Spartan supports “rectangular” tiles: an n-dimensional array can be partitioned along any one dimension (e.g. row-wise, column-wise), or partitioned along two or more dimensions (e.g. block-wise tiling). Some existing work explored other possible shapes that are more efficient for its applications.

Given an expression graph of high-level operators, the goal of the tiling optimizer is to choose a tiling for each operator node to minimize the overall cost. This optimization problem is NP-Complete (we show the proof in Appendix A). It is also not practical to find the best tiling via brute force since the expression growing until pre-configured limits.

Figure 2.6: The expression graph and its corresponding tiling graph for $Z = X + Y - X \cdot Y$. 

\[ Z = X + Y - X \cdot Y \]
Figure 2.7: Two examples of building the tiling graph. (a) A plus expression, \((S_1 + S_2)\), implemented by map operator (b) A dot expression, \(\text{dot}(S_1, S_2)\), implemented by join_update operator.

The graph can be very large. Therefore, we propose a graph-based approximation algorithm to identify a good tiling quickly.

The algorithm works in two stages. First, it constructs a tiling graph based on the expression graph and the cost profile of each operator. Next, it uses a greedy strategy to search for a low cost tiling combination.

1) **Constructing the tiling graph.** The goal of the tiling graph is to expose the tiling choices and cost in the expression graph. For each operator in the expression graph, the optimizer transforms it into a *node group*, i.e. a cluster of several tiling nodes, each representing a specific choice to tile the operator’s output or intermediate steps. The weight of each edge that connects two tiling nodes represents the underlying cost if the two operators are tiled according to the tiling nodes.

Figure 2.7 shows how a map operator, corresponding to \(D = S_1 + S_2\), is transformed. To keep the figure simple, we assume that all arrays are two dimensional.
with two tiling choices: row-based or column-based. And all dotted lines represent zero edge weights. As Figure 2.7 shows, the map operator becomes two nodes in the tiling graph, each representing a different way to tile its output \( D \). Similarly, each of the map operator’s input arrays \( S_1 \) and \( S_2 \) (which are likely outputs from the previous operators) also correspond to two nodes. For map, there is a well-defined way to label the weights among nodes, as illustrated in Figure 2.7. For example, if \( S_2 \) is tiled column-wise and \( D \) is tiled row-wise, the weight between the corresponding two nodes is \( S_2 \).size because workers have to read \( S_2 \) across the network to perform the map. fold and scan are treated similarly as map, but with edge weights labeled according to their own tiling cost profiles.

Next, we discuss the transformation of join_update. For this operator, we use some intermediate tiling nodes (\( a_1, a_2 \ldots \) in Figure 2.7(b)) to represent the reading cost during the join. A placeholder node is used to represent the join stage. We use another set of tiling nodes (\( n_1, n_2 \) in Figure 2.7(b)) to capture the update cost to the output array. Unfortunately, Spartan can not know the precise update cost of join_update without executing the user-defined \( f_{\text{join}} \) function. Thus, we provide a default update cost according to the common update cost pattern observed in the applications implemented by join_update. If join_update is performed within a loop, the optimizer can adjust the edge cost of the tiling graph according to the actual cost observed during the previous execution of the join_update.

Figure 2.7(b) shows the tiling graph used for the matrix multiplication func-
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tion implemented in join_update. This implementation corresponds to the data
access pattern shown in Figure 2.2(b). As shown in Figure 2.5, the join axes for
the first and second arrays are column and row respectively. The edge weight for
$S_i$ is 0 if it matches the join axis and is $S_i.size$ otherwise. The cost is $S_i.size$ is
because each worker needs to update the entirety of the result matrix. The edge
weights for $n_1$ and $n_2$ are both $p \times output\_shape$.

Figure 2.6 gives an example showing a specific array execution ($Z = X + Y -
X \cdot Y$) and its corresponding expression graph and tiling graph. We omitted the
details of other edge weights to keep the graph readable.

2) Searching for a good tiling. Deciding a tiling choice for an operator corre-
sponds to picking one node among the corresponding node group in the underly-
ing tiling graph and different combinations of tiling nodes pose different costs. As
a result, the next step for the tiling optimizer is to analyze the tiling graph and
find a combination of tiling choices that minimizes the overall cost. The tiling
optimizer adopts a greedy search algorithm. The heuristic is to decide the tiling
for the node group with the maximum connectivity first. Here, connectivity of a
node group is the number of its adjacent node groups. When deciding a tiling for
a node group $X$, the algorithm chooses the one resulting in the minimum cost for
$X$. Why does this heuristic work? The cost of a tiling for an operator depends
on the tiling choices of its adjacent operators. Thus, an operator with more adja-
cent operators has a higher impact on overall cost. Consequently, the algorithm
should first minimize the cost of node groups with higher connectivity.$^2$

---

$^2$ Another natural heuristic is to search the node group with largest array size first. Unfortunately, this algorithm does not perform well according to our experiments.
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1 func FindCost(NodeGroup G, TileNode T)
2     # Find the cost for tiling node T of G
3     cost = 0
4     foreach NodeGroup g in G.connectedGroups():
5         if IsView(g, G):
6             cost += FindCost(g, g.viewTileNode(T))
7         else:
8             edgeCost = INFINITY
9             foreach Edge e in g <-> T
10                edgeCost = min(edgeCost, e.cost)
11         endif
12     endfor
13     return cost
14
15 func FindTiling(TilingGraph G)
16     # Find good tiling for every operator in G.
17     GroupList = SortGroupByConnectivity(G)
18     foreach NodeGroup x in GroupList
19         minCost = INFINITY
20         goodTiling = NONE
21         foreach TileNode y in x
22             cost = FindCost(x, y)
23             if cost < minCost:
24                 minCost = cost
25                 goodTiling = y
26         endif
27     endforeach
28     x.chosenTiling = goodTiling
29     # Other Group can only connect to goodTiling.
30     x.removeAllConnectedEdgesExcept(goodTiling)
31     return G
32
33 Figure 2.8: The maximum connectivity group first algorithm to find good tiling based on the tiling graph.
Figure 2.8 shows the pseudo code for the tiling algorithm. Given a tiling graph $G$, the algorithm processes node groups in the order of edge connectivity (Line 19–20). For each node group ($x$ in Line 20), the algorithm calculates the cost of each tiling node and chooses the tiling node with the minimum cost (Line 23–29). After deciding the good tiling ($x$\texttt{chosenTiling} in Line 30) for node group $x$, the algorithm removes all edges connected to all other tiling nodes (Line 32). This implies that the algorithm can’t freely choose tiling for adjacent node groups of $x$ any more – it must consider the chosen tiling of $x$.

\textit{FindCost} obtains the cost of a tiling node ($T$ in Line 1) by calculating the sum of the minimum edge weight between each adjacent node group and $T$ (Line 4–14). If the adjacent node group is a view operator such as \texttt{swapaxis}, its tiling node will be decided by $T$. To get accurate cost affected by $T$, the algorithm should also consider the adjacent node groups for its view operators. As a result, \textit{FindCost} recursively finds the cost of the view node group (Line 5–6). The result corresponds to the best possible cost for tiling node $T$.

The complexity of the tiling algorithm is $O(E \times N)$ where $E$ is the number of edges in the tiling graph and $N$ is the number of node groups. It is not guaranteed to find the optimal tiling. However, we find that the greedy strategy works well in practice (Section 3.2).

### 2.3.4 Additional Tiling Optimizations

\textbf{Duplication of arrays.} As the ALS example in Fig 2.3 shows, some arrays may be accessed along different axes several times. To reduce communication, Spartan
supports duplication of arrays and tiles each replica along different dimensions. To support duplication in the tiling optimizer, we add a “duplication tile” node to each node group in the underlying tiling graph. As duplication of arrays increases memory consumption, Spartan allows users to specify the memory budget for duplicating arrays to limit memory usage. Whenever the optimizer chooses to “duplicate tile” which causes an operator’s output to be duplicated, it deducts from the memory budget. The optimizer will not choose duplication tiling without enough memory budget.

2.4 Implementation

Since NumPy is wildly popular in machine learning and scientific computing, our implementation goal is to replicate the “feel” of NumPy as much as possible. Our prototype currently supports 70+ most commonly used Numpy builtins.

The Spartan frontend, written in Python, captures expression graph and performs tiling optimization (Section 2.3). The Spartan backend, consists of one designated master and many worker processes on a cluster of machines. Below, we provide more details on the major backend components:

**Execution engine.** The backend provides efficient implementations of all high-level operators. Given an expression graph, the master is responsible for coordinating the execution of one node (a high-level operator) at a time. To execute a node, the master first creates an output array with the given tiling hint and then schedules a set of tasks to run user-defined parameter functions in parallel according to the data locality. Locality here means the task is executed
on the worker that stores its input source tile. If the node corresponds to a
join_update, scan or fold, the backend also associates a user-defined accumulator
function with the output array to aggregate updates from multiple workers.

User-defined parameter functions are written in Python NumPy and process
one tile instead of one element at a time. Like MatLab, NumPy relies on high
performance C-based linear algebra libraries like BLAS [34] or LAPACK [35]. As
a result, the local execution of parameter functions in each worker is efficient.

**Distributed, tiled arrays.** Each distributed array is partitioned into a set
of tiles according to its tiling hint and stored in workers’ memory. To create
an array, the master assigns each of its tile to a worker (e.g. in a round-robin
fashion) and distributes the tile-to-worker mapping to all workers so everybody
can access remote tiles without consulting the master. If two arrays of the same
shape have identical hints, the master ensures that tiles corresponding to the
same region in both arrays are co-located in the memory of the same worker.

**Fault tolerance.** To recover from worker failure in the middle of a long
computation, the backend checkpoints in-memory arrays to durable storage. Our
implementation currently adopts the simplest design: after finishing an entire
operator, the master periodically instructs all workers to save their tiles and also
saves its own state.
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Spartan Evaluation

In this chapter, we measured the performance of our smart tiling algorithm. We also evaluated the scalability of applications and compared against other open-source distributed array frameworks.

3.1 Experimental Setup

We evaluated the performance of Spartan on both our local cluster as well as Amazon EC2. The local cluster is a heterogeneous setup consisting of eleven machines: 6 machines have 8-core AMD Opterons with 16GB of RAM, and 5 machines have 4-core Intel Xeons with 8GB of RAM. The machines are connected by gigabit Ethernet. For the EC2 experiments, we use 128 spot instances of the older generation m2.xlarge. Each of these instances has 17.1GB memory and 2 virtual CPUs. The network performance is rated as “moderate”, which is approximately 300Mbps according to our measurements.
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Figure 3.1: Running time comparison between the smart tiling and the best tiling for 10 applications.

Unless otherwise mentioned, we ran multiple worker processes on each machine, one associated with each CPU core. We use 12 applications as our benchmarks. They include algorithms from machine learning, data mining and computational finance.

3.2 Tiling

Smart Tiling Evaluation for Applications: We compared the running time of applications with the tiling generated by smart tiling against the best tiling – the tiling that incurs the minimum communication cost. The best tiling can be pre-calculated by using a brute-force algorithm to traverse the expression graph.
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and search the minimum communication cost among all possible tiling choices. The experiment runs on 128 EC2 instances. Figure 3.1 only shows 10 applications because the computational finance ones operate on one-dimensional arrays which can only be tiled along one axis. For applications which are not perfectly scalable such as ALS and Cholesky, we set the sample sizes up to 10 million. For others, the sample sizes are up to 1 billion due to the memory limitation.

These applications show various kinds of tiling patterns. First, many applications contain expressions or operators that require runtime shape and axis information to best tile matrices, e.g. dot and join_update. Smart tiling analyzes the runtime information and gives the best tiling for the applications such as row-wise tiling for Regression and block tiling for Cholesky decomposition. Second, some program flows pass the intermediate matrices to expressions that change the view of tiling, e.g. swapaxis. Smart tiling identifies the best tiling through the global view of computation. Example applications include SSVD and PCA. Finally, some applications, like ALS, access matrices along different axes several times. As described in Section 2.2.1, the best tiling for these applications is duplication tiling.

Figure 3.1 shows that Spartan’s smart tiling is able to give the best tiling and improve the performance for all applications. Note that the application running time of the best tiling and Spartan’s smart tiling are not the same; sometimes Spartan’s smart tiling even outperforms the best tiling. The difference is caused by the instability of Amazon EC2. Spartan’s optimizer makes the same choices as the best tiling for all applications.
A bad tiling can result in huge network transmission. For instance, if the tiling of the input arrays for logistic regression is partitioning along the smaller dimension, workers need to remotely fetch the matrix which is more than 512GB in the evaluation (4GB network transmission per instance in one iteration which result in approximately an extra 110 seconds in our environment). Another interesting example is ALS. Simply row-wise or column-wise tiling can result in 40% performance degradation compared to duplication tiling. Moreover, the running speed of smart tiling is fast. For example, the brute-force algorithm needs more than 500 seconds to analyze a 14-operators ALS while Spartan’s smart tiling derives the same result in 0.06 seconds.

**Smart Tiling Evaluation for Randomly Generated Programs:** Although smart tiling gives the best tiling for applications we implemented, there is no guar-
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antee that smart tiling performs well for various kinds of applications. Therefore, we examined the performance of smart tiling for randomly generated programs. Each array dimension is randomly chosen from 128K to 512K. These programs contain various numbers and types of operators Spartan has supported. The number of operators per program ranges from 2 to 15.

Figure 3.2 shows the network transmission cost of 100 randomly generated programs with the tiling given by smart tiling and the best tiling. The result shows that Spartan’s smart tiling can give the best tiling for most programs. It is also fast compared to the brute-force algorithm. For all programs, smart tiling needs less than 0.1 seconds while the brute-force algorithm spends 1900 seconds when the program contains 15 operators.

Figure 3.3: An example that Spartan’s smart tiling gives sub-optimal tiling.

```python
1  def sub_optimal_case_pattern(SIZE):
2    A = expr.rand((SIZE, SIZE))
3    B = expr.rand((SIZE, SIZE))
4    C = A + B
5    D = expr.transpose(A) + expr.transpose(B)
6    E = C + D
```

Figure 3.3 shows the pattern residing in those programs that smart tiling gives sub-optimal tiling. The best tiling for Figure 3.3 is to tile D column-wise and other operators row-wise. However, smart tiling inspects the tiling cost for C first and then for D because of the maximum connectivity. It finds that row-wise tiling costs zero for both operators. Therefore, smart tiling partitions both C and D row-wise and thus gives sub-optimal tiling due to the conflict views (caused
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by transpose) of $C$ and $D$.

Although smart tiling cannot give the best tiling for these programs, this sub-optimal case rarely happens. Smart tiling produces a conflict view only when a program exhibits two patterns simultaneously: 1) Two operators have different views of tiling from the same input arrays. 2) Both operators have more connectivity than their input arrays. As Figure 3.2 shows, only 5 out of 100 random generated programs satisfy both requirements. For three of them, the best tiling needs zero network transmission while the smart tiling needs around 0.01 GB network transmission. The number is not large because these expressions include fold which reduces the size of matrices. For the other two instances, the best tiling requires 1.3 GB but the smart tiling consumes 1.9GB and 2.6GB respectively.

3.3 Scaling

We evaluated the scalability of all applications in two ways. First, the applications use fixed-size inputs and run across a varying number of workers. Second, the applications use inputs whose sizes are scaled linearly with the number of workers. All results are normalized by the 8 workers baseline cluster size to show the relative savings (comparing with 1 worker is not fair because there is no communication for only 1 worker). All inputs are synthetic data.

Fixed input size. Figure 3.4 shows the running time of 12 applications on the local cluster. The number of workers used in the experiments increases from 8 to 64. The dotted lines corresponding to $\frac{1}{2}$, $\frac{1}{4}$ or $\frac{1}{8}$ ratio represent the ideal
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![Graph](Image)

Figure 3.4: Fixed input size, varying number of workers. Normalized running time is calculated by dividing 8 worker running time on local cluster.

scaling for 16, 32, and 64 workers.

The evaluation shows that the running time of many applications achieves perfect scaling. Some of them do not scale well due to the inefficiencies of the underlying algorithms. CG has many dependent folds that reduce to one value on one worker. Cholesky also has many dependent steps: the parallelism available in each step grows and shrinks, thus Cholesky cannot always utilize all workers.

**Scaling input size.** Figure 3.5 shows the performance for 16 and 64 workers. Ideal scaling corresponds to a flat line of 1.0. To examine the scalability on a larger-scale system, we ran the experiment on EC2. Figure 3.6 illustrates the experiment running up to 256 workers. The result is similar to that of Figure 3.5 except for ALS. There are three matrices in ALS, rating matrix, sample matrix and item matrix. While Spartan’s smart tiling can reduce the reading cost of rating matrix by duplication, ALS still needs to randomly fetch sample matrix and item matrix in each iteration and results in large communication. Thus, ALS is not scalable for large-scale datasets.
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Figure 3.5: Scaling input size on local cluster.

Figure 3.6: Scaling input size on 128 EC2 instances.
### Table 3.1: K-Means performance comparison with Presto and SciDB on 128 instances EC2. The dataset for Spartan and Presto contains 1 billion points, 50 dimensions and 128 centers. The dataset for SciDB contains 10 million points.

<table>
<thead>
<tr>
<th>System</th>
<th>Running Time (seconds)</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spartan</td>
<td>523.95s</td>
<td>1 billion</td>
</tr>
<tr>
<td>Presto</td>
<td>882.47s</td>
<td>1 billion</td>
</tr>
<tr>
<td>SciDB</td>
<td>2573.83s</td>
<td>10 million</td>
</tr>
</tbody>
</table>

#### 3.4 Comparison with Other Systems

We compared the performance of Spartan’s k-means with the implementation of Presto (also called Distributed R) and SciDB. The synthetic dataset contains 1 billion samples with 50 dimensions and 128 centers for Presto and Spartan while only 10 million samples for SciDB.

Table 3.1 shows that the performance of Spartan is 1.7x faster than Presto. Though both Spartan and Presto partition the arrays row-wise which is the best tiling, Presto requires users to explicitly assign the tiling while Spartan needs no user hints. Thus, the performance difference of Spartan and Presto comes from the backend library and implementation. We have verified this by running k-means only on a single worker.

Unlike Spartan and Presto, SciDB is not an in-memory distributed system and thus has much slower performance. The basic partition unit in SciDB is a chunk. It is important for SciDB to select the correct chunk size to reduce disk I/O. However, in Spartan, we focus on how to reduce the network communication.
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SwapAdvisor Design

In this chapter, we first present the necessary background of swapping tensors for DNN models (Section 4.1). Section 4.2 justifies the design choices for SwapAdvisor. We detail the system design and search algorithm of SwapAdvisor in Section 4.3 and 4.4. Section 4.5 discusses the implementation of SwapAdvisor.

4.1 Background

DNN training and inference are usually done on a GPU, which is attached to a host CPU via a high-performance bus, e.g., PCIe and NVLink. GPU uses different memory technology with higher bandwidth but limited capacity, e.g., 16GB on the NVIDIA V100. By contrast, it is common for CPUs to be equipped with hundreds of gigabytes of memory. Therefore, it is attractive to swap data between GPU and CPU memory, in order to support training and inference that otherwise would have been impossible given the GPU memory constraint.
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Modern DNNs have evolved to consist of up to hundreds of layers, which are usually composed together in a sophisticated non-linear topology. Programming frameworks such as TensorFlow/MXNet express DNN computation as a dataflow graph of tensor operators. DNN’s memory consumption falls into 3 categories:

1. Model parameters. In DNN training, parameters are updated at the end of an iteration and used by the next iteration. Parameter tensors are proportional to a DNN model’s "depth" (the number of layers) and "width" (the size of a layer). For large models, these dominate the memory use.

2. Intermediate results. These include activation, gradient and error tensors, of which the latter two are only present in training but not in inference.

3. Scratch space. Certain operator’s implementation (e.g. convolution) requires scratch space, up to one gigabyte. Scratch space is a small fraction of total memory use.

Existing work use manual heuristics based on the memory usage patterns of different categories. For example, prior work do not swap parameters, but only swap activation to the CPU. Without parameter swapping, prior work cannot support DNNs whose parameters do not fit in the GPU memory. Furthermore, designs based on manual heuristics miss opportunities for performance improvements as modern DNN dataflow graphs are too complex for analysis by humans.

SwapAdvisor is a general swapping mechanism in which any tensor can be swapped in/out under memory pressure. More importantly, we aim to move

---

1. The only exception being SuperNeuron which swaps convolution but not other types of parameters.
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away from manual heuristics and to automatically optimize for the best swapping plan given an arbitrarily complex dataflow graph. We focus the discussion on swapping for a single GPU, but our design can be used in a multi-GPU training setup which replicates the model on different GPUs using data parallelism.

4.2 Challenges and Our Approach

A good swapping plan should overlap communication and computation as much as possible. The opportunities for overlapping come from swapping out a (temporarily) unused tensor to make room for swapping in an out-of-memory tensor before the latter is required for operator execution. We aim to maximize such overlapping by carefully planning for what and when to swap with the help of the dataflow graph.

Prior work attempt to find a good swapping plan heuristically based on the dataflow graph structure alone [24, 26, 25]. However, this is not enough. In particular, we argue that there are two critical factors affecting swap planning:

- *Memory allocation*. DNN computation uses a wide range of tensor sizes, from a few KB to hundreds of MB. To improve speed and reduce internal fragmentation, frameworks such as MXNet use a memory pool which pre-allocates a number of fixed-size tensor objects in various size classes. As a result, swapping happens not just when the GPU memory is full, but when there is no free object in a particular size class. Therefore, how to configure the memory pool for allocation can critically affect swapping performance.
Figure 4.1: Different schedules and memory allocation can affect swapping.
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- **Operator scheduling.** Modern DNNs have complex dataflow graphs as the layers no longer form a chain, but contain branches, joins and unrolled loops. As a result, there are many different potential schedules for executing operators. The order of execution can profoundly affects the memory usage and thus the performance of swapping.

**Example.** We use an example to show how memory allocation and scheduling affect swapping. The example is based on a portion of the dataflow graph of a toy neural network, as illustrated in Figure 4.1(a). For simplicity, the dataflow graph only shows the forward propagation and omits the backward part. This branching structure is common in modern CNNs [36, 37].

In Figure 4.1(a), blue rounded rectangles represent operators and small yellow rectangles represent tensors. A tensor is labelled as $A_x$ (activation tensor) or $W_x$ (parameter tensor). Suppose all tensors are 1MB, except for $A_2$ and $A_5$, which are 2MB (because $A_2$, $A_5$ are used to join two paths). Thus, the memory consumption is 12MB. Suppose the GPU’s memory capacity is 10MB, and it takes one unit of time to execute an operator or to transmit 1MB data between GPU and CPU.

A parameter tensor is initially in the CPU memory and must be swapped into GPU memory before being used. We can swap out a parameter tensor without copying it to CPU memory as it is not changed during the forward pass. By contrast, there is no need to swap in an activation tensor (because it’s created by operators) but it must be copied to CPU memory upon swap-out because it

---

2. We do not consider memory reuse in the example as the partial dataflow graph does not include the backward pass which forbids many reuse cases
is needed in the backward pass.

There are many ways to allocate memory and schedule execution for Figure 4.1(a). We show 2 example schedules: *left-first* executes operators on the left branch first, and *right-first* executes the right branch first. We show 2 example memory allocations: *coarse-grained* allocates 5 memory objects of 2MB each, and *fine-grained* allocates 8 memory objects of 1MB each and 1 object of 2MB. Together, there are 4 combinations of schedule/allocation and we show the best swapping plan under each combination, in Figures 4.1(b) to (e). As GPU-CPU communication is duplex and concurrent with GPU execution, each table’s top 3 rows give the timeline of actions for GPU computation, swap-in (from CPU to GPU), and swap-out (from GPU to CPU) respectively. The last table row shows the tensor objects that are currently resident in the GPU memory.

Let’s contrast Figure 4.1(c) and (d) to see why memory allocation affects swap planning. Both (c) and (d) have the same right-first scheduling. However the total execution time of (c) is one unit time longer than that of (d). Specifically, in Figure 4.1(c), GPU sits idle in time slot $t_5$ while operator $Conv_1$ waits for its parameter $W_1$ to be swapped in. It’s not possible to swap in $W_1$ earlier because the coarse-grained memory pool of five 2MB objects is full at time $t_4$. One cannot swap out any of the 5 GPU-resident objects earlier: $A_3, W_4$ and $A_4$ are input/output tensors needed by the currently running operator $Conv_4$, while $A_0$ is needed as input for the next operator $Conv_1$. $A_2$ is being swapped out but the communication takes two units of time due to its larger size. Figure 4.1 uses a fine-grained memory pool with eight 1MB objects and one 2MB object. As a
result, it can swap in $W_1$ needed by operator $Conv_1$ one unit time earlier, at $t_4$, because there is still space in the memory pool.

We contrast Figure 4.1(d) and (e) to see why scheduling affects swap planning. Both (d) and (e) use the same fine-grained memory pool. However, Figure 4.1(e) takes one unit of time longer than (d) because of its left-first schedule. In Figure 4.1(e), GPU is idle for the time slot $t_6$ as operator $Concat$ waits for 2MB tensor $A_2$ to complete swapping in order to make room for its 2MB output $A_5$. It is not possible to swap out $A_2$ any time earlier as it is the input of operator $Conv_3$ which executes at time $t_4$. By contrast, Figure 4.1(d)’s right-first schedule is able to execute $Conv_3$ earlier at $t_3$, thereby allowing $A_2$ to be swapped out earlier.

Our approach. Since memory allocation and operator scheduling critically affect swapping performance, we derive a swapping plan (aka which tensors to swap in/out and when) assuming a given dataflow graph as well as a corresponding memory allocation scheme and an operator schedule (Section 2.3). Specifically, the swap plan optimizes computation and communication overlapping by swapping out tensors not needed for the longest time in the future and prefetching previously-swapped out tensor as early as possible.

We search the space of possible memory allocations and operator schedules to find a combination with the best swapping performance. Instead of using manual heuristics to constraint and guide the search, we adopt genetic algorithm [38, 39, 40] to search for a good combination of memory allocation and operator scheduling. Genetic algorithms have been used for many NP-hard combinatorial
problems [41, 42] and have been applied for scheduling in parallel systems [43].

To enable effective exploration of a vast search space, we must be able to quickly evaluate the overall performance (i.e., end-to-end execution time) of a swap plan under any combination of memory allocation/scheduling. We found it too slow to perform the actual execution on real frameworks. Therefore, we estimate the performance by running the swap plan under a dataflow engine simulator. The simulator uses measured computation time for each operator as well as GPU-CPU communication bandwidth so that it can estimate the execution time of a dataflow graph under a given scheduling, memory allocation, and swap plan. The running time of our simulator on a CPU core is orders of magnitude faster than that of actual execution, reducing the search time for a model to less than an hour. The simulator enables SwapAdvisor’s genetic algorithm to directly optimize the end-to-end execution time.

### 4.3 SwapAdvisor Design

**Overview.** Figure 4.2 gives the architecture of SwapAdvisor, which is integrated with an existing DNN framework (MXNet in our implementation). Given a dataflow graph, SwapAdvisor picks any legitimate schedule and memory allocation based on the graph as initial values, and passes them to the swap planner to determine what tensors to swap in/out and when. The result of the swap planner is an augmented dataflow graph which includes extra swap-in and swap-out operators and additional control flow edges. The additional edges are there to ensure the final execution order adheres to the given schedule and the planner’s
For optimization, the augmented graph is passed to SwapAdvisor’s dataflow simulator to estimate the overall execution time. The genetic algorithm-based search measures the performance of many memory allocation/schedule combinations, and proposes new allocation/schedule candidates for the swap planner. Once a swap plan has been sufficiently optimized, the final augmented dataflow graph is given to the framework for actual execution.

This section describes swap planner’s inputs (Section 4.3.1) and explain how the planner maximizes performance given a specific schedule and memory allocation (Section 4.3.2). A later section (Section 4.4) discusses genetic algorithm-based optimization.

4.3.1 Operator Schedule and Memory Allocation

In addition to the dataflow graph, the swap planner takes as input an operator schedule and memory allocation.
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**Operator schedule.** Given an acyclic dataflow graph G, an operator schedule is any topological sort ordering of nodes in G. When using a single GPU, the framework can issue operators to the GPU according to the schedule to keep the GPU busy. Indeed, frameworks such as MXNet commonly perform topological sort to schedule operators.

NVIDIA’s recent GPUs support multiple “streams”. SwapAdvisor uses 3 streams: one for performing GPU execution, one for swapping out tensors to the CPU, and one for swapping in tensors from the CPU. Since GPU-CPU communication is duplex, all three streams can proceed concurrently when used in this manner. By contrast, if one is to use multiple streams for computation, those streams cannot execute simultaneously if there is not enough GPU compute resource for parallel execution. We have observed no performance benefits in using more than one stream for computation for all the DNN models that we’ve tested. This observation is also shared by others\(^\text{[24]}\).

**Memory allocation.** We need to configure the memory pool and specify memory allocation for a given dataflow graph. The memory pool consists of a number of different size-classes each of which is assigned a certain number of fixed-size tensor objects. Given a dataflow graph G which contains the sizes of all input/output tensors needed by each operator, a memory allocation scheme can be defined by specifying two things: 1) the mapping from each tensor size in G to some size class supported by the memory pool. 2) the set of supported size classes as well as the number of tensor objects assigned to each class. As an example, the coarse-grained allocation scheme in Figure 4.1(b)(c) has only one
size-class (2MB) with 5 objects, and maps each 1MB or 2MB tensor to the 2MB size-class. The fine-grained scheme in Figure 4.1(d)(e) has two size-classes (1MB and 2MB) with 8 and 1 objects respectively, and maps each 1MB tensor to the 1MB size-class and each 2MB tensor to the 2MB size-class.

### 4.3.2 Swap Planning

The swap planner is given the dataflow graph as well as a valid operator schedule and memory allocation scheme. Its job is to find the swap plan with the best performance under the given schedule/allocation combination. In particular the swap planner decides: 1) which memory-resident tensors to swap out under memory pressure, 2) when to perform swap-in or swap-out.

**Which tensors to swap out?** At the high level, the swap planner uses Belady’s strategy [44] to pick the tensor that will not be needed for the longest time in the future to swap out. Seeing into the future is possible as the planner is given the schedule. Belady’s strategy is optimal for cache replacement and also works well in our context as it gives the planner sufficient time to swap the tensor back before its next use. Concretely, the planner scans each operator according to the order in the schedule and keeps track of the set of input/output tensor objects that become resident in memory as a result of executing the sequence of operators. Upon encountering memory pressure when adding a tensor of size $s$ (i.e. there is no free object in size-class of $s$), the planner chooses the tensor from the same size-class as $s$ to swap out. If there are multiple candidates, the
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planner chooses one that will be used in the furthest future.

There is a caveat when using Belady’s strategy in our setting. Suppose tensor $T_i$—which is last used by operator $op_i$—is chosen to make room for tensor $T_j$, an input tensor to the current operator $op_j$. Thus, the earliest time $T_i$ can be swapped out is when $op_i$ finishes. If operators $op_i$ and $op_j$ are too close in time in the schedule, there is little time to swap in $T_j$ before it’s needed by operator $op_j$ as its memory space is not available until after $T_i$ is swapped out. As a remedy, when choosing a candidate tensor to swap out, the planner picks among those who are most recently used at least a threshold of time ago.

DNN training is iterative, but the swap planner is given the dataflow graph for a single iteration only. At the end of each iteration, all tensors other than the parameter tensors can be discarded. However, to ensure that the same swap plan can be used across many iterations, we must ensure that the set of parameter tensors in the GPU memory at the end of an iteration is the same as in the beginning. To achieve this, we perform a double-pass, i.e. scan the schedule to plan for swapping twice. In the first pass, we assume no parameter tensors are in the GPU memory, and must be swapped in before their first usage. At the end of the first pass, a subset of parameter tensors become residents in the memory, which we refer to as the initial resident parameters. We then do a second pass assuming the initial resident parameters are present in memory in the beginning of the schedule. In the second pass, if there is additional memory pressure that did not happen in the first pass, we remove a parameter tensor from the set of initial residents to resolve the pressure. The final swap plan’s initial
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Figure 4.3: Example swap planning for a simple dataflow graph. All tensors have unit size and total GPU memory is 4 units.

GPU-resident parameters do not include those removed in the second pass.

**When to swap in and out?** Our previously discussed selection strategy has determined pairs of tensors to swap-out and swap-in if necessary in order to execute each operator according to the schedule. To maximize computation and communication overlap, we want to complete a pair of swap-out and swap-in as early as possible in order not to block the execution of the corresponding operator in the schedule. However, we must also ensure that the timing of swap-in/out is safe.

We illustrate how the planner controls swap timing using an example 3-node dataflow graph (Figure 4.3(a)) and the schedule $op_1, op_2, op_3$ (Figure 4.3(b)). For simplicity, we assume all tensors in the example are 1 unit in size and the total GPU memory size is 4 units. In order to execute $op_1$, we must swap in the
parameter tensor $W_1$, thus the planner adds a new dataflow node for swapping in $W_1$ which is to be run on the GPU stream dedicated for swap-ins. Similarly, a swap-in node for $W_2$ is added. We note that there is sufficient memory to hold the input/output tensors of both $op_1$ and $op_2$. However, in order to run $op_3$, we need room to swap in $W_3$ and to allocate space for $A_3$. The planner chooses $W_1$ to make room for $W_3$ (referred to as $W_1 \rightarrow W_3$) and chooses $W_2$ to make room for $A_3$ (referred to as $W_2 \rightarrow A_3$). Let’s consider the case of $W_1 \rightarrow W_3$ first. The planner adds two dataflow nodes $W_1$(swap-out) and $W_3$(swap-in). A control flow edge from $W_3$(swap-in) to $op_3$ is added to ensure that operator execution starts only after $W_3$ is in GPU memory. An edge from $W_1$(swap-out) to $W_3$(swap-in) is added to ensure that swap-in starts only when the memory becomes available upon the completion of the corresponding swap-out. Additionally, an edge from $op_1$ to $W_1$(swap-out) is included as $W_1$ cannot be removed from the memory until $op_1$ has finished using it. The case of $W_2 \rightarrow A_3$ is similar, except that the planner does not need to add a swap-in node for $A_3$ because it is created by the operator. The resulting augmented dataflow graph can be passed to the framework’s dataflow engine for execution.

### 4.4 Optimization via Genetic Algorithm

With the design of Section 4.3, one can randomly generate a combination of schedule and memory allocation for the swap planner to find a good swapping scheme. But, how good it is if we randomly create the schedule and memory allocation? Figure 4.4 shows the results of using random samples. For the first
half of the experiments, we use fixed memory allocation and randomly permute the schedule. The second half of the experiments are with a fixed schedule and different randomly generated memory allocation. The best and worst samples in the figure have up to 30% performance difference. The result enforces our discussion in Section 4.2 that we should also optimize the schedule and memory allocation.

In this section, we discuss how to adopt the genetic algorithm to find a good schedule and memory allocation. For the model demonstrated in Figure 4.4, SwapAdvisor manages to find a result with 50% performance improvement than the best result shown in Figure 4.4.
4.4.1 Algorithm Overview

Genetic algorithm (GA) aims to evolve and improve an entire population of individuals via the nature-inspired mechanisms such as crossover, mutation, and selection [38, 39, 40]. In SwapAdvisor, an individual’s chromosome consists of two components: an operator schedule and a memory allocation. The first generation of individuals are created randomly and the size of the population is decided by a hyper-parameter, $N_p$.

To create a new generation of individuals, we perform crossover and mutation on the chromosomes of the current generation. A crossover takes a pair of parent chromosomes and produces new individuals by combining the features from parents so that children can inherit “good” characteristics (probabilistically) from the parents. In SwapAdvisor, each crossover generates two new schedules and two memory allocation, thereby resulting in 4 children. We then perform mutation on the children which is essential for GA to escape the local minimum and avoid premature convergence [38, 39, 40]. The resulting mutated children are given to the swap planner to generate the augmented dataflow graph with swapping nodes. We use a custom-built dataflow simulator to execute the augmented graph and obtain the execution time, which is used to measure the quality of an individual. Finally, the GA selects $N_p$ individuals among the current population to survive to the next generation.

Selection methodology How to select individuals to survive is crucial in GA. If we choose only the best individuals to survive, the population can lose diversity
and converges prematurely.

SwapAdvisor’s selection takes into account the quality of an individual to determine the probability of its survival. Suppose an individual’s execution time is \( t \), we define its normalized execution time as \( t_{\text{norm}} = (T_{\text{Best}} - t)/T_{\text{Best}} \), where \( T_{\text{Best}} \) is the best time among all individuals seen so far. The survival probability of an individual is decided by the \textit{softmax} function.

\[
\text{Prob}_i = \frac{e^{t_{\text{norm}}_i}}{\sum_{j=1}^{S} e^{t_{\text{norm}}_j}} \text{ for } i = 1 \ldots S \quad (4.1)
\]

In the equation, \( S \) is the population size before selection (usually larger than \( N_p \)). We use the softmax-based selection because our experiments show that it reaches more stable results compared to the popular tournament selection \([38, 39, 40]\).

### 4.4.2 Creating New Schedules

**Encoding** As a schedule is a topological ordering of the dataflow graph \((G)\), it is natural to encode a schedule as a list, \( SCH \), where each element in \( SCH \) is a
node id in $G$.

**Crossover** We borrow the idea from [43] to create two child schedules by crossing over two parent schedules, $SCH_1$ and $SCH_2$. We explain via an example, shown in Figure 4.5. First, a crossover point, $CR$, is chosen randomly. In the example, $CR = 3$. To create child $SCH_{C1}$, the crossover takes a slice of $SCH_2$ ($SCH_2[1\ldots CR] = [2, 3, 4]$) to be the first part of $SCH_{C1}$. The nodes not in the $SCH_{C1}$ are filled in according to their order in $SCH_1$. In the example, nodes 1 and 5 are not in $SCH_{C1} = [2, 3, 4]$, thus we fill them in the remaining slots of $SCH_1$, in that order. $SCH_{C2}$ can be created via the same approach but with different parts from $SCH_1$ and $SCH_2$, as shown in the bottom of Figure 4.5. The algorithm guarantees $SCH_{C1}$ and $SCH_{C2}$ are the topological ordering of $G$ [43].

**Mutation** A simple way to mutate a schedule is to change a node’s position in the list randomly as long as the result remains a topological ordering [43]. However, we have empirically observed that GA works better if we mutate multiple nodes in one mutation (e.g., more than 2x performance improvement for RNNs).

SwapAdvisor’s mutation algorithm mimics a dataflow scheduler. It maintains a ready set, containing all the nodes which are ready to run (all the predecessor nodes are executed). The core function of the mutation algorithm is to choose a node from the ready set based on following two conditions. First, with a probability $\mathcal{P}$, a mutation happens. In such a case, the algorithm randomly chooses a node from the ready set. Otherwise, the algorithm selects the node from the ready set which is executed earliest in the original schedule (not mutated).
A chosen node is viewed as “executed”. The algorithm terminates when all the
nodes are “executed”. The mutation algorithm generates a new schedule which
mostly follows the input schedule but with some nodes scheduled differently.

4.4.3 Creating New Memory Allocation

Encoding  The memory allocation controls how to map each size to a size class
and how many objects to assign to each size class. Although it’s natural to use
a hash map to map tensor sizes to size classes, doing so loses the relative size
information between different tensor sizes, making it more difficult to do efficient
crossover. We use two lists, *CLS* and *CNT*, to represent the tensor size-class
mapping.

Let *TS* be the sorted list of unique tensor sizes observed in the dataflow graph.
*CLS* is a list with the same length as *TS*, and the *i*th item in *CLS* (*CLS*[*i]*) is a
positive integer representing the size-class for tensors with size *TS*[*i*]. Thus, the
number of the size-classes is Max(*CLS*). *CNT* is a list representing the number
of tensor objects allocated for each size-class. Consequently, the length of *CNT*
is Max(*CLS*). As an example, the dataflow graph of Figure 4.1 has only two
different tensor sizes, thus *TS* = [1MB, 2MB]. The coarse-grained allocation
with five 2MB objects corresponds to *CLS* = [0, 0], indicating that both 1MB
and 2MB sizes are mapped to the same size-class with id 1 and object size is
2MB. *CNT* = [5] contains the number of objects assigned to each size class from
id = 0...Max(*CLS*).

The number of potential *CLS* lists is $O(N^N)$ where *N* is the number of unique
There are four different sizes of tensors, 1MB, 2MB, 3MB, and 4MB. Assume the GPU memory is 12MB.

tensor sizes [15]. Such a gigantic search space can seriously cripple the performance of GA. We prune the search space by imposing the restriction that $CLS$ must be a monotonically increasing sequence and each $CLS[i]$ is equal to or one greater than $CLS[i-1]$. The intuition is that the allocation is more efficient when consecutive sizes are mapped to the same or adjacent size classes. This restriction cuts down the search space from $O(N^N)$ to $O(2^N)$.

**Crossover**  We first explain how to cross over two $CLS$ using an example, shown in Figure 4.6. There are two $CLS$ before crossover ($CLS_1$ and $CLS_2$) and four
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different tensor sizes: 1MB, 2MB, 3MB and 4MB. $CLS_1 = [1, 1, 1, 1]$ means that all four tensor sizes belong to the same size-class, 4MB, and $CNT_1 = [4]$ indicates that there are four 4MB tensor objects allocated. $CLS_2 = [1, 2, 2, 2]$ means that there are two size-classes, 1MB and 4MB. There are eight 1MB tensor objects and one 4MB tensor object as $CNT_2$ is $[8, 1]$.

The crossover randomly picks a crossover point, $CR$ to partition the parent lists, $CLS_1$ and $CLS_2$. The first child size-class mapping $CLS_{C1}$ is made by concatenating $CLS_2[1 \ldots CR]$ and $CLS_1[CR + 1 \ldots N]$. The second child size-classes mapping $CLS_{C2}$ is made by concatenating $CLS_1[1 \ldots CR]$ and $CLS_2[CR+1 \ldots N]$. Figure 4.6(a) shows the crossover for $CLS$. In the figure, $CR$ is 2 and the results, are $CLS_{C1}$ ([1, 2, 1, 1]) and $CLS_{C2}$ ([1, 1, 2, 2]). Note that $CLS_{C1}$ is not monotonically increasing. Thus, we repair it to ensure the new size-class mapping is still valid. Our repair increases the elements in a problematic $CLS$ by the minimal amount so that the resulting sequence becomes valid. In Figure 4.6(a), we would increase the 3rd and 4th elements of $CLS_{C1}$ by 1, so that the repaired $CLS_{C1}$ becomes [1, 2, 2, 2].

The same crossover scheme cannot be directly used for $CNT$ as its length depends on the content of the corresponding $CLS$. As a result, we extend a $CNT$ to an extended $CNT_{EXT}$ which has the same length as $CLS$ (and $TS$). $CNT$ captures how many tensor objects are allocated for each size-class, while $CNT_{EXT}$ indicates how many tensor objects can be used for each tensor size. For example, in Figure 4.6, $CLS_2$ is [1, 2, 2, 2] which means 1MB belongs 1MB size-class and 2MB, 3MB, and 4MB belong to 4MB size-class. $CNT_2$ is $[8, 1]$.
and $CNT_{EXT_2}$ can then be viewed as $[8, 1, 1, 1]$. $CNT_{EXT_1}$ is $[4, 4, 4, 4]$. We apply the same technique to cross over the extended $CNT$. Figure 4.6(b) shows the resulting extended $CNT$s for child1 and child2. For example, $CNT_{EXT_{C1}}$ is $[8, 1, 4, 4]$ and the last three elements belong to the same size-class (according to $CLS_{C1}$). We average all the elements in the same size class to get the count for that size-class. Thus the resulting $CNT_{C1}$ is $[8, 3]$.

Similar to $CLS$, a new $CNT$ may need to be repaired. For example, $CNT_{C1}$ is invalid, as the memory consumption is 20MB ($8 \times 1 + 3 \times 4$), exceeding the 12MB memory capacity. We repair a $CNT$ by decreasing each element inversely proportionally to the element’s corresponding size-class. For example, the original $CNT_{C1}$ is $[8, 3]$ and the repaired $CNT_{C1}$ is $[4, 2]$, as the first size-class is 1MB and the second size-class is 4MB.

**Mutation** Similar to the scheduling mutation, we mutate more than one element in $CLS$ (and $CNT$). An element is mutated with the probability of $P$.

To mutate the $i_{th}$ element in $CLS$, we can either increase it by 1 or decrease it by 1. If $CLS[i]$ equals to $CLS[i-1]$, we can increase $CLS[i]$ by 1 as decreasing it breaks the monotonic increasing feature. If $CLS[i]$ equals to $CLS[i-1] + 1$, we decrease $CLS[i]$ by 1. Note that, all the elements after the $i_{th}$ element also need to be increased or decreased to maintain the monotonic increasing feature.

To mutate an element in $CNT$, we use a Gaussian distribution with the original value as the mean. With Gaussian distribution, the mutated value is close to the original value most of the time but can have a large variation with a small chance. The mutated $CNT$ and $CLS$ can exceed the memory limit. We
use the same methodology as crossover to repair them.

4.5 Implementation

SwapAdvisor is implemented based on MXNet 1.2. The genetic algorithm components and simulator are written in Python (4.5K LoC). We use a parallel implementation of the genetic algorithm — each process performs crossover, mutation, and simulation of a portion of the samples on a CPU core.

The augmented dataflow graph generated by SwapAdvisor is feed to MXNet. We modify MXNet’s scheduler to ensure all swap-in operations and swap-out operations are executed in two separated GPU streams other than the computation stream. A new memory allocator is implemented in order to make MXNet to follow the memory allocation results from SwapAdvisor. The total modification of MXNet is 1.5K LoC.
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SwapAdvisor Evaluation

In this chapter, we evaluate the performance of SwapAdvisor. The followings are the highlights of our results:

- SwapAdvisor can achieve 53%-99% of the training throughput of the ideal baseline with infinite GPU memory when training various large DNNs. SwapAdvisor outperforms the online swapping baseline up to $80\times$ for RNNs and $2.5\times$ for CNNs.

- When being used for model inference, SwapAdvisor reduces the serving latency up to $4\times$ compared to the baseline which time-shares the GPU memory.

- SwapAdvisor’s joint optimization improves the training throughput with swapping from 20% to 1100% compared to only searching memory allocation or only searching scheduling.
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5.1 Experimental Setup

**Testbeds** We run SwapAdvisor on an EC2 c5d.18xlarge instance with 72 virtual CPU cores and 144GB memory. The results of SwapAdvisor are executed on an EC2 p3.2xlarge GPU instance. The p3.2xlarge instance has one NVIDIA V100 GPU with 16GB GPU memory and 8 virtual CPU cores with 61GB CPU memory. The PCIe bandwidth between the CPU and GPU is 12GB/s unidirectional and 20GB/s bidirectional. For experiments with more than 61GB memory consumption, we use a p3.8xlarge instance with 244 GB CPU memory but utilize only a GPU.

**Genetic algorithm parameters** All parameters of the genetic algorithm are determined empirically. The sample size is set to 144 to allow evenly distributing search tasks to the 72 CPU cores. The effectiveness of the mutation probability varies with different DNN models. However, 10% is a good start search point for our evaluation. Although it is possible to get a better result with a longer search time, SwapAdvisor can find good results for all of our evaluated DNN models in 30 mintues. Thus, we set 30 minutes to be the search time limit. If the search converge earlier (no improvement for more than 5 minutes), we terminate the search to save the computation resources.

**Evaluated DNN models** ResNet \([22]\) is one of the most popular CNNs. A ResNet contains several residual blocks; a residual block has several convolution operators. The activation of a residual block is combined with activation from
### Figure 5.1: Normalized throughput relative to the ideal performance. Each group of bar represents one batch size. The number on each bar shows the absolute throughput in samples/sec. X axis shows the different batch sizes.
the previous block to form the final output. We use ResNet-152, a 152 layers ResNet, for the inference experiments. Wide ResNet \cite{wide_resnet} is a widened version of ResNet. The channel size of convolution operators are multiplied by a wide scale. Due to the large memory consumption, the original work applies wide ResNet on small images (32x32) dataset CIFAR-10 instead of ImageNet (224x224) which is used by ResNet. In our training experiments, the input images are the same size as ImageNet. We denote a wide ResNet model as WResNet-152-X, a 152-layers wide ResNet with X wide scale.

Inception-V4 \cite{inception_v4} is another popular CNN model. An Inception-V4 model contains several types of inception cells; an inception cell has many branches of convolution and the activation tensors of all the branches are concatenated to form the final output. We enlarge the model by adding a wide scale parameter similar to WResNet. We use the notation Inception-X to denote an Inception-V4 model with wide scale X.

Unlike manually designed ResNet and Inception-V4, NasNet \cite{nasnet} is crafted by a deep reinforcement learning search. Thus, the model structure of NasNet is more irregular. A NasNet model consists of a chain of Reduction and Normal cells, with residual connection (same as ResNet) between consecutive cells. A Reduction or Normal cell is like an inception cell but with different branch structures. The Normal cells are repeated by 3R times. In the original design, the max R is 7. In our experiments, we train NasNet-25, a NasNet with R = 25.

RNN \cite{rnn} is a DNN for training sequence input (e.g., text). A layer of RNN consists of a list LSTM cells where the input of a cell is the corresponding element
in the sequence (e.g., character). Bidirectional-RNN (BRNN) \cite{48} is a variation of RNN. A hidden layer in BRNN contains two sub-layers. The input for the first sub-layer is the original sequence, and the input for the second sub-layer is the reversed sequence. The activation tensors of the two layers are concatenated to form the final activation. Each sub-layer has its own parameters. We use the notations RNN-$L$-$XK$ (BRNN-$L$-$XK$) to denote a RNN with $L$ layers and the parameter size of a layer is $XK$.

**Baselines** We compare SwapAdvisor with two baselines. The first one is the ideal baseline, denoted as *ideal*. For the ideal baseline, we assume the GPU memory is infinite. We implement the ideal baseline by directly reusing the GPU memory without considering computation correctness. The performance of ideal is the best a swapping system can achieve.

The second baseline is an online swapping system, On-Demand swap, denoted as *ODSwap*. ODSwap swaps out GPU memory when the GPU memory is insufficient to run the next node. It chooses the tensor to swap out using LRU algorithm. There is a separate prefetch thread that runs concurrently with the execution thread. The prefetch thread decides which tensor to prefetch based on the topology of the dataflow graph. Unlike SwapAdvisor, ODSwap does not control the scheduling; it is just an extension to MXNet’s memory management. MXNet’s memory management does not support dynamic memory allocation. We implement a memory allocator (based on the buddy algorithm) to allow ODSwap to dynamically allocate memory. The design choices require no search decisions like SwapAdvisor does.
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5.2  Wider and Deeper DNN Models Training

Table 5.1 shows the statistics of the models evaluated in this section. Each row shows the memory usage, number of operators, and number of different tensor sizes. The batch size for a model is the largest one in Figure 5.1.

### RNN performance

Figure 5.1a and 5.1b show the throughput for RNN-8-8K and BRNN-4-8K. SwapAdvisor achieves 70-80% of the ideal performance for RNN and BRNN, while the throughput of ODSwap is only less than 1% of ideal. For RNN and BRNN, the parameter tensors are shared by the LSTM cells in the same layer. Thus, a schedule which executes LSTM cells from different layers results in terrible swapping performance as the system has to prepare memory for different large parameters. Unfortunately, randomly generating a topological ordering almost always results in such a schedule, as is MXNet’s default schedule. Thus ODSwap has poor performance. SwapAdvisor is able to find a swap-friendly schedule through genetic algorithm.

### Table 5.1: Statistics of DNN models

<table>
<thead>
<tr>
<th>Model</th>
<th>MemUsage</th>
<th>OPs</th>
<th>TensorSizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>WResNet-152-10</td>
<td>180GB</td>
<td>882</td>
<td>26</td>
</tr>
<tr>
<td>Inception-4</td>
<td>71GB</td>
<td>830</td>
<td>64</td>
</tr>
<tr>
<td>NasNet-25</td>
<td>193GB</td>
<td>5533</td>
<td>65</td>
</tr>
<tr>
<td>RNN-8-8K</td>
<td>118GB</td>
<td>8594</td>
<td>7</td>
</tr>
<tr>
<td>BRNN-4-8K</td>
<td>99GB</td>
<td>9034</td>
<td>9</td>
</tr>
</tbody>
</table>

The batch size for CNN models is 64, is 256 for RNN, and is 128 for BRNN.
CNN performance  Figure 5.1c - 5.1e show the throughput for WResNet-152-10, Inception-4, and NasNet-25. Table 5.1 shows that WResNet-152-10 uses astonishingly 180GB memory, but both SwapAdvisor and ODSwap perform well; SwapAdvisor achieves 95% of the ideal performance, and ODSwap achieves 80% of ideal. WResNet-152-10 has only 26 different tensor sizes, making it less difficult to do the memory allocation. More importantly, unlike RNN/BRNN, the topology of the dataflow graph of WResNet more resembles to a line – only a jump link for a residual block. Thus, the scheduling choice may affect little to the final results.

On the other hand, Inception-4 and NasNet-25 have more than 60 different tensor sizes, making it harder to do memory management. The topology of the dataflow graph for Inception-V4 and NasNet is also more complicated as discussed in Sec 5.1. SwapAdvisor achieves 20% - 150% performance improvement compared to ODSwap.

Note that, for Inception-4 and NasNet-25, SwapAdvisor can achieve 80% performance of the ideal baseline, when the batch size is 16. However, SwapAdvisor cannot achieve more than 65% of the ideal performance when the batch size is 64. Both Inception-4 and NasNet-25 have many large activation tensors (>500MB) when the batch size is 64. Together with large number of tensor sizes (> 60), it can be difficult for SwapAdvisor to search a good pool configuration to minimize swapping overhead. NasNet-25 also has more than 9000 nodes in the graph, making it hard to schedule. As a result, SwapAdvisor achieves only 53% of the ideal baseline for NasNet-25 with batch size 64.
Comparing with TFLMS. We also compare SwapAdvisor and ODSwap with TFLMS [26], an swapping extension to TensorFlow. Unfortunately, TFLMS cannot support models in Figure 5.1. We evaluate WResNet-152-4 as this is the largest executable one for TFLMS. Figure 5.2 shows that for all three batch sizes, SwapAdvisor is at least 3X better than TFLMS, while ODSwap is at least 2X better than TFLMS. TFLMS performs poorly due to not swapping out parameter tensors (which are large in WResNet-152-4). The design reduces the GPU memory capacity to store activation tensors and causes more swapping of activation tensors.

5.3 DNN Models Inference Evaluation

DNN model inference uses far less GPU memory than training a model as there is no back-propagation. However, SwapAdvisor is still useful for model inference in several cases.

Table 5.2 shows how SwapAdvisor can reduce the memory requirement for
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<table>
<thead>
<tr>
<th>MemSize/Batch</th>
<th>1</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>64MB</td>
<td>0.024s</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>128MB</td>
<td>0.022s</td>
<td>0.077s</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>192MB</td>
<td>0.018s</td>
<td>0.044s</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>256MB</td>
<td>0.017s</td>
<td>0.043s</td>
<td>0.130s</td>
<td>N/A</td>
</tr>
<tr>
<td>320MB</td>
<td>0.017s</td>
<td>0.042s</td>
<td>0.073s</td>
<td>N/A</td>
</tr>
<tr>
<td>512MB</td>
<td>0.017s</td>
<td>0.040s</td>
<td>0.067s</td>
<td>0.238s</td>
</tr>
<tr>
<td>640MB</td>
<td>0.017s</td>
<td>0.040s</td>
<td>0.067s</td>
<td>0.123s</td>
</tr>
<tr>
<td>1024MB</td>
<td>0.017s</td>
<td>0.040s</td>
<td>0.067s</td>
<td>0.121s</td>
</tr>
</tbody>
</table>

Table 5.2: ResNet-152 inference time with different batch sizes and GPU memory sizes.

![Figure 5.3: 99 percentile latency versus throughput for serving multiple ResNet-152 models.](image)

ResNet-152 with different batch sizes. In the table, each cell is the running time of one inference iteration with the corresponding available GPU memory size. "N/A" means SwapAdvisor cannot run the inference job with such a small memory capacity. The running time with a bold font means swapping is required to run the job (memory is not enough). The running time with an italic font means that the running time is close to the performance using full 16GB memory.
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Figure 5.4: The search result versus search time. X axis is the search time and Y axis is the running time (seconds/iteration).

Figure 5.5: Throughput for SwapAdvisor with different search settings for RNN and Inception-V4.
capacity (< 1% performance difference).

An interesting experiment is when the batch size is 1. Batch size 1 is rarely used for training or inference on a cluster, but it is not uncommon to be used for inference on a mobile device. Table 5.2 demonstrates SwapAdvisor can reduce the memory usage for batch size 1 to as few as 64MB with 40% running time overhead or to 192MB with only 6% overhead. SwapAdvisor can help to fit a DNN model to a resource-limited GPU. Though the communication speed between GPU and CPU on a mobile device is slower than that on an EC2 GPU instance, V100 GPU is also much faster than a mobile GPU. Consequently, the actual swapping overhead on a mobile device can be different from what Table 5.2 shows. Nevertheless, the result still poses a potential use case for SwapAdvisor.

Another use case for SwapAdvisor is to time-share the GPU resource among different DNN inferences. In the setting, a GPU machine time-shares the computation and memory among models. What if we only time-share GPU computation but partition the GPU memory and distribute the GPU memory to the models? Since the split GPU memory capacity may be too small for a DNN model, we apply SwapAdvisor so that all the models can fit on the partitioned memory.

We consider time-sharing GPU memory as the baseline and compare the latency of clients. In the evaluation, there are multiple ResNet-152 on the GPU, each has its own trained parameters. We assume that the client arrival rate follows a Poisson distribution and randomly assign batches of clients to different models. Figure 5.3 shows the 99 percentile latency versus the throughput of the GPU machine. The number after a legend denotes how many models are run on
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the GPU. The figure also shows the latency for serving only one model on the GPU, denoted as “not_shared”.

We can see that the 99 percentile latency of SwapAdvisor is at most $2\times$ slower than “not_shared” when the throughput is less than 400 for both 4 and 16 models. On the other hand, the latency of “time_shared” is $8\times$ slower than “not_shared” with 16 models when the throughput is 300. It may not be a wise decision to serve several ResNet-152 on a GPU when the throughput is larger 400 as the latency dramatically increases for both SwapAdvisor and “time_shared”.

The main benefit of SwapAdvisor is that it overlaps the memory copy with the computation. On the other hand, the baseline has to swap in the parameter tensors for the next model after the current model execution. It is possible for “time_shared” to prefetch the parameters for the next model if the system can predict which model to execute next. With such a task scheduler, the baseline may outperforms SwapAdvisor. However, SwapAdvisor can still be used to mitigate the potential overhead when the task scheduler predicts incorrectly.

5.4 The Effectiveness of SwapAdvisor’s Design Choices

The effectiveness of scheduling and memory allocation We would like to see the importance to optimize both scheduling and memory allocation. Figure 5.4 shows that it is very important for a RNN model to search a swap-friendly schedule. Without searching a good schedule, SwapAdvisor can only achieve 7%
of the performance with the full search. On the other hand, Figure 5.5 shows that the memory allocation affects the performance of Inception-V4 more than the scheduling. Without searching schedules, SwapAdvisor can still achieve 93% performance of the full search. Figure 5.5 demonstrates that it is important to optimize both scheduling and memory allocation for swapping as the effectiveness of the two components vary from model to model.

**SwapAdvisor’s genetic algorithm performance** Figure 5.4 shows the search performance of the genetic algorithm. In the figures, there are three lines, representing the best, average, and worst simulated time of all the alive samples (144 samples) at the moment. The first generation of sample is randomly generated. The genetic algorithm can generally find a good solution within 100 seconds, as both the average and the best simulated time converge quickly within the first 100 seconds. However, the difference between the worst (or the average) result and the best result shows that the population still maintains diversities, allowing the genetic algorithm to gradually optimizes the sample in the remaining time.

Both Figure 5.4b and Figure 5.4c show the search for Inception-4, but Figure 5.4c assumes that if the tensor size mapping is unrestricted. We can see that all of the best, average, and worst result in Figure 5.4c are worse than Figure 5.4b, proving that the restricted search space helps SwapAdvisor to find better results. The effectiveness of the restricted search space is universal to all the evaluated models.
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Related Work

6.1 Spartan’s Related Work

There is much prior work in the area of distributed array framework design and optimization.

**Compiler-assisted data distribution.** Prior work in this space proposes static, compile-time techniques for analysis. The first set of techniques focuses on partitioning [33] and the latter set on data co-location [49, 50, 51]. Prior work also has examined nested loops with affine array subscript patterns, using different structures (vector [33], matrix [52] or reference [53]) to model memory access patterns or polyhedral model [54] to perform localization analysis. Since static analysis deals poorly with ambiguities in source code [55], recent work proposes profile-guided methods [56] and memory-tracing [57] to capture memory access patterns. Simpler approaches focus on examining stencil code [57, 58, 59, 60, 61]. Spartan simplifies analysis significantly since high-level operator access patterns
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are well-defined. For example, the map operator accesses elements in the same position across array pairs, together.

Access patterns can be used to find a distribution of data that minimizes communication cost \[33, 62, 63, 64, 65\]. All approaches construct a weighted graph that captures possible layouts. Although searching the optimal solution is NP-Complete \[66, 67, 68, 69\], heuristics perform well in practice \[69, 50\]. Spartan also constructs a weight graph where finding a solution is NP-Complete (appendix A). Our heuristic is able to almost always find an optimal solution in practice. Moreover, prior work presents language-specific solutions that rely on compile-time analysis. Spartan avoids the analysis by introducing high-level operators with known tiling costs. Spartan uses lazy evaluation to obtain runtime information.

**Parallel vector languages.** ZPL \[70\], SISAL \[71\], NESL \[72\] and MatLab*P \[73\] share a common goal with Spartan. These languages expose distributed arrays and vector primitives and some provide a few core operators for parallel operations. Unlike Spartan, ZPL does not allow arbitrary indexing of distributed arrays and does not allow parallelization of indexable arrays. NESL relies on a PRAM model which assumes that a shared, distributed region of memory can be accessed with low latency. Spartan makes no such assumption. SISAL provides an explicit tiled model for arrays \[74\], however does not consider tiling strategies.

**Distributed programming frameworks.** Most distributed frameworks target primitives for key-value collections (e.g. MapReduce \[3\], Dryad \[13\], Piccolo \[14\], Spark \[4\], Ciel \[75\], Dandelion \[15\] and Naiad \[16\]). Some provide graph-centric primitives (e.g. GraphLab \[76\] and Pregel \[77\]). While one can encode arrays
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as key-value collections or graphs, doing so is much less efficient than Spartan’s

tile-based backend. Nevertheless, Spartan borrows many ideas from these sys-
tems, such as dataflow graphs, fault tolerance and load balancing. It is possible
to implement Spartan’s backend by augmenting an in-memory framework, such
as Spark or Piccolo. However, we built our own prototype to allow for better
integration with NumPy.

FlumeJava [31] provides programmers with a set of high-level operators. Its
operators are transformed into MapReduce’s [3] dataflow functions. FlumeJava
is targeted at key-value collections instead of arrays. FlumeJava’s operators look
similar to Spartan’s, but their underlying semantics are specific to key-value
collections instead of arrays. Moreover, FlumeJava does not explicitly optimize
for data locality because it is not designed for in-memory computation.

Relational queries are a natural layer on top of key-value centric distributed
execution frameworks, as seen in systems like DryadLINQ [19], Shark [78], Dan-
delion [15] and Dremel [79]. Several efforts attempt to build an array interfaces
on these. MadLINQ [18] adds support for distributed arrays and array-style
computation to the dataflow model of DryadLINQ [19]. SciHadoop [80] is a
plug-in for Hadoop to process array-formatted data. Google’s R extensions [81],
Presto [17] and SparkR [82] extend the R language to support distributed arrays.
Julia [83] is a newly developed dynamic language designed for high performance
and scientific computing. Julia provides primitives for users to parallel loops and
distribute arrays. These extensions and languages rely on users to specify a tiling
for each array, which burdens users with making non-trivial optimization that
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require deep familiarity which each operation and its data.

**Distributed array libraries.** Optimized, distributed linear algebra libraries, like LAPACK [35], ScaLAPACK [84], Elemental [85], Global Arrays Toolkit [86], and Petsc [87, 88] expose APIs specifically designed for large matrix operations. They focus on providing highly optimized implementations of specific operations. However, their speed depends on correct partitioning of arrays and their programming model is difficult to extend.

**Global Address Spaces.** Systems such as Unified Parallel C [89] and co-array Fortran [90] provide a global distributed address space for sharing arrays. They can be used to implement the backend for distributed array libraries. They do not directly provide a fully functional distributed array language.

**Specialized application frameworks.** There are a number of frameworks specifically targeted for distributed machine learning (e.g. MLBase [5], Apache Mahout [6], and Theano [91], for GPUs). Unlike these, Spartan targets a much wider audience and thus must address the complete set of challenges, including support for a number built-ins, minimizing the number of temporary copies and optimizing for locality.

**Array Databases and Query Languages** SciDB [92] and RasDaMan [93] are distributed databases with n-dimensional data storage and an array query language inspired by SQL. These represent the database community’s answer to big numerical computation. The query language is flexible, but as the designers of SciDB have seen, application programmers often prefer expressing problems in more comprehensive array languages. SciDB-R is an attempt to win over R
programmers by letting R scripts access data in SciDB and use SciDB to execute some R commands. SciDB’s partition strategy is optimized for disk utilization. In contrast, Spartan focuses on in-memory data.

### 6.2 SwapAdvisor’s Related Work

#### Swapping for DNN
Existing swapping systems rely on manual insights to determine what to swap. vDNN \[24\] swaps out all activation tensors or swap all convolution tensors only. TFLMS \[26\] also only swaps activation. \[27\] uses the length of the critical path for an activation tensor and its loss-function node as the heuristic to decide what activation tensors to swap out. \[30\] is an on-demand swapping mechanism for TensorFlow. Its heuristic is to swap out tensors from the previous iterations to the host memory, a strategy that only works for RNNs.

None of the work above swaps parameters, hence cannot support a large model. SuperNeurons \[25\] adopts a different approach; it combines swapping with recomputation. However, SuperNeurons restricts the swapping to convolution operators. The decision forbids SuperNeurons from supporting an RNN model with large parameters. By contrast, SwapAdvisor can support various kinds of deeper and wider DNN models.

#### Alternative approaches to overcome GPU memory limit
There exist approaches that do not rely on swapping to reduce memory consumption. The first direction includes computing with lower-precision floating-point numbers \[94, 95\], quantization, and parameters compression \[96, 97, 98, 99, 100, 101\]. \[102\] ob-
serves the similarities among the activation tensors for CNN inferences and proposes to reuse the activation tensors to speed up the performance and to reduce memory consumption. These techniques either affect the model accuracy or require heavily hyper-parameter tuning while swapping does affect the results.

Another approach is recomputation. Recomputation utilizes the fact that an activation tensor can be recomputed. As a result, \([103, 104, 105]\) deallocate activation tensors after their last usage in the forward-propagation and later recompute the activation tensors when they are needed. Although recomputation can be used for deeper models and large input data, it fails to support wider models where large parameter tensors occupy the memory and cannot be recomputed.

Finally, training DNN models with multiple GPUs is an active research. The most popular way to parallelize a DNN model is data parallelism \([106, 107, 108]\). With data parallelism, each GPU gets a portion of the input data and full parameters of the model. Thus, the input tensor and activation tensors are sliced and distributed to GPUs, effectively reducing the memory consumption of each GPU. While easy to use, data parallelism duplicates the full parameters on each GPU, limiting the largest parameter size the model can have. Contrary to data parallelism, model parallelism partitions both activation tensors and parameter tensors \([109, 110]\). However, applying model parallelism for a model requires significant engineering work. \([111, 112, 113]\) propose to automate the model parallelism and reduce the communication with dataflow graph analysis.
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Multiple DNN inferences on a GPU  TensorRT [114] leverages GPU streams to run multiple model inferences concurrently. NVIDIA MPS [115] also supports concurrent GPU tasks, but the tasks are not limited to DNN inference. Both TensorRT and MPS requires users to partition the GPU memory for tasks. SwapAdvisor can help both systems to alleviate the memory pressure. Salus [116] aims to support fine-grained GPU sharing among DNN tasks. Salus allocates a shared memory space to store activation tensors and scratch space for all the models as these memory consumption can be dropped directly after the last usage in an iteration. It assumes parameter tensors are in the GPU memory, and thus can borrow SwapAdvisor’s technique to support even more (and larger) models on a GPU.

Genetic algorithm for computer systems  Genetic algorithm has been used to schedule tasks on parallel or distributed systems [117, 118, 43, 119, 120, 121]. SwapAdvisor borrows several ideas from the existing work, e.g., how to cross over schedules. However, the setting of SwapAdvisor is different. The existing work is designed for a multi-cores or multi-machines system where a task can be scheduled on a different core or machine. On the other hand, all of the computation tasks in SwapAdvisor are executed on the same GPU. Consequently, only the execution order matters for SwapAdvisor, resulting in a different crossover and mutation.

Some research discuss applying genetic algorithm to allocate data objects in a heterogeneous memory system [122, 123]. The work uses the genetic algorithm to decide how to allocate data objects on different memory types (e.g., SRAM
and DRAM). On the other hand, the memory allocation of SwapAdvisor also decides how many memory pools before allocating memory objects for a pool.
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Conclusion

In this thesis, we demonstrated two systems to help program large-scale machine learning and deep learning programs. Both designs leverage the information exposed by the application’s dataflow graphs to control how the program to execute in order to improve the overall performance.

Spartan is a distributed array framework designed for traditional machine learning applications with a smart tiling algorithm to partition distributed arrays effectively. A set of carefully chosen high-level operators expose well-defined communication cost and simplify the tiling process. User array code is captured by the frontend and turned into an expression graph whose nodes correspond to these high-level operators. With the expression graph, our smart tiling can estimate the communication cost across expressions and find good tilings for all the expressions.

SwapAdvisor is designed to enable DNN training and inference with limited GPU memory size. SwapAdvisor achieves the good performance via optimiz-
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ing three dimensions of a program, scheduling, memory allocation, and swap planning. To simultaneously optimize scheduling and memory allocation, SwapAdvisor adopts the genetic algorithm to search a good combination. For a given schedule and memory allocation, SwapAdvisor's swap planner is able to determine what and when tensors to swap to maximize the overlapping of the computation and communication.
Appendix A

NP-Completeness Proof of Tiling Optimization

This chapter proves that the general tiling optimization is an NP-Complete problem.

**Problem Definition:** To simplify the proof, we first, consider only *newarray*, *map* and *swapaxis* operators. The general case is discussed in the last part of the proof. This problem contains several operators in a program and each one can be the input of others. The first step is to build an expression graph for this problem as shown in Section 2.3.3. Next is to convert the expression graph to the tiling graph. We define a *tiling graph* as following:

1. A node group represents an operator and contains several partition nodes.

2. If an operator $A$ is an input of an operator $B$ in the expression graph, there
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are some edges between node group A and group B in the tiling graph. How node group A connects to node group B depends on the type of operator B.

3. The cost of an edge $A.tiling_I \to B.tiling_K$ is the network transmission cost to do operator B when A is tiled as $tiling_I$ and B is tiled as $tiling_K$.

Figure A.1 shows three operators that will be used in the proof. There are two kinds of tilings, row and column, for each operator. There is no input for a newarray. As for map, there is at least one input array. The tiling nodes of an input node group are fully connected to the tiling nodes of map. If two tiling nodes represent the same tilings, there is no cost for the edge between them. Otherwise, the cost is the size of the array, $N$. The last operator is swapaxis. There is one input array for swapaxis and each tiling node of the input array connects to the tiling node of swapaxis representing the swapped tiling. The cost for both edges are zero.

The problem is to choose a unique tiling node for each node group without conflict and achieve the minimum overall cost (summation of cost of all edges adjacent to two chosen tiling nodes). Conflict means that if there are edges between node group A and node group B, the chosen nodes must bear the same relationship. For example, if the chosen tiling node for the input of swapaxis means row tiling, the chosen tiling node for swapaxis can only be column tiling to avoid conflict.

Instead of directly proving the problem, we prove the corresponding verify problem which is to find out if there is a choice with the cost less than or equal
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Figure A.1: Three node groups and edge relationship with their input(s).

to $K$ where $K$ is an integer. We denote the verify problem as $TILING(K)$.

**NP Proof:** To show that $TILING$ is in NP, we need to prove that a given choice can be verified in polynomial time. Suppose $N$ is the number of node groups. Given a solution, we can verify the solution by adding up the cost for all edges connected to each chosen tiling node. There are at most $N - 1$ edges connected to a tiling node and $N$ chosen tiling nodes, we can get the total cost in $O(n^2)$. Therefore, $TILING(K)$ is in NP.

**NP-Completeness Proof:** To show $TILING(K)$ is NP-Complete, we prove that $NAE - 3SAT(N)$ can be reduced to $TILING(K)$. $NAE - 3SAT$ is similar to $3SAT$ except that each clause must have at least one true and one false. Therefore, it rules out $TTT$ and $FFF$ while $3SAT$ only excludes $FFF$.

Assume that there are $N$ literals and $M$ clauses in the given question. $M$ is
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polynomial to $N$. We prove that $NAE-3SAT(N)$ can be reduced to $TILING(K)$ where $K = M * 2$.

1. Construction Function, $C(I)$:

   a) For $C(I)$, True is viewed as row tiling and false is viewed as column tiling.

   b) Each literal in $NAE-3SAT$ is an array in $TILING(K)$. A negation literal is viewed as a swapaxis of the original array.

   c) For each clause $c_i = (L_1 \lor L_2 \lor L_3)$, $C(I)$ creates six expressions:

   $E_1 = map(swapaxis(L_1, 0, 1), L_2)$
   $E_2 = map(swapaxis(L_1, 0, 1), L_3)$
   $E_3 = map(swapaxis(L_2, 0, 1), L_1)$
   $E_4 = map(swapaxis(L_2, 0, 1), L_3)$
   $E_5 = map(swapaxis(L_3, 0, 1), L_1)$
   $E_6 = map(swapaxis(L_3, 0, 1), L_2)$

   For a negation literal, $L$, swapaxis($L$) represent the original array.
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For example, $C(I)$ creates six expressions for $c_j = (\neg L_1 \vee L_2 \vee L_3)$:

\[
E_1 = map(L_1, L_2)
\]
\[
E_2 = map(L_1, L_3)
\]
\[
E_3 = map(swapaxis(L_2, 0, 1), swapaxis(L_1, 0, 1))
\]
\[
E_4 = map(swapaxis(L_2, 0, 1), L_3)
\]
\[
E_5 = map(swapaxis(L_3, 0, 1), swapaxis(L_1, 0, 1))
\]
\[
E_6 = map(swapaxis(L_3, 0, 1), L_2)
\]

For explanation purpose, we call the six expressions created by $C(I)$ a clause group.

\[d\) After converting all clauses to clause groups, $C(I)$ create a cost graph according to the definition. Without loss of generality, we assume that the array size is 1. Therefore, the cost for an edge is either 0 or 1.

For a clause group, if three literal have the same symbols, true or false, the minimum cost is 6. For example, if three literals are all true or all false for $c_i = (L_1 \vee L_2 \vee L_3)$, the two inputs for each map of the clause group must have different tilings because of swapaxis. Thus the cost for map node group can only be 1. Since there are six maps for a clause group, the minimum cost is 6.

For other cases, the minimum cost of a clause group is 2. For example, if $L_1$ is the only true for $c_i = (L_1 \vee L_2 \vee L_3)$, only the input tilings of maps for $E4$ and $E6$ are different. Since all maps are not referenced by other
operators, we can freely choose their tilings based only on the input tilings. Thus the cost for this case is 2. Other combinations are just symmetries of the above case and have the same cost.

The time complexity for $C(I)$ is $O(N^2)$.

2. $C(B)$ belongs to $TILING(K)$ if $B$ belongs to $TILING(K)$:

If $S$ is a solution for $B$, every clause in $S$ has at least one $true$ and one $false$. This implies that at least one row tiling input and column tiling input for each clause group of $C(S)$. Therefore, the cost for $C(S)$ is $M * 2$ which is equal to $K$.

3. $B$ belongs to $NAE - 3AT$ if $C(B)$ belongs to $TILING(K)$:

If $S$ is a solution for $C(B)$, there are at least one row tiling and one column tiling for each clause group. In other words, if one clause group has all row tiling inputs or all column tiling inputs, the total cost for the tiling graph will be at least $2 * (M - 1) + 6 > K$. As a result, no clause group has all row tiling or column tiling input. Therefore, $S$ is a solution for $B$.

Step 2 and step 3 prove that $NAE - 3SAT$ can be reduced to $TILING(K)$.

**General Graph:** The previous proof only considers the tiling graph with $Array$, $map$ and $swapaxis$. However, we argue that even though the tiling graph contains more different operators, it is still an NP-Complete problem to find out the solution. For any $TILING(K)$ which contains only the three operators, we add some other operators and expression which are independent from the original ones. Thus the new tiling graph contains two sub tiling graphs, the original tiling
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graph and the tiling graph representing the newly added operators. Moreover, two sub tiling graphs are not connected. Thus, to solve new $TILING(K')$ must first solve the $TILING(K)$ which is NP-Complete. Thus, we can also reduce $TILING(K)$ to the general graph.
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