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Abstract Normal mapping uses normal perturbations stored in a texture to give objects a more geometrically
complex appearance without increasing the number of geometric primitives. Standard bi- and trilinear inter-
polation of normal maps works well if the normal field is continuous, but may result in visible artifacts in the
areas where the field is discontinuous, which is common for surfaces with creases and dents.

In this paper we describe a real-time rendering technique which preserves the discontinuity curves of the
normal field at sub-pixel level and its GPU implementation. Our representation of the piecewise-continuous
normal field is based on approximations of the distance function to the discontinuity set and its gradient.
Using these approximations we can efficiently reconstruct discontinuities at arbitrary resolution and ensure
that no normals are interpolated across the discontinuity. We also described a method for updating the normal
field along the discontinuities in real-time based on blending the original field with the one calculated from a
user-defined surface profile.

Keywords Interactive renderingreal-time normal mappingdiscontinuous normal fielddistance function
approximation constrained Laplacian smoothing

1 Introduction

Bump and normal mapping is a widely used technique for adding complex small-scale geometric detail to
models, in which only the normals are modified using perturbations stored in a texture. Bump mapping and
related techniques were successfully applied in combination with a variety of rendering algorithms, and thanks
to the advances in graphics hardware its use is becoming routine in interactive applications.

The regular sampling pattern used in normal maps leads to a spectrum of aliasing problems, in particular,
for sharp linear features. Such features are commonplace in fine scale geometry (gratings, creases, scratches,
cracks, seams etc). Two main types of artifacts may be observed: staircasing artifacts due to misalignment
of linear features with the texture sample grid, and lighting artifacts due to use of bilinear interpolation in
areas of discontinuity (Figure 1). The latter artifact is much more severe compared to color textures, which
are blurred near discontinuities.

Recent feature-based texture representations [16,9,19] improve texture appearance by explicitly repre-
senting discontinuities. This approach eliminates or reduces many types of artifacts.

In this paper we describe a technique extending these approaches to a novel type of normal map designed
for accurate interactive rendering of normal maps with sharp features. The most important feature we add to
the texture representation used in these approaches is a pair of additional maps, defining the distance function
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Fig. 1 Left: Typical bump and normal map artifacts. Note the bright lines at the bottom of the crease: these lines are due to the
interpolation between normals pointing in opposite directions. Right: same map enhanced with rendered using our technique.
The resolution of the map in both cases is the same; the visible part is 40x40 pixels.

to the discontinuity set and it gradient, and a reconstruction algorithm for the distance map and its which
ensures that its zero set exactly coincides with the discontinuity set of the gradient.

The input to our algorithm is a collection of discontinuities represented by edges and a hormal map. Our
approach combines elements of texture-based and procedural geometry representation: the user can specify
a profile for the immediate neighborhood of a sharp feature as the function of the distance to the feature. By
using user-controlled profiles we can produce a variety of behaviors without dramatic increase in texture size.

We present algorithms for two rendering stages: preprocessing and normal computation performed at
rendering time. We use two preprocessing algorithms: the algorithm for converting an arbitrary collection
of edges to a simplified representation suitable for hardware rendering (Section 4.1), and an algorithm for
defining a smooth distance function which is exact in the immediate neighborhood of features (Section 4.2).

The most important part of the rendering algorithm is the normal computation which ensures that the
normals have prescribed behavior near discontinuity lines at arbitrary resolution and follow the normal map
away from the features (Section 4.3).

2 Previous work

Images and textures with resolution-independent featufé® idea of explicit representation of disconti-
nuities for data sampled on regular or unstructured grids appeared in computer graphics in many different
contexts (e.g. discontinuity meshing for radiosity [6] to nonphotorealistic rendering). We focus only on the
most closely related work. Salisbury et al [17] presented an illustration reproduction approach which keeps
discontinuous regions sharp at any scale. The reconstruction algorithm starts from arbitrary interpolation ker-
nel and re-weights its intensity values according to closeness to the sample. As the algorithm is based on
locating shortest-paths it is difficult to adapt it for interactive applications.

Our method is based on the work on feature-based textures [16], bixels [9] and silhouette maps [19]. Bala
and co-workers [1,16] have developed a general framework for representing sharp features in textures,called
feature-based textures. Feature boundaries are represented by Bezier segments, and texels may store complex
intersections of boundaries. Only values in the same continuous region are used for texture interpolation.
Efficient hardware-accelerated implementation of feature-based textures requires conversion of input curve
networks to simplified form.

Tumblin and Choudhury [9] encode discontinuities usimgels i.e. pixels with additional annotation,
which defines texture discontinuity segments for every pixel, allowing only a restricted set of combinations
of segments. Our discontinuity maps are similar in spirit, but a different set of allowable segments is used.
This method can handle non-closed boundaries. Also, due to its relative complexity, it is not well-suited for
graphics hardware implementation at this time.

Sen’s silhouette maps [19], extending [20], are similar to feature-based textures and bixels, but the inter-
polation approach used in this work is further simplified so that it maps well to graphics hardware. As in [9],

a finite number of discontinuity boundary configurations are used for each pixel.

These methods cannot be directly applied to normal maps, as they do not provide a sufficiently flexible

way to control the behavior of the the normal near discontinuities.
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Textures representing small-scale geometkyariety of techniques were developed for representing fine-
scale geometric detail with textures. Bump maps were invented by J. Blinn [3]. Many techniques for inter-
active rendering of bump maps were proposed, see e.g. [22] and references; with the appearance of pro-
grammable graphics hardware, use of basic bump mapping became commonplace.

Bump map appearance can be improved by horizon maps, a technique for self-shadowing of bump maps
that was introduced in [10, 11]; [21] described how horizon maps can be accelerated using hardware. Parallax
mapping and steep parallax mapping [12] aims to reduce another artifact of bump maps, incorrect behavior
when a surface is tilted. (A more consistent way to address this problem is by using relief maps.)

In many methods for high-quality rendering of normal maps one needs to make a transition between
different rendering modes, [2]; enhancements to lighting of bump maps necessary for such transitions are
described in [7]. Displacement maps introduced in [4] and relief maps [13] are a more advanced form of
representing fine-scale geometry for flat surfaces (extensions to arbitrary surfaces were presented in [15]).

While techniques for interactive rendering of displacement maps were recently proposed [24], [25] these
require large precomputed data sets. Interactive rendering of relief maps requires less data. While we describe
our technique in the context of normal maps, it can be applied to rendering of relief maps representing the
same type of geometry.

Texture and detail synthesi©ur work is related to work in texture synthesis, as our algorithm can be viewed
as a combination of rendering sampled and procedurally defined normals. Procedural bump maps first ap-
peared in [14]. There were a large number of papers on non-parametric synthesis from examples; these tech-
nigques often can be applied to produce bump maps, e.g. see recent paper [26]. Our technique addresses a
specific case of the problem of adding high-resolution detail to an image, focusing on sharp linear features; a
general approach to this problem can be found in [8].

One of the important features of our approach is reliance on distance fields, most often used in geometric
modeling (e.g. [5]).

3 Overview

As the input to the rendering process we assume a normaByap) = [B,, B,, B.] = [B},, B.], where

B, is the projection of the normal to the plane, representing the normals for the smooth part of the surface, a
collection of discontinuity curves and, in the simplest case, a user-specified profile for greBs&he profile
specifies the cross-section of the surface in the direction perpendicular to the crease for a small djistance
and may depend on the position along the discontinuity line and other parameters.

We also use a blending functidiid), whered is the distance to discontinuity, to join the interpolated
normal map with the crease profile. The computation of a new natifi@) = (1 —b(d)) n,(d) +b(d)B(d) is
illustrated on Figure 2, whene, is a normal of crease profile pointing toward discontinuity curve. We choose
b(d) to satisfyb(d) = 0 for d < wq andb(d) = 1 for d > w, wherewy is the half-width of a band around the
discontinuity for which the original normal map has no effect (which can be zero).

Let d(u, v) be the distance from a poifit, v) to the discontinuity set; then the (unnormalized) desired
continuous normal mag’ (u, v) is

n'(u,v) = P (—(1 — b(d))p (d)Vd + B(d)Bh(u,v)) +

- 1)
(1= b(@) + b(d)B(u,v). ) e
wherePy ([z,y]) = [z,y,0], b(d) = b(d)\/p'(d)? - V2d + 1, ande. is the unit vector along the-axis in
texture space. (In the formulas, we have omitted the dependemoend(u, v).)
This is the continuous function our algorithm approximates. The local profile can be one-sided and depend
on the distance along a curve.

4 Algorithms

Next, we describe two parts of the preprocessing stage and the interpolation algorithm itself. The goal of the
preprocessing stage is to define maps used by the interactive algorithm: a discontinuity map, the distance map
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Fig. 2 Interpolation between the local profile and global smooth map. We show height maps for clarity, but in general interpo-
lating height maps is not equivalent to interpolating normals.

and the distance gradient map. All maps are used in close coordination to perform accurate normal evaluation
near discontinuities.

4.1 Simplifying discontinuity maps

The input of this stage is a collection of line segments representing discontinuities, either manually specified or
obtained as an output of a tracing program (e.g. [18]). Local configurations of discontinuities can be arbitrarily
complex: e.g. any number of segments can meet at a point. Following [9] and [19] we reduce the number of
allowed configurations, although we choose a different set, to avoid introduction of points in the center of
pixels as is done in this work.

Allowable discontinuity configurations for a single pixel are defined by the following two rules:

— atexel's boundary edge may be passed by discontinuity segments at no more than one point;
— there are no more than two discontinuity segments inside any texel;
— a discontinuity segment ends on a texel boundary.

Several valid configurations are shown in Figure 3.

Fig. 3 Allowable discontinuity configurations for a texel.

The algorithm modifies discontinuity segments, to transform an arbitrary configuration into the one that
satisfies our requirements. Figure 4 illustrates the changes in the discontinuity map the algorithm does.

Once the transformation is complete we use a simple encoding for the resulting segment network: each
texel is annotated with four numbers representing the distances to discontinuity segment endpoints along the
texel boundary, which we call its discontinuity signature (Figure 5). If there are no segments, the quadruple
of numbers associated with the pixel(ig 0, 0,0). If there is one discontinuity segment in the pixel it is
(du, d12, 0, 0), and if there are two, it i$d11, dlg, d21, d22).

The conversion process proceeds as follows. Each linear segment is scan-converted to the texture to de-
termine all texels that it intersects (visited texels). For each visited texel, we check if there are one or two
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Fig. 4 Edge point transformations. Black points are replaced by their center of mass (white points) to satisfy the first rule,
identified discontinuity segments are deleted to follow the second rule.
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Fig. 5 Discontinuity signature: an encoding of the endpoints of discontinuity segments for a texel.

intersections with its edges. In the former case, only the intersection point is used in the conversion process,
while the linear part of the segment is disregarded. Then, for the latter case, there is a table of texel transforma-
tions, which replaces a current configuration to an adjusted one, depending on intersection points of current
segment. Any such transformation maps a valid texel configuration to another valid texel configuration, and
updates the texel’s discontinuity signature by calculating the center of mass of all included so far discontinuity
points per every edge.

4.2 Distance functions

The second stage of preprocessing is to compute a distance map for the discontinuity segments. The distance
map plays a dual role: it determines the location of the discontinuity segments, and the distance to these
segments. The direction of the gradient of the distance function for many feature profiles heavily influences
the normal, as can be seen from Equation (1).

Choosing the right way to approximate the distance function is crucial for maintaining rendering quality.
We would like it to satisfy the following conditions:

— the approximate distance function should be exactly zero at feature lines so that sharp features can be
created; it should stay close to the real distance function near feature lines to be able to control feature
width correctly and it should vary continuously;

— the gradient of the distance function should be continuous away from feature lines, and vary smoothly as
it is used directly in the normal calculation.

To understand the difficulties with approximating the distance function on the grid, we observe that Eu-
clidean distance function have two types of singularities where the gradient is discontinuous: distance zero
curves, and medial axis curves, i.e. sets of points which are equidistant from two or more points on feature
lines (Figure 6).

We represent the first type of singularity explicitly. Most singularities of the second type are far from
feature lines, and the distance function does not affect the result in these locations. However, at corners, the
medial axis meets the feature lines, which means that we need to address the gradient discontinuities there.
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Fig. 6 Left: Distance function singularities for a rectangle: the medial axis is depicted in gray; it intersects the rectangle at
vertices. Right: Distance function level lines and close-up.

To satisfy our requirements, we compute the approximate distance function and its gradient from samples
as follows:

1. the distance function is linearly interpolated on triangular subtexel domains (Figure 8) aligned with feature
lines to ensure that it is zero at these lines;

2. the gradient is also interpolated linearly; note that thisosequivalent to computing the gradient of the
interpolated distance function, as the latter would be piecewise constant.

3. the gradient samples are smoothed away from the feature lines, to eliminate discontinuities at the medial
axis.

We consider interpolation, which happens at rendering time, in the next section. Here we only discuss
smoothing of the gradient field. We smooth the sampled distance gradient field using constrained Laplacian
smoothing (see e.g. [23] for related techniques). Specifically, each vertex moves toward the barycenter of
its neighbors, excluding the neighbors on the other side of discontinuity. We found that approximately 10
smoothing iterations is sufficient. As is well known, Laplacian smoothing quickly eliminates high frequency
features, while reducing low frequency features slowly, which is the desired result in our case.

Note that no smoothing is done on the distance function itself; we found it important to maintain its shape
as close to the original as possible for linear features.

The brute-force computation of the distance function can be expensive, but it can be accelerated. We use
the following simple approach. For each linear segment we find the distances to all grid points located in a
rectangular subgrid which completely covers the segment, and record the values at grid points if they are less
than previously recorded values. Clearly, there are more sophisticated acceleration algorithms using graphics
hardware in particular, but as we use this only as a precomputation this algorithm is not time critical.

The gradient of the distance function at grid points is computed as a unit vector in the direction of the
closest point on the nearest discontinuity segment.

4.3 Normal computation

The input to the interactive algorithm includes

— the distance function mapand the gradient mag

— the discontinuity map, i.e. the four distances to discontinuity segment endpoints;

— any other texture maps used for rendering, including the normal map;

— user-defined crease profikd), whered is the distance to the crease in texel units, specified by the user.
It is stored in a one-dimensional texture.

For a pointr = (u,v) in a texel, the normal is computed at this point using only samples at the corners of
the texel and the four discontinuity map values associated with the texel. The normal ataipaatculated
using Equation (1).
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The principal ingredient of this calculation are interpolated values for the distance fud¢tion)) and
distance gradienVd(u, v) at z. The behavior of these two functions is different and different interpolation
techniques can be used.

Distance function interpolationlf there are no discontinuity segments in the pixel, then standard bilinear
interpolation is used to compute the distance function value and its gradient at the point.

If there is one or two discontinuity segments, the distance function is required to be exactly zero on the
discontinuity line. As our initial discontinuity map is simplified to have a limited number of local configura-
tions, there is an 8-triangle partition of a texel containing all possible discontinuity segments as edges of the
triangles (Figure 7).
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Fig. 7 Top: the distance function is interpolated on one of 8 subtriangles. Bottom: gradient interpolation cases.

We identify the triangle which contains and calculate the distanceaats an interpolation between dis-
tance values at the triangle’s corners by using barycentric coordinate§ofcalculate the distance function
at the triangle corners, we interpolate the distances given at the texel's corners. We set it to zero at discontinu-
ity segment endpoints (as at poirtandb on the top of Figure 7), while the values at points on the edges of
the texel, which are not on a discontinuity line, are obtained by linear interpolation between adjacent corner
points of the texel (as at pointsandd).

Only the corner in the center needs special treatment. For efficiency, we choose it to be the average between
linear interpolants of values at pointsandb, andc andd (Figure 7).

Fig. 8 Interpolation domains for the distance function near a feature line shown in different colors.
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Fig. 9 The appearance of features for different interpolation methods, from left to right: standard bilinear interpolation of
samples representing the profile; piecewise linear distance function and piecewise constant gradient computed directly from
the distance function; piecewise linear interpolation for gradient and distance function, without constrained smoothing of the
gradient field; same with smoothing.

Gradient interpolation.Our procedure here is similar to [19]. The gradient of the distance function is dis-
continuous at the interface, so we linearly interpolate from the available gradients on the same side of all
discontinuities at the point we evaluate, which can vary from one to three gradients (bottom of Figure 7):

g(z) = (1 —u—v)g(v1) + ug(ve) + vg(vy) forcase 1
9(2) = (1 — w)g(vr) + ug(vs) for case 2 @)
g(z) = g(vy) forcase 3

Gradient magnitudes after interpolation are forced to be one for consistency with the exact distance func-
tion. However, note that the directions of gradients vary smoothly inside and across the edges of the texels.

5 Results

We have implemented the interactive interpolation algorithm as a vertex sha@grand tested the imple-
mentation on NVIDIA GeForce 6800, running on Pentium 4, 2.8MHz computer. The frame rates that we have
obtained for 512x512 image were in the range from 40 to 200 frames per second, depending on the complexity
of lighting.

We use an extra RGBA float texture to encode texel discontinuity signatures: the first and the fourth
guadruple items are stored in "RG” components (while the second and the third items are located in the
corresponding "RG” components of the east and the north texel neighbors), the indices of texel edges which
are passed by discontinuity segments (encoded by at most four two-bit numbers) are held in "B” component.
Distance values are stored in the unused "A” component of the normal map texture.

Figure 9 compares different modes of rendering normal maps with sharp features, enabling different parts
of our approach one-by-one.

Figure 10 shows several examples of user-specified profiles defined using our method. All textures are
128x128 (one of the examples shows texel sizes). The close-up views show that our technique results in few
artifacts even in complex situations.

Figure 11 shows several screenshots of feature-based normal maps created using our technique. The origi-
nal real-time demos may be locatedwatw.mrl.nyu.edu/"parilov/demos/techreps/normmaps
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Fig. 10 Examples of user-defined profiles. The discontinuity map is the same in all cases; note that in some cases, the disconti-
nuity is removed entirely: a spectrum of creases of variable sharpness is possible.

%

6 Conclusions and Future Work

We have demonstrated a simple and efficient technique for rendering feature-based normal maps. Our ap-
proach combines procedural and image-based techniques to enable high-quality interactive rendering of sharp
small-scale features on surfaces. The preprocessing required by our approach is relatively simple and for tex-
tures of moderate size can be done interactively. The main downside of these type of techniques is the con-
straints imposed on local configurations of feature lines. Furthermore, this technique works best for piecewise
linear features. While curves can be easily approximated substantially higher resolution would be required.

Similar approaches can be applied to more advanced types of geometric mapping, such as relief and
displacement maps. Further advances in the speed of graphics processors may make it possible to use low-
order polynomials instead of straight lines for accurate curve representation. As is discussed briefly in [9], it
is possible to remove some of the topological restrictions by considering higher resolution textures localized
to the areas of multiple curve intersections.

Acknowledgements We would like to thank Jeff Han for his valuable comments on GPU implementation of normal maps.
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A Fragment Shader program

The pseudo-code below describes the part of our fragment shader program which estimates a desired (peinadla given
pixel samplep,, by applying Equation (1) on the reconstructed valBég,. ), d(p. ), andVd(p.). The input for the program are
the (u, v) coordinates op., normalsn; and distanced; at the corners of the texel contaipg, and the discontinuity signature
for that texel. The output is an estimated normalat

1 find locations of discontinuity points., ps, pc, pa from the texel's discontinuity signature; set as an intersection of
Segment%a ) pC] and [plN pd} ;
2 fetch the texel edge indices of end-points of discontinuity segments for the texel;
3 reconstruct normals and distances at the active discontinuity points - the pointg,frop, which are on the same side of
discontinuity segments as;;
3.1 depending on the number of corners reachable from a given active point, choose one of the following three cases to
reconstruct the normal
3.1.1 two corners: interpolate normal from the values at these corners;
3.1.2 one corner: copy the normal from the corner;
3.1.3 none (such active point is a common end-point of the discontinuity segments): use the normal from the opposite end-
point of either segment;
3.2 set distance to zero at every active point which is located on the discontinuity; otherwise, interpolate the distance from
the values at reachable corners;
4 determine the triangle containing pojmt; if needed, reconstruct the normal and distance.anterpolating between the
values at the endpoints of the discontinuity with known values;
5 using the barycentric coordinates of pgint compute the interpolated normal and the distange. d&tom known values at
the triangle vertices; apply Equation (1) to the resulting values to calculate the final blended nogmal

Figure 12 shows normal interplation for a texel with two discontinuity segments inside.

d, d_=0 n.d,
n,d, n,d, n,d,
T f ne’ de
p] pa p2 }’l] —> I/lﬂ
d, d,=0

Fig. 12 Computing the normat, and distance,, at a pixel sampl@,. Left: [p., ps] and[pa, p.] are the discontinuity segments
inside the texel; locations ¢f., ps, pc, p4, andp. are calculated. Center: computing normals and distances, at., p4, and
pe. Right: triangle(p., p4, pe) COversp,; values at the triangle’s corners are used to compytendd,.

! the same rules are applied for reconstructing the gradient of the distance function;



