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Glossary

These ambiguities, redundancies, and deficiencies recall those
attributed by Dr., Franz Kuhn to a certain Chinese
encyclopaedia entitled Celestial Emporium of Benevolent
Knowledge. On those remote bages it is written that animals gre

divided into (a) those that belong to the Emperor, (b) embalmed
ones, (c) those that are trained

] , (d) suckling pigs, (e) mermaids,
(P fabulous ones, (g) stray dogs, (h) those that are included in
this classification, (i) those th

) at tremble as if they were mad, (j)
innumerable ones, (k) those drawn with a very fine camel’s hair
brush, (1) others, (m) those that have just broken q flower vase,

(n) those that resemble flies from a distance.

Jorge Luis Bofges, “The Analytical Language of John Wilkins,” Other Inquisitions

This glossary lists most of the formal notations used in this book.
Omissions fall primarily into the following four categories:

e Symbols that are highly specific to a problem or to a narrow mi-
croworld, such as “john,” “table,” and “heat_flow.”

e Standard mathematical notati

on that is infrequently used, such as
“sin(X)”, ,

e Grouping symbols: parentheses, brackets, and commas.

o Notations that are de
bols, rather than on
meaning the interpre

An entry in this

rated by periods.

pendent on a particular structuring of sym-
the use of a particular symbol, such as of
tation of o under interpretation 7.

glossary consists of the following four parts, sepa-

b

1. The symbol and its use. A
by its arguments. For a sy
the symbol, then illustrate i

prefix symbol is followed immediately
mbol that is not a prefix, we first list
ts placement relative to its arguments.
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As in the text, object-level variables are represented by italicized
capital symbols; metalevel variables are represented by Greek let-
ters. \

2. The category of the symbol. This is one of the following:

o First-order logical symbol

e Constant symbol

e Function symbol

o Predicate symbol

o Special symbol; a symbol that appears inside a first-order for-
mula, but is not interpreted in a standard way; syntactic sugar

e Modal operator

e Metalevel symbol

o Symbol associated with plausible reasoning.

3. Explanation of the symbol, including the sorts or categories of its
arguments.

4. Reference to the page wi’xere the symbol is defined.

Some symbols are given more than one definition. Some of these
are symbols that have different categories in different theories, such
as “know,” which can be either a modal operator or a predicate with
a string argument. Others are symbols that have been overloaded,
such as square brackets, which can be used for grouping, to indicate
a closed interval, or to indicate the sign of a quantity.

—¢. Logical. Negation of sentence ¢. [p. 31]

V. ¢ V. Logical. Boolean operator: Formula ¢ or for-
mula ¢. [p. 31]

A. AP Logical. Boolean operator: Formula ¢ and for-
mula . [p. 31]

=. o= Logical. Boolean operator: Formula ¢ implies

formula . [p. 31]

S, ¢, Logical. Boolean operator: Formula ¢ if and
only if formula ¥. [p. 31]

V. ¢Vib. Logical. Boolean oiferator: Either formula ¢
or formula % but not both. [p. 31]

Vpe(p). Logical. Universal quantifier: Formula « holds
for all values of variable p. [p. 36]




Jpa(p).
3 pa(p).
0.

Q.

L.

0.
[1[L,U]

[1 [X].

+. X +Y.

{}. {X1,X2,...Xk}.

-X.
- X-Y.

- S-T.
U. SUT.
Nn. SNT.
<>. < X1,X2...>.

XY,

AX.

Il 1S

Glossary ' 483

Logical. Existential quantifier: Formula o holds
for some value of u. [p. 36]

Logical. Unique existential quantifier: For-
mula « holds for a single value of y. [p. 47]

Constant. Zero. [p. 155]

Constant. Infinite quantity. [p. 151]
Consfant. Null value. [p. 44]
Constant. The empty set. [p. 49]

Function. Closed interval from quantity L to
quantity U. [p. 151]

Function. Sign of quantity X, or interval con-
taining X in some fixed partition. [p. 161,
168]

Function. Sum of quantities X and Y. [p. 155]

Function. The set containing X1,X2,...Xk.
[p. 48]

Function. Negative of differential quantity X.
[p. 155]

Function. Difference of quantities X and Y.
[p. 155]

Function. Difference of sets S and 7. [p. 50]
Function. Union of sets S and 7. [p. 50]

>

Function. Intersection of sets S and 7. [p. 50]

Function, Tuple of entities X1, X2... Xk. [p.
50]

Function. Product of quantity X with quantity
Y. [p. 157]

Function (relative to two implicit situations).
Change in parameter X from one situation to
the other. The value of AX is in the differen-
tial space of the range of X. [p. 161]

Function. The cardinality of set S. [p. 158]
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€. X €S.
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.SCT.
< XKY.

£ X#Y.
~ X ~Y.

O<Q+. F0<Q+ G.

XQ-- F XQ- G.
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Function. Sign of the derivative of parameter
X. 80X is a fluent whose range is the differen-
tial space of the range of X. [p. 166]

Function. Negation of state A. ~ A is a state.
[p. 224, 402]

Function. Open interval from quantity X to
quantity Y. [p. 152]

Predicate. Entity X isvequai to entity Y. [p.
43]

Predicate. Quantity X is less than quantity Y.
[p. 147]

Predicate. Entity X is an element of set S. [p.
48]

Predicate. Set S is a subset of set T. [p. 50]

Predicate. Quantity X is negligible as com-
pared to quantity Y. [p. 180]

Predicate. Entities X and Y are notequal. [p.
43] .

Predicate. Sign X is compatible with sign Y.
[p. 161]

Predicate (sort of; see text). Parameter F is
qualitatively proportional to parameter G. [p.
322]

Predicate (sort of; see text). Parameter F' is
inversely qualitatively proportional to param-
eter G. [p. 322]

Special. The set of all p such that « holds. [p.
48]

Special. String of characters ABCDE. [p. 78]

Special. Splice the name of X into a character
string. [p. 3701 -




<X,
1o <X |-

d(w)a(p).

E. E¢

E Ik

E TE¢.

F. TF .

ab(X).

abut(RR, PP, FF).

acquainted(A4A).
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Special. Splice X with an extra level of quota-
tion into a character string. [p. 370]

Special. Splice string X into a character string.
[p. 870]

Special. p is a variable, and « is an open for-
mula. The unique g such that «(x) holds. [p.
48]

Metalevel. Sentence ¢ is universally valid. [p.
29]

Metalevel. Sentence ¢ is true in interpretation
Z. [p. 29]

Metalevel. Sentence ¢ is a semantic conse-
quence of set of sentences I'. [p. 29]

Metalevel. Formula ¢ can be proven from set
of formulas T'. [p. 29]

Predicate. Entity X is abnormal (used in non-
monotonic inference). [p. 113]

Predicate. Regions RR and PP abut in bound-
ary FF. [p. 258]

Function: State of all the agents in set A4
having common knowledge of their respective
names. [p. 438]

action(ACTOR,ACTION,OBJECT,SOURCE,DESTIN ATION).

active(S, P).

actor_of(F).

after(d, ¢).

always.

Function. In conceptual dependency, the event
type of agent ACTOR performing action type
ACTION on object OBJECT taking it from
location SOURCE to location DESTINATION.
[p. 450]

Predicate. Process P is active during situation -
S. [p. 323]

Function. The agent who is the actor of event
type E. [p. 410]

“Modal. The state that follows if event ¢ occurs

in a situation where state 6 holds. [p. 231]
Constant. The set of all situations. [p. 224]
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angleX,Y,Z).

angle(Z, C).

angle(F,C).

apply(O, Al... Ak).

assumptions(S).
atrans.

attend.

before(Z, J).

believe(4, ¢, S).

believe(4, P, S).

believing(A4, ¢).
believing(A4, P).

bel_acc(A, W1, W2).

border(RR, PP,S).

Glossary

Function. The angle formed by the rays Y —
X and Y — Z. [p. 251]

Function. The angle between direction £ and
the x axis of coordinate system C (in two di-
mensions). [p. 298]

Function. The angle between the x axes of co-
ordinate systems F and C (in two dimensions).
[p. 298]

- Function. Combines a string O, which spells

out an operator, with strings Al... Ak, which
spell out arguments, and returns the string
that spells out the application of O to Al ... Ak.
[p. 78]

Metalevel. In natural deduction, the assump-
tions of proof step S. [p. 87]

Constant. In CD, the action type of transfer-
ring possession. [p. 452]

Constant. In CD, the action type of focusing a
sensory organ. [p. 452]

Predicate. Interval I ends strictly before in-
terval J begins. [p. 148]

Modal. Agent A believes sentence ¢ in situ-
ation S. (S may be omitted if time is not an
issue.) [p. 356, 381]

Predicate. Agent A believes the sentence spell-
ed out by string P in situation S. (S may be
omitted if time is not an issue.) [p. 356, 367]

Modal. The state of agent A4 believing sentence
¢. [p. 381]

Function. The state type of A believing the
sentence spelled out by P. [p. 381]

Predicate. Possible world W2 is accessible from
world W1 relative to the beliefs of 4. [p. 72,
365]

Predicate. In TOUR, path PP is on the bor-
der of region RR. S is a Boolean, indicating
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boundary(AA).
bounded(RR).
bpe(4, B1, B2).

bulk(RR, D).
can_achieve(4, G, S).
can_do(4, P, ).

card(S).
change(F, D).

circle(O, D).
CIRC(T, p).

ck_acc(FAA, W1, W?2).

clock_time.

close(X,Y).

colinear(X, Y, Z).
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whether the forward direction of PP goes clock-
wise or counterclockwise around RR. [p. 281]

Function. The boundary of region AA. [p. 258]
Predicate. Region RR is bounded. [p. 255]

Predicate. Behavior B2 is compatible with the
perceptions of agent A4 in behavior B1. [p. 388]

Predicate. Region RR is bulk with radius D
(see text for formal definition). [p. 343]

Predicate. Agent A can achieve goal G in sit-
uation S. [p. 422]

Predicate. Agent A can perform plan P in sit-
uation S. [p. 422]

Function. Cardinality of set S. [p. 158]

Function. Event type of quantity-valued fluent
F' changing in direction D. [p. 452]

Function. The circle with center O and radius
D. [p. 251]

Plausible. The circumscription of theory 7 in
predicate p. [p. 111]

Predicate. Possible world W2 is accessible from
world W1 relative to the common knowledge
of FAA. FAA is a fluent ranging over sets of
agents. [p. 439]

Constant. The fluent that gives the clock time
in a given situation. [p. 190]

Predicate. The difference between quantities
Y and X is negligible as compared to their
magnitude. [p. 180]

Points X, Y, Z are colinear. [p. 251]

common_know(SAA, P, S).

Predicate. The agents in the set denoted by
string SAA have common knowledge of the
sentence spelled out by string P in situation
S. [p. 438]
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complement(RR).

concs(S, D, &).

concurrent(E1...Ek).

cond(4, E1, E2).

CODd(B, ¢1 , ¢2)
congruent(AA,BB).

conj(@).

Glossary

Function. The complement of region RR. [p.
255]

Plausible. In default logic, the conclusions
from the set of sentences S using default rules
D in extension &. [p. 116]

Function. The event type of event types E1...
Ek occurring concurrently. [p. 228]

Function. The event type “If state type A holds,
then event type E1, else event type E2.” [p.
225]

Modal. If state 6, then event ¢, else event ¢,.
[p. 231]

Predicate. Regions AA and BB are congruent
without reflection. [p. 255]

Function. Conjugate of quaternion Q. [p. 302]

connected_component(CC, XX).

connected XX).

contains(Z, J).
content(:S‘).

coorl(P, C).

coordinates(®P, C).

cylinder(!i, R, F).

d belief(4, ¢).

Predicate. Region CC is a connected compo-
nent of region XX. [p. 255] .

Predicate. Region XX is connected. [p. 255]

Predicate. Interval I contains interval J. [p.
149]

Metalevel. In natural deduction, the content
of proof step S. [p. 86]

Function. Maps a k-dimensional point P and a
coordinate system C onto a k + 1-by-1 column
array consisting of the coordinates of P in C
followed by 1. [p. 297]

Function. The coordinates (a k-tuple) of k-
dimensional point P in coordinate system C.
[p. 247, 295]

Function. The right circular cylinder of height
I and radius R with the bottom face in the x-y
plane of coordinate system F centered at the
origin. [p. 274]

Modal. The degree (a real number) to which
agent A believes sentence ¢. [p. 370]




dbl_quote(S).

dboundary(RR).

dboundary(RR).

declarative.

dedgeX,Y).
deliberate(4, E).

delta(X).

denotation(S).

deriv(P).

diameter(RR).

direction(X,Y).

dir_cosines(D, C).

disable(S, E).

distinet(X; ... X).

distX,Y).
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Function. String S with an extra level of quo-
tation (a string). [p. 81]

Function. Boundary of two-dimensional region
RR directed counterclockwise around RR. [p.
276]

Function. Boundary of three-dimensional re-
gion RR directed outward from RR. [p. 343]

Constant. Declarative mode of illocutionary
acts.

Function. Directed edge from X to Y. [p. 276]

Function. Event type of the deliberate perfor-
mance by A of the action denoted by string E.
[p. 414]

Function (relative to two implicit situations).
Change in parameter X from one situation to
the other. The value of delta(X) is in the dif-
ferential space of the range of X. [p. 160]

Function. The éntity denoted by string S. [p.

-81]

Function. The derivative of parameter P with

-respect to time. deriv(P) is a parameter whose

range is in the differential space of the range
of P. [p. 165]

Function. The diameter (a length) of region
RR. [p. 249]

Function. The direction of the ray from X to
Y. [p. 251]

Function. Maps k-dimensional direction D and
coordinate system C to the k-tuple of direc-
tional cosines. [p. 295]

Predicate. In CD, state S makes event £ im-
possible. [p. 453]

Predicate. Entities X 1...X; are all unequal.
[p. 43]

Function. The distance (a length) between
points X and Y. [p. 249]
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do(4, E).

during(Z, J).

empty(RR).

enable(S, E).

end(I).

eql(F,G).

equal(Z, J).

event_part(K1, K2).

expel.

FALSE.
feasible(P).

filled liquid(RR).

finishes(I, J).

fixed(O).
flow_through(F).

future(d).

goal(4, G, S).

goes_through(FF, PP).

Glossary

Function. The event type of agent A perform-
ing action type E. [p. 410]

Predicate. Interval I starts after and ends be-
fore interval J. [p. 148]

Function. State of region RR being empty. [p.
343]

Predicate. In CD, state S makes event E pos-
sible. [p. 453]

Function. Maps an interval I to its least upper
bound. [p. 151]

Function. The state type of fluent F being
equal to fluent G. [p. 189]

Predicate. Intervals I and J are equal. [p.
148]

Predicate. Event token K1 is part of event
token K2. [p. 192]

- Constant. In CD, the action {ype of emitting

something from the body of the agent. [p. 452]
Metalevel. Falsehood. [p. 32]

Function. State of plan P being feasible. [p.
398]

Function. State of region RR being filled with
liquid. [p. 343]

Predicate. Interval I starts after interval J,
but they end together. [p. 148]

Predicate. Object O is immovable. [p. 334]

Function. Fluent of the flow of liquid through
directed face F. [p. 343]

Modal. ‘State ¢ will hold at all future times.
future(¢) is a state. [p. 231]

Predicate. In situation S, agent A has the goal
denoted by string G. [p. 414]

Function. Event type of region-valued fluent
FF going through region PP. [p. 262]




goodness(E, S).

grasp.

H(S).

happiness(4).

health_val(A4).

horizontal(PP).

illoc(AS, AH, M, P).

imperative.

ind.

infinite_on_left(I).

infinite_on_right(I).

influence(P, Q).

ingest.
initiate(S, M ).

inside(II, RR).
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Function. The ethical value (a quantity) of
event type E in situation S. [p. 449]

Constant. In CD, the action type of the agent
grasping an object. [p. 452]

Plausible. Entropy. S is a probability distri-
bution defined on a frame of discernment. [p.
131]

Function. In CD, the fluent of agent A’s hap-
piness over time. [p. 452]

Function. In CD, the fluent of agent A’s health
over time. [p. 452]

Predicate. Planar surface PP is horizontal. [p.
255]

Function. The event type of agent AS perform-
ing an illocutionary act with agent AH being
the hearer, M being the mode, and string P
being the content. [p. 442]

Constant. The imperative mode of an illocu-
tionary act. [p. 442]

Constant. The interval of all quantities. [p.
161]

Predicate. Interval I is unbounded below. [p.
151]

Predicate. Interval I is unbounded above. [p.
151]

Function. The influence of process P on pa-
rameter Q. influence(P, Q) is a fluent ranging
over the differential space of Q. [p. 323]

Constant. In CD, the action type of consuming
an object. [p. 452]

Predicate. In CD, action of state S initiates
mental state M. [p. 453]

Predicate. Region IL is an inside of region RR.
[p. 251]
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instrumental(£1, E2).

intersect(Z, J).

interval(l).
is_constant(S).
is_inside(II, BB).

is_meaningful(S).

is_sentence(S).

is_symbol(S).

is_term(S).

join(I, J).

know(A4, ¢, 5).

know(A4, P, S).

know_acc(4, W1, W2).

know_fluent(A4, F, S).

knowing(A4, ¢).

knowing(4, P).

know_val(4, r, S).

Glossary

Predicate. In CD, action FE1 is instrumental to
action F2. [p. 453]

Predicate. Intervals I and J have more than
a single point in common. [p. 207]

Predicate. I is an interval. [p. 150]
Predicate. String S is a constant. [p. 80]
Predicate. Region II is inside the box BB.

Predicate. String S is meaningful (a term or a
formula). [p. 80]

Predicate. String S is a sentence. [p. 80]

Predicate. String S spells out a single symbol.
[p. 80]

Predicate. String S is a term. [p. 80]

Function. If I and J are intervals that meet,
join(I,J) is the interval that starts with the
beginning of I and ends with the end of J. [p.
149] *

Modal. Agent A knows sentence ¢ in situation

“S. (S may be omitted if time is not an issue.)

[p. 873]

Predicate. Agent A knows the sentence spelled
out by string P in situation S. (S may be omit-
ted if time is not an issue.) [p. 373]

Predicate. Possible world W2 is accessible from
world W1 relative to the knowledge of agent A.
[p. 877]

Modal. In situation S, agent A knows the cur-
rent value of fluent F. [p. 382]

Modal. The state of agent A knowing sentence
¢. [p. 381]

Function. The state type of agent A knowing
the sentence spelled out by P. [p. 381]

Modal. Agent A knows the value of term 7 in
situation S. [p. 378]



R

know_val(4,T, S).
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Predicate. Agent A knows the value of the
term spelled out by string 7" in situation S. [p.
378]

know_whether(A ¢, S).Modal. Agent A knows in situation S whether

sentence ¢ is true. [p. 378]

know_whether(4, P, S).Predicate. Agent A knows in situation S whether

kp_satgisﬁed(A, E,S).

L(¢).

label(S).

leads_to(P, G).

liquid_at_rest(RR).

liquid_in(RR).

lower_bound(X, I).

M(g).
mbuild.

meaning_of(S, K).

measure(M, C).

meets(I, J).

the sentence spelled out by string P is true. [p.
378]

Predicate. The knowledge preconditions of the
action spelled out by string E are satisfied for
agent A in situation S. [p. 419]

Modal. ¢ is necessarily true. Used in this book
as a generic modal operator. [p. 60]

Metalevel. In natural deduction, the label of
proof step S. [p. 86]

Function. A state in which the execution of
plan P will lead to the accomplishment of goal
G. [p. 398]

Function. The state type of all the liquid in
region RR being at rest. [p. 343]

Function. The fluent of the quantity of liquid
in region RR. [p. 342]

Predicate. X is a lower bound for interval I.

[p. 151]

Modal. ¢ is possibly true. Used here as a
generic modal operator. [p. 60]

Constant. In CD, the action type of making a
mental constructlon [p. 452]

Function. The meaning of string of phonemes
S in speech-act token K. meaning_of(S, K) is
a string of symbols in a formal language. [p.
443]

Function. The measure (a real number) of
length 3 in coordinate system C. [p. 295]

Predicate. Interval I ends as interval J begins.
[p. 148]
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mloc(M, P). Function. In CD, the fluent of mental location
P containing mental object M. [p. 452]

mode_of(S, K). Function. The mode of string of phonemes § in
speech-act token K. For example, mode_of(S, K)
may be “declarative” or “imperative.” [p. 443]

monotonic(QD, QI, QF, SG).
Predicate. Parameter QD depends on param-
eter QI in the direction indicated by sign SG
for fixed values of parameter QF. [p. 163]

motionless(O). Function. The state of object O being motion-
less. [p. 345]

move. Constant. In CD, the action type of moving a
body part. [p. 452]

mtrans. Constant. In CD, the action type of commu-

nicating information from one mental location
to another. [p. 452]

name_of(X). Function. A constant string denoting entity X.
[p. 81]

neg. Constant. The interval of negative quantities.
[p. 161]

normal(RR). Predicate. Region RR is normal. [p. 258]

null. Constant. The event type of a no-op. [p. 226]

obligatory(E, S). Predicate. Event type E is obligatory in situ-
ation S. [p. 449]

occurs(l, E). " Predicate. Event type occurs during interval
I. [p. 192]

occurs(Z, ¢). Modal. Event ¢ occurs during interval I. [p.
231]

occurs_exclusively(K). Predicate. Event token K constitutes all that
occurs during its time period. [p. 230]

occursin(l, E). Predicate. Event type E occurs some time dur-
ing interval I. [p. 412]

Odds(E). Plausible. The odds on event E. [p. 129]

Odds(® | F). Plausible. The odds on event E given event F.

[p. 129]




Glossary 495

on_path(PP,X,,...X;).Predicate. In TOUR, places X; ...X} appear

opening(00, XX, II).

ordered(X,Y).
origin(C).
OU(E|F).
overlaps(7, J).

overlap_of(I, J).

overlap reg(XX, ,YY).

owner_of{O).
P(E).

P(E | F).
past(¢).
pe(A, L1, L2).

permits(4, E).

permitted(Z, S).

place(0).

planar(RR).

in that order on path PP. [p. 281]

Predicate. Region OO is an opening of barrier
region XX into interior region II. [p. 261]

Predicate. Quantities X and Y are ordered
with respect to one another. [p. 150]

Function. The origin (a point) of coordinate
system C. [p. 251]

Plausible. The update in the odds of event E
given event F. [p. 130]

Predicate. Interval I overlaps interval J from
the left. [p. 148]

Function. The common subinterval of overlap-
ping intervals I and J. [p. 149]

Predicate. Regions XX and YY overlap. [p.
251]

Function. The fluent of object O’s owner (an
agent) over time. [p. 451]

Plausible. The a priori probability of event E.
[p. 120]

Plausible. The conditional probability of event
E given event F. [p. 120]

Modal. State ¢ held at all future times. past(¢)
is a state. [p. 231]

Predicate. Layout L2 is compatible with layout
L1 relative to the perceptions of A. [p. 387]

Function. State type of agent A permitting
event type E. [p. 451]

Predicate. Event type E is permitted in situa-
tion S. [p. 449]

Function. The fluent of the region occupied by
object O over time. [p. 328]

Predicate. Region RR lies in a plane. [p. 255]
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plan(4, P, S).
plausible(T, ¢).

pos.

position(0).

possible_occur(S, E).

precedes(S1,.52).
present_in(O, S).
prevent(E).
prim_change(Z, F).

prim fluent(F).
prim_state(F).

primitive(E).

Glossary

Predicate. In situation S, agent A intends to
carry out the plan described in string P. [p.
414]

Plausible. Generic plausible inference. Sen-
tence ¢ is a plausible inference given T, in the
absence of evidence against ¢. [p. 101]

Constant. The interval of positive quantities.
[p. 161]

Function. The fluent of solid object O’s position
over time. In each situation, position(O) is a
rigid mapping. [p. 328]

Predicate. It is possible for event type E to
occur starting in situation S. [p. 213]

Predicate. Situation S1 precedes situation S2.
[p. 190]

Predicate. Entity O exists in situation S. [p.
191]

Function. The event type’of preventing event
type E. [p. 215] '

Predicate. Primitive fluent F' changes during
interval I. [p. 204]

Predicate. F' is a primitive fluent. [p. 204]
Predicate. F is a primitive state. [p. 204]
Predicate. Event type E is primitive. [p. 230]

primitive_component(K P, K C).

Predicate. Event token K P is a primitive com-
ponent of compound event token KC. [p. 230]

primitive_routine(ACT, A).

process(P, A).
prohibited(E, S).

Predicate. ACT, a function from arguments to
an action type, is a primitive robotic routine
for agent A. [p. 419]

Predicate. P is a process of type A. [p. 323]

Predicate. Event type E is prohibited in situ-
ation S. [p. 449]
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pronunciation(P, S, L). Predicate. String of phonemes P is an accepti-

propel.

ptrans.

quat(P, F).

real_chronicle.

reason(M, E).

rectangle(C, I X, IY).

regular(RR).

result(S, E).

result(E, S).

scaley (X).

sequence(E; ... Ey).

sequence(g; . .. ¢p).

set(S).
shape(O).

sign(X).

ble pronunciation of string of characters S in
language L. [p. 441]

Constant. In CD, the action type of exerting a
force on an object. [p. 452]

Constant. In CD, the action type of moving an
object. [p. 452]

Function. The quaternion corresbonding to
point P in coordinate system F. [p. 302] ’

Constant. In a branching theory of time, the
chronicle that actually occurs. [p. 213]

Predicate. In CD, mental state M is a reason
for action E. [p. 453]

Function. The rectangle of points with coordi-
nates in IX x IY in coordinate system C. [p.
251]

Predicate. Region RR is regular. [p. 258]

Function. In the situation calculus, the result
of performing action type E in situation S. [p.
217]

Predi(.;éte. In CD, event E results in state S.
[p. 453]

Function. The measure of quantity X relative
to unit quantity U. [p. 156]

Function. Event type of the occurrence of event
types E; ... E} in sequence. [p. 225]

Modal. Event of the occurrence of events ¢ . .. ¢y
in sequence. [p. 231]

Predicate. S is a set. [p. 49]

Function. The shape (a region) of object O. [p.
328] .

Function. The sign (an interval) of differential
quantity X. [p. 161]
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simply_connected(RR).
sincere(X).

solid(0).
solid_coating(RR, D).
some_future(d).
some_past(¢).

sort_of{O).
speak(P).

speak.

star(X, < PP1,51 >,

start(I).

starts(Z, J).

Glossary

Predicate. Region RR is simply connected. [p.
256]

Predicate. Speech-act token K is sincere. [p.
443]

Predicate. O is a solid object. [p. 342]

Function. The state of region RR being the
“coating” within distance D of solid objects. [p.
343]

Modal. State ¢ will be true at some point in
the future. some_future(¢) is a state. [p. 231]

Modal. State ¢ will be true at some point in
the past. some_past(¢) is a state. [p. 231]

Function. The sort of entity O. [p. 45]

Function. The event type of speaking the phoneme
string P. [p. 441]

Constant. In CD, the action type of making a
sound. [p. 452] >

, < PP, S >).

Predicate. In TOUR, places PP, ...PP; meet
at place X. Moreover. the directed paths PP;
with sense S; occur counterclockwise around
X. [p. 281]

Function. The greatest lower bound (a quan-
tity) of interval I. [p. 151]

Predicate. Interval I starts with interval J,
but finishes first. [p. 148]

subst(SNEW,SVAR,SOLD).

success(P,G).

sum_over(S, F).

Function. The result (a string) of substituting
SNEW for every occurrence of variable sym-
bol SVAR in string SOLD. [p. 80]

Function. The fluent giving the degree to which
plan P will succeed in achieving goal G in each
starting situation. [p. 409]

Function (second order). The sum of F' over set
S. F is a function from S to some differential
quantity space. [p. 158]




surf_norm(PP, X).

Th(S).

time_of(K).

token_of( K, E).
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Function. The surface normal (a vector) point-
ing out of region PP at surface point XX. [p.
263]

Metalevel. The set of first-order consequences
of theory S. [p. 116]

Function. The time interval in which event (or
state) token K occurs. [p. 191]

Predicate. Event (or state) token K is a token
of event (state) type E. [p. 191]

tolerance(CC, < EE1, D; >, ... < EEy, D; >).

transfer(O, A).
true_in(S, A).
truein(S, ¢).

TRUE.
true(P).

tuple(X; ... X).
twilight_zone.
two_d(FF).
unit_length(C ).
upper_bound(X, I).

use_of(E, A, 0).

Predicate. Directed edges EE; ... EE; approx-
imate directed curve CC within tolerances
D ... Dyg. [p. 275]

Function. Action type of transferring posses-
sion of object O to agent A. [p. 451]

Predicate. State Aistruein S. S is a situation,
a possible world, or a layout. [p. 56, 73, 188,
365, 389]

Modal. State A is true in situation S. [p. 231]
Metalevel. Truth. [p. 32]

Predicate. String P spells out a true sentence.
[p. 81]

Function. The tuple of X; ... X} in order. [p.
50]

Constant. Imaginary situation that results
from an impossible event “occurring.” [p. 400]

Predicate. Region FF is two dimensional. [p.
258]

Function. The unit of length in coordinate sys-
tem C. [p. 251]

Predicate. Quantity X is an upper bound of
interval I. [p. 151]

Event type E constitutes a use of object O by
- agent A. [p. 451]
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valid(P, G).

value_in(S, F).

value_in(S, 7).
volume(RR).
wO.

wait(T).

wait_until(@).

wait_while(F).

while(4, E).

while(d, ¢).

x_axis(C).

z_coor(P, C).

z_y z_euler(F,C).

Glossary

Function. State type of plan P being a valid
way to accomplish goal G in a situation. [p.
398] '

Function. Value of fluent F in S. S is a situa-
tion, a possible world, or a layout. [p. 58, 73,
160, 188, 365, 387]

" Modal. Value of term 7 in situation S. [p. 231]

Function. The volume of region RR. [p. 263]
Constant. The real world. [p. 74]

Function. The action of waiting for time dura-
tion T\ [p. 410]

Function. The action of waiting until state Q
becomes true. [p. 410]

Function. The action of waiting until event E
is complete. [p. 410]

Function. Event type E occurs repeatedly as
long as A holds at the beginning of each iter-
ation. while(4, E) is an event type. [p. 225]

Modal. Event ¢ occurs repeatedly as long as
6 holds at the beginning of each iteration. [p.
231]

Function. The positive x direction in coordi-
nate system C. [p. 251]

Function. The z coordinate (a real number) of
point P in coordinate system C. [p. 256]

Function. The Z-Y-Z Euler angles (a triple of
real numbers) of the orientation of coordinate
frame F relative to coordinate frame C. [p.
274]
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abduction, 4
abnormality predicate, 113
ABSTRIPS, 431
abutment, 258
accessibility relation, 67, 365
ACRONYM, 181
actions, 346
concurrent, 413
deliberate, 414
directly executable, 419
in CD, 450
add list, 215
addition, 154
agents, 346, 353-354
analogy, 100
anchored propositions, 229
Archimedean property, 156
architectures, domain-
independent, 26
area, 247
arrogance, axiom of, 359, 362,
376, 391
assimilation, 4
assumption, rule of inference in
natural deduction, 87
autoepistemic inference, 98, 364
axiom
logical, 31
proper, 31
rule of inference in natural
deduction, 87
schema, 30

B

Barcan axiom, 62, 64
Bayes’s formula, 123-125, 129,
136
behavior, 387, 388
belief, 356373
axioms in syntactic form, 871—
372
axioms in terms of possible
worlds, 368
axioms of, 358-365, 391
degree of, 96, 370-373
. derivable, 357
explicit, 357
implicit, 357
modal theory, 856, 390
syntactic theory, 367-370,
391
blocks-world, 193-209
bound occurrence of a variable,
36
boundary representation, 274—
278
BOUNDER, 181
BUILD, 431

C

calculus, propositional, 81

cardinality, 158

causal axioms, 193

CD, 346, 392, 450453, 455

charity, principle of, 360, 362,
391

cheating husbands problem, 455
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chronicle, 212
circumscription, 109, 142
with variable predicates, 114
circumscriptive axiom schema,
110
clobbering, in TWEAK, 403
clock times, 190 .
closed-world assumption, 106,
140, 142
in cognitive maps, 244
cognitive maps, 242, 305
coherence, axiom of, 359, 361
common knowledge, 436—439, 453
communication, 435, 440448,
455
completeness, 10
of a logic, 30
of an axiom system, 30
theorem, Godel, 30
component model, 312-320, 347
comprehension, axiom of, 49
used to generate states and
events, 223
conceptual dependency, see CD
concurrency, 228-230
" actions, 413
events and frame axioms,
206
conditionals, 225
configuration spaces, 14, 282—
286
consequential closure, 55, 62, 98,
357-359, 375,
on common knowledge, 438
consistency, axiom of, 359, 361
constant symbol, 36
constant, sentential, 31
constraints, in TWEAK, 402
constructive solid geometry, see
CSG
containment, 255-257
continuity, in spatial curves, 290
continuity, rule of, 172
control structures, 225

cooperation, 439

coordinate system, 247, 295

coordinate transformations, 294—
302

counterfactuals, 91

cross-world identification, 74

CSG, 14, 270-274, 307

curvature, 289

CYC, 25

D

DAG, 148

data-dependencies, 141

de dicto modality, 74

de re modality, 74, 91

declarative acts, 440

declarative representation, 3

deduction theorem in a nonmono-
tonic logic, 143

deduction, 4, 16

default rules, 97

default theory, 115-117, 140

definite descriptor, 47

definitional equivalence, 34

delete list, 215

deletion, 4

Dempster-Shafer theory, 141

derivability, 29 ’

derivatives, 164—-166

DEVISER, 431

difference, 154155

difference space, 154

differential, surface, 263

direction, 247

representation of, 295

discharging, 65, 86, 87

distance, 249

domain closure, 103, 140, 142

“* durations, 190

dynamic analysis, 334, 348
dynamic logic, 237

dynamic modal operators, 231
DYNAVU, 306
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E

emotion, 392
endorsements, 141
entities, 38
entropy, maximum, 131-135
envisionment graph, 175, 185,
293
ENVISION, 14, 313, 347
equality, 43
equidistribution, principle of, 126—
127, 131, 132
equilibrium, perturbation of, 319
establishment, in TWEAK, 407
ethics, 435, 448450, 455
Euler angle, 300
event, 192-193
complex, 220225
external, 409
mental, 353
probabilistic, 120
propositions, 229
template, in TWEAK, 402
token, 192
type, 192
abstraction hierarchy, 193
as sets of intervals, 223
in TWEAK, 402
evidence
combination, 128
independent, 128
exclamatory acts, 440
existence, unique, 47
existential generalization, 88
existential specification, 88
expert systems, 17, 21
explanation, 99
extension in a default theory,
116
extensional operators, 56-59
extensionality, 38 ”
axiom of, 49

F

filler of a schema slot, 99
fitting, 255-257
fluents, 58, 188-191
as functions on situations,
223
Boolean, 188
derived, 203
primitive, 203
folk psychology, 354
FORBIN, 431
force, 334
formula
closed, 37
closure of, 38
ground, 41
in predicate calculus, 36
open, 37
frames, 99
frame axioms, 201-208
frame of discernment, 123
frame problem, 198-212, 237
as plausible inference, 209—
212
with concurrent actions, 228
free occurrence of a variable, 36
frequency, principle of relative,
126-127
FROB, 348
function symbol, 36
function, extensional, 40
function, partial, 44
fuzzy logic, 20, 25, 141

G

gap axioms (temporal), 202 ‘
generalization, 100
generalized cylinder, 272
geometric reasoning, 241-310
geometry, Euclidean, 243
goal subsumption, 413
goals, 395-433

achievement, 429
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crisis, 429 information
delta, 429 control-level, 3

entertainment, 429
preservation, 429
satisfaction, 429

going through, topological defi-

nition, 302-305

GPS, 431

Gricean conditions, 98, 103

ground, 334

H

HACKER, 431
histories, 237, 342

I

illocutionary acts, 440, 442445
image, 283
imperative acts, 440, 442
implementation, 6, 12
implication, material, 46, 66
incompleteness, 18-19
incompleteness theorem, Godel,
30, 84

inconsistency, 29
independence, 127-128

principle of, 133
indexicals, 20-21

in common knowledge, 437
indifference, principle of, 126
individuals, 38
induction, 4, 100

mathematical, 30
inference, 3

tautological, 33
inference rule, 29
infinitesimals, 178-180
influence

plans of, 439, 445448
influences of a process, 321

~ object-level, 3
information theory, 132
inheritance of properties, default,
142 .
interpretation, 29
in predicate calculus, 40
of a modal language, 69
interrogative acts, 440
intervals, 148-154, 237
calculus, 184
closed, 151
gapped, 152
open, 152
over a partial ordering, 150
unbounded, 151
unimodal, 170
introspection
negative, 363
axiom of, 359
positive, 363, 375
axiom of, 359
on common knowledge, 438
on plans and goals, 415
on uncertain belief, 373

J,K

kinematic analysis, 332-333, 348
knowing about, 378
knowing how, 378
knowing what, 378-381
knowing whether, 378-381
knowledge, 373-377
axioms of, 375, 391
base, 3
common, 436—439
modal theory, 390
of plans and goals, 415
preconditions, 417, 432
syntactic theory, 391
Kripke structure, 67, 69
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L

lambda abstraction, 50
landmark values, 168
language
formal, 6, 27-28
natural, 14-16, 21, 26
object, 31
layout, 387, 392
learning, 12, 21
liar sentence, 83-85, 92, 94
liquids, 342-346
LISP, 26
locutionary acts, 440441
logic, 2729
autoepistemic, 141
axiomatic, 29
deontic, 455
first-order, 28, 35-52
fuzzy, 99
higher-order, 91, 110
nonmonotonic, 101-118
programming, 13, 26
propositional, 28, 31-34
role of, 16, 26
sentential, 31
sorted, 44
logical system, 28
loops, 225

M

mapping, spatial, 247
mathematics, 24, 146
maximum-entropy, 141, 143
mean value theorem, 176

in spatial curves, 290
measure space, 147

differential, 154

integral, 154
MECHO, 348
memory, short-term and long-

term, 389, 392

MERCATOR, 14, 274-278, 305
metalanguage, 31

methodology, 4-12, 26
microworld, 6, 26
minds, 351-393

and time, 381, 391

realistic models, 388—390
modal logic, 59-76, 91

axioms of, 62

semantics of, 66—72

syntax, 60

systems of, 66
modal operators, iterated, 63,

67
modal temporal logic, 229-233
mode (of a dynamic systems),
169

augmented, 171

sequence, 169

transition network, 166, 185
modus ponens, 34
MOLGEN, 431
monotonicrelations, 159-164, 184
ménotonicity in logic, 101
motion, 261-262
motivation analysis, 395, 432
multiplication, 157

N

naive physics, 311

NASL, 431

natural deduction, 37, 86-90

natural kinds, 23 ,

natural-language text, spatial in-
formation in, 307

necessitation, 62, 64, 360, 363

necessity, 60

negation as failure, 141

Newtonian mechanics, 334-342

NEWTON, 14, 181, 287, 306,
339, 348

NML, 141

no function in structure princi-
ple, 313, 347
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NOAH, 182, 431

NONLIN, 431

nonmonotonic logic, see logic; mon-
monotonic

nonmonotonicity, in the behav-
ior of an algorithm, 108 ..

normal default theory, 115

normalization of a region, 272

null values, in temporal reason-
ing, 191

NX, 306

0]

occupancy arrays, 14, 264270,
308
oct tree, 268
ontology, 6
opacity, referential, 55, 355
in goals and plans, 414
operators
on sentences, 52-55, 91
semantic, 79
syntactic, 79
order, 147-148
order of magnitude, 178-180, 182

P

paradoxes, 83—85
parameter topology, rule of, 172
parameters, 159-160, 312

in QP theory, 322
partial orderings, 182
paths, in TOUR, 279
PENGI, 425
perception, 386-388, 391

and communication, 442
performative acts, 440
perlocutionary acts, 440
philosophy, 22-24, 26
physical reasoning, 242, 311-

350

spatial representations for,
306
piano-movers problem, 307
places in TOUR, 279
planners, 431
non-linear, 398, 401408, 431
reactive, 425427, 432
task-reduction, 411
plans
construction, 395
description, complete ver-
sus partial, 397
execution, 423
multiagent, 439
trace, in TWEAK, 402
points, spatial, 247
ports, 312 o
position, relative, 249-255
possession, 435
possibility, 60
possible course of events, 212
possible worlds, 66-74
and situations, 383—385
applied to knowledge, 377
in a first-order theory, 72—
74
in a theory of belief, 365—
367
representation of common
knowledge, 439
representation of goals and
plans, 414
semantics for probability, 125,
141
semantics, compared with
syntactic theories, 82

- preconditions, 193—-195, 215, 400

of a process, 321

predicate calculus, 35-52, 89
common errors, 4547
proof systems, 37
semantics, 38—42
syntax, 36-38
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preference relation on models,
118, 140
present moment, 233-237
prevention, 215, 411
privileged access, 359, 361, 391
on uncertain belief, 373
probabilistic model, applied to
beliefs of agents, 372
probability, 119-125, 141
conditional, 120
higher-order, 121
prior, 120
subjective, 119
procedural representation, 3
process, 321-328
Prolog, 13
promotion, in TWEAK, 407
proof, 28
in natural deduction, 86—
89
step,; 86
structure, 87
propositional attitudes, 355
propositional calculus, 31-35
proof theory, 33
semantics, 32
syntax, 31
provability, 84

Q

QAS8, 237, 431

QDE, 14, 173-177, 181, 185, 291,
320

higher-order, 182

QP theory, 14, 321-348

quad tree, 268

qualification problem, 97

qualitative differential equation,
see QDE

qualitative process theory; see
QP theory

qualitative proportionality, 322

quantification, 36

into opaque contexts, 54, 61,
74-176, 379, 391
into probabilistic sentences,
121
limited, 44, 46
over sentences, 55, 76
quantifier exchange, 89
quantifiers, semantics of, 42
quantities, 145-185
quasi-quotes, 370
quaternions, 300-302
query answering, 4
quotation, see syntatic theory

R

ramification problem, 198
RAP, 14, 425-427, 432
real arithmetic, 156-158, 181.
real world, 74
reasoning, plausible, 95-144
recursive definitions, 51-52
segions, 247 '
in TOUR, 279
set operations, 248
regular region, 258
reification, 8, 50
relation, extensional, 38
resolution, 37
rigid designator, 70, 75-76, 91,
379
rigid mappings, 294302
used with occupancy array,
267 it =
robotics, 21, 307
rotations, representation, 298—
302
route maps, 278-282
route planning, 242

S

S4 (modal logic system), 66
S5 (modal logic system), 66
sampling, 135-137
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scale, real-valued, 156-157
schemas, 99, 141
scope of quantifiers, 37
self-reference, 83-85, 92
semantics, 28
sentence, 28
in predicate calculus, 37
universally valid, 29

separation of variables, in TWEAK,

407
sequences, 225
seriality, 69
set theory, 48-50, 91
shapes, approximating, 243
signs, 159-164, 181, 184
compatibility, 161
SIPE, 431
situation calculus, 217-219
situation logic, 92
situations, 187-191, 237
and possible worlds, 383—
385
Skolemization, 37
slot of a schema, 99
solid objects, 328-342
Sorites paradox, 20, 98
sorts, 4445, 91
soundness, 30
SPAM, 306
spatial reasoning, 241-310
psychological studies, 307
speech acts, 440450
spelling out, of a metalevel con-
struct by a string, 79
splitting, 65
inference rule, 143
state-coherence axioms, 193
state propositions, 229
state token, 191
state type, 191
as sets of situations, 223
in TWEAK, 402
states, 188-191
complex, 220

mental, 353
statistical inference, 125-140
step addition, in TWEAK, 407
step, in TWEAK, 403
strings, 77, 92
symbolic, 78"
meaningful, 78
STRIPS, 215, 237, 240, 431
subtraction, 154
symbol, logical, 28
symbol, nonlogical, 28
in predicate calculus, 36
syntactic operators, 92
syntactic theory, 76-85
syntax, 28

T

T (modal logic system), 66
tangent to a curve, 289
Tarskian semantics, 3843
task reduction, 431
tautology, 33
rule of inference in natural
deduction, 87
temporal logic, 187—240
modal, 229-237, 240
temporal operator, 56
temporal reasoning, implemen-
tations, 237
tense logic, 231
term, 36
ground, 41
theorem prover, 13, 16
theorem proving, geometric, 246
theory, 31
time, 187-240
branching, 212-215, 239
real-valued, 219-220

'TOUR, 14, 278-282, 305
transparency, referential, 55

truth, axiom schema, 83
Tschebyscheff’s inequality, 136
TWEAK, 14, 215, 401408, 431
type-token distinction, 191
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U

uncertainty, 18
unique names assumption, 107
in cognitive maps, 246
in frame axioms, 204
unit quantity, 156
universal generalization, 88
universal specification, 88
ur-element, 49
UTAK, 306
utility, expected, 99

A%

vagueness, 15, 17, 19, 25, 99
variable predicates in circum-
scription, 114

variable symbol, 36
veridicality, 375

vision, 21, 241, 307

volumetric representation, 271
volume, 247

WXYZ

waiting, 410

Waltz propagation, 181

WHISPER, 348

white knight, in TWEAK, 406

Yale shooting problem, 210212,
237



