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ABSTRACT

As a supplement to conventional information services provided
by libraries, many organizations build up technical files in par-
ticular subject areas. These collections may consist of excerpts
from the published literature, supplemented by internal reports, or
they may consist entirely of institutional files, as is the case in
medical records. What distinguishes these collections is (1) the
information is recorded in natural language, either in full prose
or in the abbreviated style of notes; (2) the texts, whether in
full prose or in the abbreviated style, deal with a circumscribed
subject matter. This paper describes computer programs which con-
vert such natural language files into a structured data base. The
programs map successive sentences into a table-like structure,
called an information format, which is based on the repeating syn-
tactic and lexical patterns found in samples of the language
material. In the table, words of similar informational standing
are aligned in the same column.  The result is an organization of
the textual material which permits the information contained in
- the natural language documents to be searched automatically for
specific facts or specific types of information, and makes possible
computer preparation of statistical summaries of the different
kinds of information in the file.  Experiments in computerized
formatting of medical records will be described as well as the
methods by which the same technology (and many of the same pro-
grams) can be applied to other areas.

INTRODUCTION

Until very recently, natural language processing in informa-
tion retrieval has meant primarily the scanning of. large amounts of
machine readable natural language material for the occurrence of
particular word string combinations. Such methods, while they may
be suitable for document retrieval from large data bases, do not
provide a characterization of the contents of documents which is
adequate for more complex informational operations; for example,
checking for the presence of specific facts, or statistically sum-
marizing specific kinds of information. Yet the need for computer
programs which can perform such operations is growing. Not only
are scientists often interested in extracting and compiling infor-
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mation from diverse data sources, but many institutions today have
large natural language files which contain information that must be
accessed and processed for a variety of purposes, often on a rou-
tine basis. Some of this material is already in machine readable
form and it is likely that more will become so, especially if com-
puter programs can take over some of the burden of processing the
textual content.

The Linguistic String Project of New York University has been
engaged in developing programs for processing the information in
natural language scientific documents, both of the type found in
the published literature and of the type found in internal reports,
such as medical records. In this paper, we describe programs which
transform the sentences in a file of documents in a particular sub-
ject area into an informationally equivalent table-like forms,
called information formats. When the information is arranged in
this way it is possible for a computer to retrieve specific facts,
or produce statistical summaries of the information in the file.
Later sections of the paper describe an experiment in which infor-
mation formatting and retrieval programs were applied to a set of
English~language radiology reports. First, the formatting programs
mapped the sentences of the reports into the information format.
Then, a second program cbtained answers to specific questions about
the content »f particular reports by processing the formatted sen-
tences. A statisticdl summary of certain types of reported facts
was also computer-generated from the formatted sentences.

To illustrate the main features of information formats, Table
1 shows a simplified radiology format applied to two short X-ray
report sentences. (We call each unit set off by periods a sentence
even if, as is often the case in file material, the verb or some
other required grammatical element is missing.) As Table 1 illus-
trates, an information format has rows and columns like a numerical
table, but the table entries are words or phrases rather than num-
bers. Each column contains the words or phrases which carry a
particular kind of information in the texts; for example in Table
1 the type of test is given by column 1, the location of the test
by column 2, etc. The format columns TEST VERB FINDING correspond
to the subject-verb-object relation in the original sentence, so
that the major syntactic relations are preserved in formatting.
Thus no information is lost, and the original sentences, or para-
phrases of them, can be reconstructed from the format entries.

Simple as the examples in Table 1 are (more complicated for-
matted sentences are shown below), they raise the question: How
is it possible for computer programs to convert the information in
English sentences into table-like forms? From the outset it should
be noted that special programs based on knowledge of the subject
" matter are not written for each application. Although we check
our results with consultants who know the particular subfield of

application, we do not ask such experts to propose; a priori, an



Table 1

Simple Radiology Format

TEST ' VERB FINDING
TEST TEST-LOC DATE BE-SHOW MED~-FINDING
Br 1.1.1 |{films chest 1-31-68 - post radiation
: . fibrosis
films chest 3-26-68 - post radiation
fibrosis
Br 0.1.8 |scan liver 1-29-69 was normal
Text L] —
Br 1.1.1 1-31-68 and 3-28-68 chest films--post radiation fibrosis.
Br 0.1.8 Liver scan 1-29-69 was normal.

organization of information for that subfield, which we would then
implement in the hope that it would suffice for analyzing subfield
_texts. First of all, there would be no guarantee that a computer
could map sentences into the proposed structure. Secondly, experts
might well disagree as to what are the most important relations to
be included in the format. Lastly, as it happens, experts on the
level needed for such work are simply not available. For all these
reasons, but mainly because we attempted to find methods which
would be generally applicable and would be assured to work, we base
the processing on linguistic regularities which are inherent in the
textual material. For each subfield of application we analyze a
sample of the documents to find the syntactic and lexical regulari-
ties which can be formalized into information structures for the
subfield. These textual regularities on the subfield level corres-—
pond in a direct way to the information carried by subfield texts.
The information formats are a particularly useful way of represent-
ing these regularities for information retrieval. In the formats
the parts of sentences which carry the same kind of information ap-
pear as entries in a single column, and the informational relations
among entities in a particular row can be checked by reference to
the column headings under which the entries lie.

In order to represent the information contained in the texts
of a particular subfield, we must first establish relevant "units"
of information and a form to represent these "units". Since we do
not necessarily know at the outset the type of queries that the
data base will be used to answer, the safest approach is to pre-
serve as much of the structure of the original sentences as pos-



sible, while organizing the contents of each sentence into a mean-
ingful pattern (or format). ~We do this by constructing (manually)
a table or information format, whose columns correspond to special-
ized word classes of the subfield. (The construction of the format
is the only manual step in the processing of the texts.) A series
of programs then transfers a sentence into the table by putting
each word into the tablee-column corresponding to its subclass.
Where a word has no special subclass, it is left attached to the
word that it modifies, so that all words are transferred to the for-
mat. This creates a table whose entries are the actual sentence
words; since the order of columns is arranged to correspond to the
occurrence of word classes in a "normalized" sentence, we can re-
construct the original sentence (up to paraphrase) from-its repre-
sentation in the table. As a final step in constructing the data
base, it is necessary to "fill in" various pieces of information
that are implicit from context, but must be made explicit in the
data base; this is done automatically by a set of regularization
procedures operating on the formatted sentences.

Each of these steps will now be described for an initial ex-
periment on radiology reports [1, 2]. Our corpus consisted of the
reports from the first 13 patients in a follow-up study of cancer
patients. This material was furnished by Dr. Irwin D. J. Bross of
Roswell Park Memorial Institute. Table 2 shows four sample senten-
ces from this corpus.

CONSTRUCTING THE INFORMATION FORMAT -

The relation between a word's pattern of occurrence in a text
and its meaning enables us to establish the relevant informational
units for a given subfield. Using techniques from structural lin-
guistics, we build up word classes for the subfield by grouping to-
gether words which occur in identical or similar environments. (We
call the language used in a subfield a sublanguage. We now have a
program that will generate sublanguage word classes automatically
[3]1.) For example, in the sentences of Table 2, if we group to-
gether the head nouns occurring as subject of show, we find both x-
ray and film (ignoring suffixes). If we look at a larger subset of
the corpus we find that x-ray and film share a number of other en-
vironments (together with the words scan, plate, mammograph); these
words form a subclass in this sublanguage, based on similarity of
occurrence patterns. They also share an element of meaning, which
is related to their similarity of distribution. If we find the
subclasses for the frequently occurring words in a given corpus, we
will have found the informational “"units" characteristic of this
particular sublanguage. To the sublanguage classes, we add classes
for certain informationally important words in the language as a
whole, e.g., negation, time, and modals. From these combined clas-
ses ‘we construct the format.

We build up the format by determining the possible co-occur-
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rences of the word classes. The format must contain a column for
each type of sublanguage imformation; we build up the format from
actual patterns-of co-occurrence found in a sample subset of the
corpus, so that its final structure corresponds to the structure of
the sentences in the corpus, "normalized" (rearranged) in ways that
do not alter their informational content.

TRANSFERRING THE INFORMATION INTO THE FORMAT

The formatting program operates in three steps. First the
sentence is parsed with the Linguistic String Parser English gram-
mar, to provide the syntactic structure of the sentence (e.g., mod-
ifier relations, subject-verb-object relations, etc.). Next the
sentence is regularized by applying certain information-preserving
English transformations. The most important of these are the con-
junction expansion (expanding two conjoined elements of an asser-
tion into two complete conjoined assertions -- see example 4 in the
table), and the relative clause transformation, which replaces a
relative pronoun by its antecedent, e.g., fracture which may be
pathological + fracture such that fracture may be pathological.

The parsed, regularized semtences are then placed, piece by piece,

into the appropriate format slots by special formatting transforma-
tions. This last step involves rules specific to the sublanguage;

the first two steps (parsimg and English transformations) are gen-

eral and would be used in the formatting of any sublanguage.

Because of the way that the format is constructed, there is a
close correspondence between word class membership and format col-
umn. However, for the cases where there is not a one-to-one cor-
respondence between word class and format column, we must have syn-
tactic information to determine which format slot a word should be
placed in. For example there is only one slot (TESTN) for words of
the class N(oun)TEST (x-ray, film, etc.). Therefore we need only
the word class membership to know where in the format to put the
word x-ray. However, if we have a negative, there are two format
slots for negatives: NO-TEST (negating the existence of a test)
and NEG (negating the finding). We must know what the negative
modifies to determine which of these slots it should go into:

1) no metastasis: no goes into NEG because it modifies a

K{oun) CONDITION.
2) no x-rays: no goes into NO-TEST because it modifies
an NTEST. .

The formatting transformations move the words of a sentence
into the appropriate format columns; they make use of information
about the syntactic enviromment of a word where necessary to deter-
mine the appropriate format slot. Table 2 shows the formatted sen- ‘
tences produced by this three-step process of parsing, application
of English transformations, and application of formatting transfor-
mations. (Note that the words in square brackets [ ] are filled in
after formatting, during the next step of processing.)



FILLING IN IMPLICIT INFORMATION

After the sentences have been automatically converted into
tabular form by the formatting procedure, the "implicit" informa-
tion available from context must be filled in to complete the data
base. :

One type of filling in has already been done: the English
transformations (step two in formatting) have regularized conjunc-
tional constructions, creating conjoined full assertions (see ex-
ample 4 in the table). 1In addition, we must find antecedents for
pronouns and other types of referential expressions; and we must
f£ill in the information that was omitted because it was clear from
context. .

The following example illustrates how the antecedent for a re-
ferential expression is found. 1In the phrase 11-5-62 no change
from previous chest x-ray, the phrase from previous chest x-ray re-
fers to an earlier x-ray. Previous is the referential time expres-
sion; we want to find its antecedent, namely an exact date which
identifies the chest x-ray being referred to. To do this, we
search backwards in the formatted sentences to find the first
"match™: a sentence which has TESTN = X-ray or a synonym, TESTLOC
= chest, and TESTDATE earlier than 11-5-62. If we find such a line
in the format, we have found the antecedent for previous chest x-
.ray, and can regularize it in the format by adding the specific
date (e.g., previous chest x-ray of 10-22-62). If no antecedent is
found for a referential expression, then an error message is
printed out. ) :

\

Certain pieces of information are omitted in the original text
because they can be found in a preceding sentence, which sets the
topic for the following sentences. For example given the "text-
let" Chest films 10-15 infiltrate clear. Lung scarring still pre-
sent., the missing TEST information can be filled in for the second
sentence by noting that it continues the topic (chest £ilms 10-15)
of the first sentence: chest film 10-15 lung scarring still pre-
sent. (The "filling in" is actually done on the formatted senten-
ces; the full text is used here merely for illustrative purposes.)

In other cases information is missing and there is no appro-
priate preceding sentence which sets the topic, e.g., when an en-
tire report consists of the phrase not done. In such cases we fill
in certain "default" values that are characteristic of the sub-
field. For example in radiology reports, if a test name is omitted,
and there is no preceding sentence which sets the topic, then the
default value for TESTN is x-ray: Not done + X-ray not done.

.Once these automatic regularization procedures have operated
on the formatted sentences, the data base is ready for use. Table
2 shows the data base for four sample sentences after this final



stage of processing.

INFORMATION RETRIEVAL FROM FORMATS

What types of processing would we want to do using the medical
records as data? As records are received, validity checks should be
performed, flagging internal inconsistencies in the data which indi-
cate errors. When specific information is needed on a patient, a
fact retrieval system should be able to provide it. If the records
are being accumulated for research purposes, statistical summaries
of the data will be needed. The normalized formats present the in-
formation contained in the medical records in a form which makes
individual components of the information readily accessible. This
‘makes it possible to implement the record processing functions just
mentioned with relatively simple, straightforward programs.

The principal feature of the formats which facilitates this
processing is that a specific type of information can be directly
located by looking under the corresponding column heading. An ad-
ditional feature is that all entries in a given column have the
same directionality. For example, any entry in the CHANGE column
is a word which indicates that a change has taken place. If a word
occurs in a report which indicates the absence of change (such as
unchanged or same), it will be factored into an entry in the NEG
column of FINDING and the word change in the CHANGE column. As a
result, some questions about a record can be answered by simply
testing for the presence or absence of an entry in a particular
column. More detailed questions, of course, can still test the
value of a particular entry.

]
1

To verify that the formats are a felicitous structure for pro-
cessing the records, we have implemented sample functions of each
of the three types cited above--validity checking, fact retrieval,
and statistical summary. A good deal of checking is done as a by-
product of normalization and other processing. One type of check-
ing verifies test dates. The reports we are processing were pre-
pared four times a year for each patient and covered tests perform-
ed since the last report. Each test date in a report is checked ‘to
verify that it is not later than the report date (an error) or
earlier than the previous report date (a probable error). Any re-
ference to a prior test (e.g., no change since 10-13-63) is checked
to verify that a test was performed on that date.

A number of questions, such as whether any X-ray was taken in
a given period and when it was done, can be answered directly by
examining one or two format columns. We shall describe here the
procedure for answering a somewhat more complicated question, name-~
ly, whether a report contains any abnormal or suspicious findings.
A report contains such findings if any format line of the report
contains such findings. Thus the problem reduces to the slightly
. simpler question, does a format line contain any abnormal or suspi-
cious findings? This is answered by the following procedure:



A. If NO-TEST column is filled (no test was done), answer is
no; else

B. If STATUS column (a column for normal findings) is filled
and NEG column'is empty (e.g. normal), answer is no; else

C. 1If STATUS column is filled and NEG column is filled (e.g.,
not normal), answer is yes; else

D. If CHANGE column is filled (and value of column is not a
word indicating improvement) and NEG column is empty (un-
negated change), answer is yes; else

E. If CHANGE column is filled and NEG column is filled (no
change), we locate the format lines reporting the earlier
test against which the current test is being compared and
apply the procedure to those format lines. The answer ob-

" tained for those earlier lines is the appropriate answer
for the current format 11ne, since no change is reported.
Else

F. If MED-FIND column is filled and NEG column is empty, an-
swer is yes.

G. Otherwise answer is no.
This procedure gives the following results for the four formatted
sentences of Table 2.
1. no (test A) i
2. answer obtained for formats for test of 8-5-64 (test E)
3. no (test B)
4, yes (test F)

Table 3 shows some statistics which have been obtained automa-
tically by processing the formatted data base. Natural language
processing was essential in calculating the recurrence column: the
date of recurrence was defined by medical consultants to be the
date of the first report of metastases; the logic for obtaining
this information from the format is similar to that in the question-
answering procedure described above. Such statistics are routinely
required in research projects, but they normally involve a review
of all the reports by doctors or data clerks.

GENERALITY OF THE METHODS

The programs used to analyze and format radiology reports were
not made especially for the radiology material. A comprehensive
computer grammar of English had previously been developed [4]. It
was recently extended to cover the fragmented sentence forms found
in notes and records, a change which increased the size of the gram-



Table 3

SURGERY~ POSITIVE- TIME~-AFTER -
PATIENT DATE REPORTS RECURRENCE LOCATION SURGERY
08r03 04-17-67 8 YES RIBS 1 YEAR 9 MONTHS
FEMORAL 11 DAYS
PELVIS
VERTEBRAE
, SKULL
08P200 09-09-67 15 NONE NIL 4 YEARS 7 MONTHS
3 DAYS
09P003  12-04-61 22 NONE NIL 6 YEARS 11 MONTHS
4 DAYS
10c001 11-09-61 27 NONE NIL 7 YEARS 2 MONTHS
. 4 DAYS _
10C015 01-31-64 20 NONE NIL 6 YEARS O MONTHS
: o 15 DAYS
10C020 12-02-64 17 NONE NIL 4 YEARS 7 MONTHS
" 26 DAYS
10C019 07-28-64 8 YES PULMONARY 1 YEARS 4 MONTHS
1 DAY,
10c021 04-13-65 13 NONE NIL ‘4 YEARS 4 MONTHS
1 5 DAYS
10C024 08-26-65 15 NONE NIL 3 YEARS 10 MONTHS
4 DAYS
10C026 12-08-65 10 NONE NIL 2 YEARS 9 MONTHS
16 DAYS
10C027 03-17-66 11 NONE NIL 3 YEARS 2 MONTHS
2 DAYS
08P008  02-20-62 23 NONE NIL 7 YEARS 11 MONTHS
' 13 DAYS
08P009 03-02-62 24 NONE NIL 9 YEARS 1 MONTHS
: 4 DAYS
TOTALS

TOTAL NUMBER OF PATIENTS 13

AVERAGE NUMBER OF REPORTS PER PATIENT 16
AVERAGE TIME BETWEEN VISITS 3 MONTHS
NUMBER OF PATIENTS WITH RECURRENCE 2
THEIR AVERAGE TIME - SURGERY TO RECURRENCE 18 MONTHS
NUMBER OF PATIENTS WITHOUT RECURRENCE 11
THEIR AVERAGE TIME TO LAST XRAY 65 MONTHS
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mar by only a few percent [S5]. The operative parsing and transfor-
mation programs of the Linguistic String Project have also been de-
signed for a broad coverage of natural language texts [6,7]. The
formatting transformations are general in form, but, of course,

must be tailored to the word classes and information structure which
are particular to the field of application. The needed word classes
are obtained from a sample of grammatically analyzed subfield texts,
by grouping together words which occur in the same grammatical re-
lation to particular other words, (e.g. nouns occurring as the sub-
ject of particular verbs), as demonstrated in Section 2, above.

This procedure was implemented in a clustering program, which was
found to generate the desired semantic classes for a subfield of
pharmacology [3]. It has also been found that information struc-
tures suitable for constructing information formats are a general
feature of scientific and technical writing [8]. For example, for-
mats which apply to journal articles in a research field of pharm-
acology have been cbtained [9].

Encouraged by the success of the radiology formatting experi-
ment, we are now applying the analysis and formatting programs to a
broader and more complex sector of medical records, a corpus of pe-
diatric patient records which includes both hospital discharge sum-
maries and reports of clinic visits. A simplified verison of a
portion of this format is shown in Table 4. Many sentences in medi-
cal records, like those in Table 4, contain information about TREAT-
MENT or about the PATIENT STATE, or about both. In the TREATMENT
part of the format, INST contains references to the medical insti-
tution or instutional representative (M.D., clinic); V-TREAT con-
tains verbs whose subject are INST words. In the PATIENT STATE
part, V-PATIENT contains verbs and connectives which link patient
and symptom syntactically in the sentence. TIME is a very impor-
tant informational category for these texts, with many subparts not
shown here. Aside from its complexity, the unedited nature of this
material also presents problems, in the inconsistent use of punc-
tuation, the heavy use of sentence fragments, abbreviations, etc.
However, the same properties of repetition and regularity that
characterize the radiology reports, and in a different way the
formatted research articles in pharmacology, are also present in
this material. Given the generality of the methods and the suc-
cess of the prodrams to date, it appears likely that for any
collection of texts where the subject is limited and usage is regu-
lar, the information in the language material could be automatical-
ly converted to information formats. ’

ACKNOWLEDGEMENT

This investigation was supported in part by Research Grant 1-R0Ol-
LM-02616 from the National Library of Medicine, National Institutes

- of Health, D.H.E.W., in part by Research Grant No. SIS-75-22945

from the National Science Foundation, Division of Science Informa-
tion, and in part by contract N00014-75-C-0571 with the Office of
Naval Research. ;



-wo3duks

U3ITA Justaed «+ wozdwis sey justied :9aRYy qIS9A 9Y3 03 pIajeTdx ATTRUOTIPWIOISURI} ST UITM PIOM BYL+

‘wrexzboxdqns TeUOTIRWIOFSURI} YSTTHOUd Oyl Aq UuT -pOTITI 9x® sasayauazed UT SpPIOoM O9YlLy

A

AISYATI
(S¥M) (ad) | anv|9
: . 1 AIzZITYLId _
HINOW|¥{d0d : o -SOH SYM , aH S
(s SNIVd LSAHD LHUIM| QELLINAY | TYLIASOH
FoV) SYM| INATTTRL qH | NEHM | ¥
OIINKW :
G Iov|TIIINA OLJWASY SYM . aH €
(SUVAA B0
Z 9OY) NIVd o1 | GANIWIIWOD IH|NTHM | 2
SUVAA IV VINANY TT¥O| ~ |agsonosv¥Ia
T dov ITIOIS . dvH LS¥Id INIILVd T
Ld° I38 d LINQ # d| SISONOYIA ILJWAS WION JINYd INATIVd-A| IYIIL-A ISNI
/NOIS Xdog
TWIL _ _ TIVLS INIIING INTWIVIYL |INIIIVd|CNOD

QISYITIY ANV HINOW ¥ ¥Od UIZI

~IVLI4SOH SYM dH °SNIVd ISHHO HIIM TYLIdSOH HNAATIAEE O& JILLIWNAY SYM HH NIHM S JOV TIINAQ DILVWOLAWASY
*NIVd 93T JO JANIVIAWOD EH NIHM SYVAX T JOV IV JISONOVIA YIWANVY TIID TDIOIS AVH LSYId INIILVd

S¥M JH

yIPUIOJ SPIOOSY-TEOTPOH TeTITed

v 9TqelL




1.

2.

3.

S.

6.

7.

8.

9.

REFERENCES

Hirschman, L., Grishman, R., Sager, N. From Text to Structured
Information: Automatic Processing of Medical Reports. Proceed-
ings of the 1976 National Computer Conference. AFIPS Confer-
ence Proceedlngg, vol. 45, 267-275, AFIPS Press, Montvale, N.J.,
1976.

Hirschman, L., and R. Grishman. Fact Retrieval from Natural
Language Medical Records. To appear in the Proceedings of
Medinfo 1977.

Hirschman, L., R. Grishman and N. Sager. Grammatically-based
Automatic Word Class Formation. Information Processing and
Management, vol. 11, 39-57, 1975.

Sager, N. A Computer String Grammar of English., String Program
Reports (S.P.R.) No. 4, Linguistic String Porject, New York Uni-
versity, 1968.

Anderson, B., I.D.J. Bross, and N. Sager. Grammatical Compres-
sion in Notes and Records: Analysis and Computation. Paper
delivered at the 13th Annual Meeting.of the Association of
Computational Linguistics, Boston, Nov. 1, 1975, American Jour-
nal of Computational Linguistics, vol. 2, no. 4, 1975. (A Ros-
well Memorial Institute paper).

Grishman, R., N. Sager, C. Raze, and Bookchin, B. The Linguis-
tic String Parser. Proceedings of the 1273 Computer Confer-
ence, 427-434, AFIPS Press, 1973.

Hobbs, J. and Grishman, R. The Automatic Transformational An-
alysis of English Sentences: An Implementation. International
Journal of Computer Mathematics, 1976, Section A, vol. 5, pp.
267-283.

Sager, N. Information Structures in the Language of Science.

_ Bmerican Association for the Advancement of Science ;y@pos1um

Volume, February 1977, in press.

Sager, N. Syntactlc Formatting of Scientific Information. Pro-
ceedings of the 1972 Fall Joint Computer Conference, AFIPS Con-
ference Proceedings, vol. 41, 791-800, AFIPS Press, Montvale,
N.J., 1972.




