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Information Structures
in the Language
of Science

Naomi Sager

INTRODUCTION

This paper presents results, and computer applications,
of research into the relation between language structure and
information, particularly as it appears in the language of
science.

Information is not something separate from language.

It is true we convey some meanings by extralinguistic means,
but for all practical purposes, the way of storing and trans-
mitting information, and probably of forming new information,
is largely via language. To study the relation between in-
formation and language, our method has been to analyze scien-
tific writing in a systematic way, using syntactic and sta-
tistical methods which can be applied with little change to
written material from many sciences.

Using the regularities observed in the language material
itself, we have developed computer programs for processing
the information in natural language reports and articles.

The programs convert the natural language text of the input
documents into table-like structures (called information for-
mats) by aligning words which carry the same type of informa-
tion into a single column. The columns of the table are de-
fined in such a way that the syntactic relations between the
words of the sentence are preserved in the table. This way,
no textual information is lost, and the original sentences,
or paraphrases of them, are reconstructible from the table.
At the same time, this mapping of the text sentences into
formats makes the information in the text accessible for fur-
ther computer processing and brings it into line with infor-
mation presented in other forms, such as tables published in
the literature.

53



T 3n91d

S3A1S00A19 ‘ L
IVIQYY) z/ %Z YIYANOHIOLTH o@ %Es
(310344 —39 01— SHyIddy DiyLd
Neo P / Nl SR
INIYLS B4IA TRER:AR

'S3AIS0JATY IVIQHYI A9 @312344v 39 OL LON
Sd¥dddv VIYANOHIOLIW YIAIT OINI ]IVLAN WNIDTVI TT'9'¢T THY 19

WY4OVIQ 3SUYd F1dWIS




Information Structures 56

The main practical implication of these information for-
matting programs is that large files of technical documents
on a given subject could be queried by computer for particu-
lar information, or summarized with respect to particular
categories, without the necessity to code or alter the input
natural language documents. A pilot experiment on radiology
reports of cancer patients demonstrated that the computer
system was able to transform the sentences of the English
language reports into the appropriate tabular structures
without loss of information, and to retrieve specific factual
information from the computer-formatted reports. For each
report the system was able to format the sentences of the re-
port and from the resulting tables to answer such questions
as: Was a test made (for given patient during given period)?
Were the findings negative? Is there some question about the
findings? When was the first metastasis reported? Where was
it? and other questions (1).

It should be noted from the outset that these programs
are not based upon semantic categories that are supplied be-
forehand by someone with knowledge of the given science.

They are based on general properties of language structure
and on the fact that words with similar informational stand-
ing in the science occur in similar positions vis a vis other
words in the texts. We have demonstrated by means of a clus-
tering program (to be described later) that the word classes
of semantic value in a science subfield can be generated on
the basis of the distributional similarity of the words in
the subfield texts. For example, Ca** and Nat are found to
be in the same class in some of our texts, not because they
are known to be names of ions, but because they both occur

as subjects of the same type of verb in the textual material.

Computerized Language Processing

It is only possible for the computer to convert the in-
formation in science documents from their natural language
form into more regular forms by building upon the regularit-
ies which are in the language material itself. These regular-
ities exist on two levels; one common to the language as a
whole and one specific to the subject matter. The regular-
ities which obtain for a whole language are summarized in its
grammar. The first stage of computer processing, then, is to
analyze each input sentence as an instance of a grammatical
structure, specified in a computerized grammar provided to
the program. The program which does this, a so-called
"parser", segments each sentence into its major grammatical
components (main clause, modifiers, etc.) and shows how the
components are interconnected [Figure 1]. Parsing is impor-
tant not only as a first step in breaking-up a large unwieldy
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sentence into smaller more tractable units, but also because
some of the grammatical relations recognized at this stage
are themselves part of the information; to use a simple ex-
ample, the relation of subject-verb-object in an assertion
makes the difference between, e.g. the ion enters the cell
and the cell enters the ion.

But while the parsing program provides a useful decom-
position of the sentence into its grammatical components,
the language provides for so very many different kinds of
grammatical components that further regularization is neces-
sary. Many grammatical forms are equivalent with regard to
the substantive information they carry, for example, the
active and passive forms. These equivalences can be utilized
by the computer in order to reduce the number of alternative
grammatical forms that have to be dealt with. The most com-
mon one among the equivalent forms is chosen as the base form
and the program is equipped with procedures which transform
occurrences of the equivalent forms into the base form.
Very often the transformation fills out elliptical assertions
into full assertions. This not only reduces the number of
forms to be dealt with but regularizes the pattern of word
occurrences which is important for informational alignment.
As a simple example, the sentence Samples of NapySO4 were ir-
radiated and analyzed contains the segment and analyzed, con-
sisting of and plus a participle. The computer eliminates
this special form by expanding the segment to a full asser-
tion, as though the sentence read: Samples of NapS04 were
irradiated and samples of NapSO4 were analyzed. From here it
1s a straightforward step to align corresponding parts of the
assertions. In addition, in this example, the computer could
reduce the two passive assertions to two active assertions
with unspecified subjects: Someone irradiated samples of
Na2S04 and someone analyzed samples of NapSO4. This would
be useful if elsewhere in the texts active forms involving
the same words occurred; but often we find that this is not
the case. The so-called scientific passive serves as a bet-
ter base form for much science material, especially labora-
tory procedures and measurements, where one wants to align
both properties and procedures as predicates on the experi-
mental material.

Sublanguage Grammars

The second type of regularity which appears in science
writing is not common to the language as a whole, but is spe-
cific to the particular subfield of science from which the
texts are drawn. One has to realize that journal articles
and technical reports are communications between specialists
who "talk the same language." Here the metaphor has literal
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truth. Investigators or practitioners in a given field speak
a language which is not identical to the over-all language,
say English, even though they use English words and do not
violate English grammar. They speak a sublanguage which dif-
fers from English in several ways. It does not use the full
range of constructions permitted by the grammar of the whole
language, and it is constrained by rules that do not apply

in the language as a whole.

In the case of a whole language we know that there are
grammatical rules because some word sequences are accepted
by native speakers of the language as wellformed sentences
while other sequences are rejected as ungrammatical. A simi-
lar situation exists in a community of individuals engaged
in a specialized field of science. Certain statements will
be accepted as possible within the discipline while others
will be rejected as impossible or outlandish. I do not speak
here of truth versus falsity or even accepted versus uncon-
ventional formulations, but of statements which run counter
to common knowledge which is fundamental to the discipline,
Thus, for example, the statement the ion enters the cell
would be acceptable to a specialist working on cellular pro-
cesses--it may or may not be true in a given case--whereas
the cell enters the ion would be definitively rejected as
being not merely false but unsayable in the science. This
linguistic behavior on the part of the scientist indicates
that rules analogous to the rules of grammar for the whole
language are operating in the language of a science subfield.

It is by making explicit the regularities of language
usage on the subfield level, that we are able to construct
formats for housing the information in subfield texts. Just
as a grammar provides syntactic formulas in terms of the
classes Noun, Verb, etc., a sublanguage grammar provides ana-
logous formulas in terms of those specific subclasses of
Noun, Verb, etc. which are characteristic of the subfield,
e.g. in cell biology, classes for ionms, molecules, cell
structures, verbs of motion, verbs of cause, etc. These sub-
classes are found by clustering (manually, or by computer)
words with similar co-occurrence patterns vis a vis other
words in the texts. The sublanguage formulas are thus sum-
maries of syntactic regularities in texts constrained by a
particular subject matter. They emerge as formats for the
textual information because of the close relation on this
level between form and meaning. Ions do only certain things;
therefore ion-words occur as the subject of only certain
verbs.
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INFO TION FO

To illustrate what is meant by an information format for
science writing, consider the formatted sentence in Figure 2.
This example, and several others in this paper, are taken
from a study of journal articles in a subfield of pharmaco-
logy concerned with the mechanisms of action of digitalis and
other cardiac glycosides. We analyzed manually, and with the
aid of the computer, some 200 journal pages in this field,
and found that sublanguage formulas covering the main factual
results could be stated in the form of a sublanguage grammar,
and that the sublanguage grammar could be used in procedures
to map the text sentences into a limited number of format
structures.

Fact Units

The formats obtained in the pharmacology study contained
one case or another of the basic unit illustrated in the for-
mat in Figure 2 for the sentence Calcium uptake into liver
mitochondria appears not to be affected by cardiac glycosides.
In this sentence, as in most others in this material, there
is an inner, or "bottom level," assertion (shown in the for-
mat between double bars) consisting of a verb with its sub-
ject and object. In the pharmacology texts, this assertion
described an elementary physiological or biochemical event,
which in the case of Figure 2 is the uptake of calcium into
the mitochondria of the liver. The inner assertion here is
an instance of a formula that recurred over and over in these
texts, Npoy Vmove Ncgrrs in which a noun in the ion class is
connected to a noun in the cell or cell substructure class
by a verb in a class which expresses movement, though the
class is defined by its syntactic position connecting the
above two noun classes, Examples of other elementary asser-
tions encountered in this literature were those covering ion
interactions, enzyme activity, tissue contraction or contrac-
tility, protein behavior and ions binding to molecules.

Operating on the elementary assertion, very often, was
a noun-verb pair, shown in Figure 2 to the left of the dou-
ble bars, consisting of a drug word and a verb of roughly
causal character (affect, influence, etc.) possibly negated
or quantified, as in this sentence. The causal pair is said
to "operate on" the elementary assertion because the latter
appears as the object of the causal verb. Notice that we
had to perform the regularizing transformation passive > ac-
tive in order to reveal that uptake is the object of affect,
since it appears in the sentence as the subject of the pas-
sive construction appears not to be affected. Also, while
uptake appears in the sentence as a noun, it is in fact a
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nominal form of the verb take up, so it is mapped into the
verb column. A transformation hunts for the arguments of the
verb among the adjuncts of the nominal form (uptake) and maps
them into the verb-argument slots. As illustrated in the
format of this simple sentence, the major fact type in this
pharmacology material was composed of an elementary assertion
drawn from a prior science (cell physiology, biochemistry),
with the pharmacological agent entering only on a higher
grammatical level, as an operator on the elementary assertion.

Fact vs. "Meta-fact"

The somewhat longer sentence formatted in Figure 3 util-
izes format columns that were not shown in Figure 2 because
they were empty there. Notice the two new columns on the
left, labelled HUMAN and V-STUDY. Factual assertions invol-
ving only the concrete objects of investigation in the sci-
ence and their interrelations (the two inner sections of the
format) are syntactically separable by the computer from the
words describing the scientists relation to the facts. Verbs
like study, present, discuss, assume, report, which have ex-
clusively human subject nouns and carry the connotation of
the scientists' intellectual activity appear as higher level
operators on the operator-structure already built up from
the words in the "object language" of the science.

Notice also in Figure 3 that there is a conjunction
column CONJ on the right which contains words that connect
one line (or several grouped lines) of the format to another
line or lines. This is a major departure from tables for
quantitative data. Here the conjunction is and, but in other
cases the conjunction may have the form of a verb or a phrase
(e.g. is associated with, is the basis for). Apart from
grammatical conjunctions,only words which have the syntactic
property of operating on a pair of (nominalized) sentences
are accepted in the CONJ column. The words in the CONJ col-
umn are much the same in different subfields, whereas the
words in the innermost columns are highly specific to the
field.

A last point to notice in Figure 3 is the presence of
reconstructed word occurrences, shown in square brackets,
The conjunction and is responsible for ellipsis in this case.
Sodium and potassium movements in red cells can be expanded
to sodium movements in red cells and potassium movements in
red cells on the basis of general grammatical properties of
the conjunction and. The expansion of the phrase into two
assertions does not imply that the events are independent of
each other; only that the connection between them is not more
explicit here than their conjoining by and.
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Data Structures vs. Argument

A third formatted sentence, shown in Figure 4, is suf-
ficiently complex so that it illustrates in itself some of
the regularizing effect that formatting achieves for a whole
text. When the sentence is read without reference to the
format, it is not at all apparent that there is so much re-
petition of similar elements. As the format shows, the sen-
tence consists of 4 interconnected factual units of the same
basic type. The texture, and the intellectual content, comes
from interrelations among similar data structures, in the
use of conjunctions at different levels of grouping, in the
introduction of qualifying modifiers and higher level opera-
tors, and in the use of reference, either explicitly via pro-
nouns or implicitly via ellipsis. These features belong to
the argument or reasoning in the text, which can be separated
from the factual units mapped into the inner portions of the
format lines. Turning first to the individual fact units in
Figure 4, the inner portion of the first line, stripped of
its qualifiers, says that digitalis produces an increase in
Nat - catt coupled transport. In this unit, Nat - ca** cou-
pled transport is an instance of the formula N1oNn VMOVE NCELL
seen previously, even though the cell-word is not present
here. In oft-repeated material, the subject or object of
the verb is frequently dropped, or sometimes the verb if it
is unique to the stated subject or object. This is the case
in the third line, where transport is suppressed but easily
reconstructed because of the subject, Nat - Xt coupled

system.

Notice in Figure 4 the presence of a new column V-QUANT
between the innermost assertion and the columns DRUG, V-CAUSE.
The V-QUANT column was not shown in preceding figures because
no words like increase, decrease, etc. were present in the
sentences. In line 3, the V-QUANT column appears to be empty.
But in effect the word inhibition covers both the V-CAUSE and
V-QUANT columns, since elsewhere we find in similar contexts
that inhibit and cause a decrease in are used interchangeably.

The format in Figure 4 introduces the use of pronouns
and other devices of reference. In the third line, the ante-
cedent of the pronoun its, namely digitalis, has been recon-
structed as the subject of inhibit. This follows the pat-
tern throughout, that the class of pharmacological agents
occurs as the subject of verbs in the V-CAUSE class. (Syn-
tactically, in this sentence, the entire phrase administra-
tion of digitalis may be the subject of inhibit; but it
matters little to the representation of the information in
the sentence, since in this sublanguage, digitalis and the
administration of digitalis are used interchangeably as
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subjects of V-CAUSE verbs.)

The fourth format line has the interesting property
that the whole object language, or factual, portion of the
format is empty of physically occurring words. The three
preceding format lines, seen as a unit, are repeated impli-
citly as the first operand (subject) of the binary relation
is a basis for, where the second operand (object) is the
mechanism of digitalis action. Reasoning in science writing
is characterized by devices of this sort. A single asser-
tion becomes a nominalized sentence within another sentence;
a sequence of interconnected sentences becomes an element of
a later sentence by implicit repetition or by pronominal re-
ference (this, this process, etc.). In this way it becomes
possible for complicated interrelations to be expressed in
the physically linear medium of language.

PROPERTIES OF SCIENCE INFORMATION

From a study of information formats in different sub-
fields, one gets a picture of how scientific information is
carried by language both in respect to the unique informa-
tional characteristics of each science and in respect to the
general properties of information viewed over science as a
whole.

First, the information formats of a particular science
reflect the properties of information in that particular sci-
ence in contrast with other sciences. The pharmacology for-
mats, for example, displayed a characteristic predicational
hierarchy in which the pharmacological agent occurred on a
higher grammatical level as an operator on an inner sentence
from cell physiology or biochemistry, reflecting the role of
the drug as an outside element that affects on-going proces-
ses. Quantity and quantity-change were important in the
pharmacology formats (not all quantity columns are shown in
the example formats, e.g. dosage) reflecting the importance
of quantity relations in this science. This type of format
contrasts with one that was obtained for a corpus of clini-
cal reporting, where both the columns and the relations
among the columns were quite different. An example of the
clinical format is shown in Figure 5 in a simplified version
and without further explanation simply to illustrate a dif-
ferent information structure. In the clinical format, time
columns are essential to the information, whereas they were
almost entirely absent in the pharmacology formats., In the
clinical formats, there is very little predicational hier-
archy and virtually no argument, both of which were present
in the pharmacology formats. The structure of the clinical
information, displayed in the formats, is an interplay
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between columns containing treatment words and columns con-
taining words that describe the patient's state; successive
rows are linked primarily through time sequence, with the con-
junction columns playing a secondary role.

While the formats for different subfields differ, as

they should, to capture the specific character of information

in each field, they have certain properties in common that

hold for all of science writing. To mention just a few:

(1) Statements about science facts are separated by the
grammar itself from the science facts proper; the role
of the human investigator is syntactically separable from
the report of factual events.

(2) The report of a complex event has a structure composed of
a hierarchy of different types of operators, the ultimate
"bottom level" operand being the carrier of the most
elementary objects and events. When a given science
draws upon a prior science, the material from the prior
science appears as the operand of material from the given
science.

(3) Argument is carried by connectives between the data
structures built up in this hierarchical fashion. Whole
units are carried forward by the telescoping of an opera-
tor-hierarchy into a single noun phrase or a substitute
"pro-word," or by the controlled dropping of words per-
mitted by the grammar,

(4) What is universal is the amount of repetition and regu-
larity that is found in all science writing, once styl-
istic variations and equivalent grammatical forms are
eliminated. Every individual piece of writing contains
some repetition (or it would not be connected discourse).
Across a single specialized discipline, the same items
repeat in different combinations and with variations, as
though all the texts were part of a single extended dis-
course. Although the texts each bring in some new fea-
ture they are sufficiently similar as to fit into an
overall formulaic characterization. These formulas, or
information formats, are then a powerful tool for organ-
izing information on a given topic, when that information
comes from diverse sources and in diverse forms.

The common features in information formats, noted in (1)-
(4) above, suggest that a generalized matrix for all factual
writing in science is a possibility. Such a matrix could pro-
vide guidelines for the development of new types of data struc-
tures in computerized information systems, which in the future
should be able to handle information from the natural language
part of texts as well as citation information, numerical data,
and other forms of information. At present, it appears that
this matrix could be tabular in form (a numerical table would
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be a special case), but should allow for more than two dimen-

sions, and in particular would have the following special fea-

tures:

(a) Columns or groups of columns could be specified to have
a hierarchical operator-operand relation between them
(expressing levels of predication if present).

(b) A distinguished column or columns would carry connectives
between successive rows or groups of rows (expressing
conjunction in language).

(c) Provision would be made for pointers from an element in
one row to an element of another row, or to an entire row
or group of rows (accommodating pronouns and other refer-
entials).

Even at this early stage of work on a generalized matrix,
we have some information with regard to the types of columns
that can be expected, for example, EVENT, QUANTITY, TIME,
CONDITION, CONNECTIVE, though not every science will have all
of these. The EVENT columns will always be present; every
science has some elementary assertions concerning the primary
objects of investigation. While the content of the sub col-
umns of an EVENT unit varies from science to science, the ex-
istence of "bottom level" elements and relations is universal.

In view of the importance of quantitative data in many
sciences, columns for QUANTITY and QUANTITY-CHANGE will un-
doubtedly often be needed. Fortunately, quantity words have
distinctive linguistic properties which enable them to be
recognized by the computer and treated specially. The same
holds true for time words and the mapping of time words into
TIME columns.

Many factual statements in science contain a statement of
the conditions under which the statement applies or under
which the reported observation was made. These conditions
usually occur syntactically as adverbial modifiers, and hence
can be sent into CONDITION columns, even if the content is not
repetitive enough to have special columns for it in the matrix.
It will be extremely interesting to see how the selection of
specific columns varies from field to field as the matrix is
further tested.

The CONNECTIVE column is universal. Through it are
channeled the links between individual facts, which links are
important both for retrieval and for further characterization
of the information content. A wealth of data about scientific
information lies in the contents of the CONNECTIVE column.

The procedures we have developed isolate the factual units and
align them. What is left, if it is not "meta-fact" (the
scientist's own relation to the facts that goes into its own
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columns) is connective material. The connectives are not
just grammatical conjunctions, but also verbg and other ex-
pressions which carry causal and other relations. A study
of this material would yield a great deal of practical in-
sight into the "grammar of science." Since we know that on
the one hand the connectives of logic are not sufficient to
carry scientific reasoning and onthe other hand the full
power of natural language is too rich, we could home in, by
empirical study, on just what types of connectives are used,
and possibly develop sets of synonym classes which would re-
present the basic connectives in most frequent use. Such a
result would have wide implications both for practical in-
formation processing and for the philosophy of science.

COMPUTER PROGRAMS

A battery of computer programs have been developed to
do the language analysis and information formatting described
above. The basic tool, without which the long, complicated
sentences of scientific writing could not be machine-analyzed,
is a large computerized grammar of English (2). This gram-
mar, which required a reorganization of language data into
a computable system, was developed over a period of years
with support from the National Science Foundation, The gram-
mar is applied to sentences by a parsing program which has
gone through several implemented versions (3, 4). The lat-
est version (5) runs on the CDC 6600, and includes a special
programming language (6) and its compiler as part of the sys-
tem, as well as a component for executing transformational
procedures (7). Among the implemented transformations, one
worthy of special note because it overcomes a special com-
plexity of language is the procedure for expanding conjunc-
tional sequences to their full explicit form (8).

Mention has been made of the fact that the sublanguage
word classes are defined on distributional rather than seman-
tic grounds. A clustering program (9) was written to do just
that: to calculate similarity coefficients for all word
pairs based on the frequency with which they both occurred
in the same grammatical relation to the same other words, and
to form classes of those words whose calculated similarity
coefficients were higher than a given threshold. Details of
this algorithm are given in the paper cited. It was found
that the word classes formed in this way correlated well with
classes that had been defined semantically for the same ma-
terial.

The information formats for a given subfield are devel-
oped by people, not by machine, even though a number of the
components for doing the job are at hand: the programs for
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sentence analysis and transformation, and the program for
sublanguage word-class generation. Nevertheless, it is a
task of some complexity to abstract the major patterns or
formulas of subfield information.

The major use of the computer programs thus far is in
subfield applications. Once the information format is clearly
specified and the word classes are defined, formatting trans-
formations are written which map the output of the parsing
and regularizing programs into the columns of the implemen-
ted format. To date, we have had the opportunity of carry-
ing out the complete process on a sample of English-language
radiology reports (1, 10) and currently on clinical records
(hospital discharge summaries). In principle, and I believe
in practice, the methods should apply in any subfield where
the subject matter is relatively circumscribed and words are
used in a relatively constant way. An initial "tooling up"
is of course required for each subfield application, in
order to develop the specific formats and subfield word dic-
tionary required by the formatting programs.

In addition, it should be stressed that each subfield
application is not a programming task that begins afresh.
On the contrary, both the computer tools and the type of in-
formation structures produced are quite general. With regard
to tools, it must be clear that if the grammar of English
used by the computer did not have a broad coverage of the
language, it would not be possible for the system to analyze
sentences from many different kinds of texts, which it has
been shown able to do. 1In addition, a large amount of gram-
matical detail is required in order to obtain the correct
parse (or a small number of parses if the sentence is actual-
ly ambiguous). The computer grammar scores high in this re-
gard; in applications, our experience has been that the first
parse formats correctly in over 85% of the sentences.

With regard to information structures, the general ma-
trix for science writing described above provides the frame-
work for the implementations of formats for specific sub-
fields. Each application is approached as a problem in
tailoring the general programs for use on a particular sub-
ject matter. Also, particular features that repeat are gen-
eralized. The implemented framework approaches more and more
a general program for formatting the information in scien-
tific documents.

FUTURE INFORMATION SYSTEMS

Computer programs for processing natural language are
reaching the stage of application at a time when changes in
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the technology of information production and dissemination
are making computerized natural language data bases widely
available. In addition to the well-established library-
oriented data bases, there are now many large special-purpose
computer stores in the form of files and records, whose mag-
nitude is such that there is a need for computer programs to
access and summarize the different kinds of information in
the documents. In this setting, a computer capability for
processing natural language takes on practical importance.

The fact that large computerized stores of information
in natural language form are being created in publishing and
in record-keeping is in itself creating a demand for techni-
ques which can process data in natural language form. This
is true not only in the area of official scientific publica-
tion, where a change in printing technology makes such data
bases possible, but also in the area of file management,
where institutions in medicine, industry, and government find
it convenient to put large stores of natural language records
into computer-readable form, primarily for convenience of
access and storage, but also, hopefully, to do retrieval and
routine processing automatically.

An example of this process on a small scale in an insti-
tutional framework is the case of a hospital which computer-
izes its patient files for quick back-up to the written
charts and for transactional purposes; then, finding itself
with this large natural language data base, seeks computer
techniques for processing the contents of the documents to
obtain the summaries and other information required for
health care evaluation. We are bound to see a pressure of
this sort arising wherever natural language files are com-
puterized. Once information is available in computer read-
able form, users inevitably want the computer to process it.

Viewing the future of information services broadly,
F.W. Lancaster recently made these projections (11):

The pattern is more or less inevitable: more
data bases in natural language form because "publica-
tion" itself will be electronic; more searching of
data bases directly by scientists because these files
will be readily accessible through terminals in of-
fices and homes;y; more need for a natural language
search approach because the person who is not an
information specialist will not want to learn the
idiosyncracies of a conventional controlled vocabu-
lary and, even if he were willing to master one
controlled vocabulary, the range of data bases that
will be readily accessible to him virtually precludes
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the conventional controlled vocabulary approach.

Those concerned with the design of information sys-
tems should now be concentrating on functional re-
quirements for the user-oriented, natural language
systems of the future.

There are several different ways in which natural lang-
uage processing techniques may contribute to information sys-
tems in the future. For one, natural language might be the
preferred medium of communication of the user with the sys-
tem, as suggested by the above quotation and by others in the
information field (12). When the techniques of dialogue ana-
lysis and interpretation are further advanced, programs
should be able to sort requests according to the type of re-
sponse which would be appropriate and guide the user to find
the desired information in the computer store. Successful
experiments with this type of system have been made (13).
Such programs could serve as a front end to existing docu-
ment retrieval systems as well as to systems which include
other information services.

Natural language processing techniques could also be im-
portant in locating and retrieving specific information, i.e.
in "fact retrieval." 1In testing whether particular documents,
or parts of documents, in the data base contained the infor-
mation requested, advanced techniques such as formatting
might be applied to both the document and the request. This
would test whether there was a match of fact pattern, as op-
posed to just an overlap in vocabulary. To obtain the proper
passages to test in this way, the technique of answer-passage
retrieval (14) might be appropriate.

In restricted subject areas, an extension of some of the
more sophisticated programs being developed could perform
some of the data processing tasks now performed by research
and clerical assistants, e.g. sorting, filing, retrieving,
screening and summarizing information in natural language
from various source documents, according to given categories.
Theése functions are, of course, a tall order for computers.
However, the basis for such programs is being laid in the work
described in this paper and in (15). This research, in con-
junction with other basic studies in information science
such as those reported in this symposium, are looking ahead
to a future information technology which combines advances
in computer capabilities with knowledge about the nature of
information, to solve the problem of the information explo-
sion. A new information technology could turn what is now
a burden--too much accumulated information--into a resource,
by providing scientists and technologists with direct access,
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via user-oriented computer systems, to the large and in-
creasing stores of knowledge.
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