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. . s . . 1 : . .
Tn linguistic string analysis™, the major syntactic structures of

English are given by about 200 elementary strings (sequences of word
categories) together with a rule of combinstion on strings to form sen-
tences. The gra*matical dependencies are cxpressed.by restrictions on the
strings as to the word subéategorjes which can occur together in a string
or in related strings. One may ask whether it.is posgible to write
string grammar in which all rpsbrnctlonq are eliminated, i.e., all gram-
méticai dependencies, are between clements of the Saﬁe elen crt 1Y strlng.

We have done- this by rewriting in a restrictionless form an existing fair-

. . 3 . 2 .
-1y detailed computer string grammar of English . There results en in-

crease of an order of magnitude in the size of the  gramnar.
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The Elimination of Grammatical Testrictions in a String Grammsr of English

M. Salkoff and N. Sager

Institute for Computer Research in the Humanities

New York University, New York

1. Summory of String Theory
In writing a grammar of a natural language, one is faced with the problem
of expressing grammstical dependencies. For example, in the sentence form

NVN (N, nom: V, verb), the subject N and the verb V must agree in

number: The boy eats the meat; ﬁ The boys eats the meat. Or, in the

-

sequence Q N, PN, (Q a number; P, preposition), e.g., five feet in length,

Nl and N2 are of particular subclasses: ‘ﬁ five feet in beauty. One of the
o | ;

theories of linguistic structure which is particularly relevant to this problem

is linguistic string anslysis [1]. In this theory, the major syntactic

structures of English are stated és a set of elementary strings (a string is
‘ |

a sequence of word categories, e.g., NVN, NVPN, etc). Each sentence

of the language consists of one elementary sentence (its center string) plus

zero or more elementary adjunct strings which are adjoined either to the right

or left or in place of particular elements of other elementary strings in the

sentence.

The elementary strings can be grouped into classes according to how and
where they can be inserted into other strings. If Y = Xl X2 e Xn is

an elementiry string, X ranging over the category symbols, the following
\ .

classes of strings are defined:



£ left adjuncts of X: adjoined to a string ¥ to the left of X in Y, or

X
to the left of an ﬁx adjoined to Y in this manner.
Ty right adjuncts of X: adjoined to a string Y to the right of X in Y,
or to the right of an Ty adjoined to Y in this manner,
n, replacement strings of X: adjoined to a string Y, replacing X in Y.
Sy sentences adjunchs of the string Y, adjoined to the left of Xl or
after Xi in ¥ (15 i <n), or to the right of an Sy adjoined to Y
in this manner.
cf 5 conjunctional strings of Y, conjoined after Xi in Y (lg i< n), or to
J .
the right of a Sy 3 adjoined to Y in this manner.
. J
z center strings, not adjoined to any string.

These string-class definitions, with various restrictions on the repetition
and order of members of the classes, constitute rules of combination on the
elementary strings to form sentences. .

Roughly speaking, a cenﬁer string is the skeleton of & sentence and the
adjuncts are modifiers. An example of a left adjunct of N is the adjective

green in  the green blackboard. A right adjunct of N is the clause whom

we met in the man whom we met. A replacement formula of N is, for example,

. what he said in the sentence What he said was interesting. The same sentence

with a noun instead of a noun replacement string might be The lecture was

interesting. Examples of sentence adjuncts are 1in gencral, at this time,

'since he left, The ¢ strings have coordinating conjunctions at their head.

An example is but left in He was here but left. Examples of center strings

are lHe understood and also We wondered whether he understood.

The grammatical dependencies are expressed by restrictions on the strings
as to the word subcategories which can occur together in a string or in strings

related by the rules of combination. Thus, in the center string N, V N, the
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grammatical dependency mentioned above is formulated by the restriction: if
Nl is piural, then V doe§ not cerry the singular morpheme iﬁ' The string
gremmar with restrictions gives a compact representation of the linguistic
data of a langvage, and provides a framework within which it is reletively
simple to incorporate more linguistic refinement, i.e., more detailed
reétrictions.

One may ask whether it is possible to write such a string gremmar with-
out any restrictions at all; i.e., to express the grammatical dependencies
(restrictions) in the syntactic structures themselves. In the resulting
restrictionless grammer, any elements which are related by a grammatical
dependency will be elements of the same elementary striné. No grammatical
relétions, other +{han those given by the simple rule of stn?ng combination,
obtain between two strings of a sentence. The result of tﬁ{; paper is to

“demonstrate that such a restrictionless grammar can be writ%en [4].

In order to obtain a restrictionless form of a string gremmar of English,
wve take as a point of departure the grammar used by the cémputer program for
string decomposition of sentences, developed at the University of Pennsyliania
[2,3]. This grammar is-somewhat more detailed than the sketch of san English
string grammar in [1]. A surmary of the form of the computer grammar is
presented below in section 2. In section 3 we show how the restrictions can be
eliminated from the grammar.

An example of a typleel output obtained for a short sentence from e tex@
of a medical abstract is shown in Figs .1 and"2; The decomposition of tho
gentence into a sequence of nested strings is indicated in the output by tha

nurbering of the strings, As indicated in lino 1., the sentence consists of

the two ‘assertion conters in lines 2.and h.& conjoined by and.The line 3.



contains a sentenco adjunct (thus) on the assertion center as a whole . The

et e

assertion center 2, is of the form N VA : Spikes would be effective . The noun

——————

splkes has & left edjunct (such enhanccd) in line 5¢ ¢ as indicated by tho

gppoarance of 5, to the left of spikes , The object effective has a left

ad junct (m) in line 6, and a right adjunct in lins 7. In the seus v.'ay,i
cach of the elements of the- ad junct strings msg.r' have its own left and right
adjuncts , Line 10 « contains an assertion cen’ce;s in which the 'sub.ject end thi
model verb would) have boen zeroced o Thie zeroing i1s indicated in the

output by printing the zeroed element in parentheses ,

The difference between the two analyses in Figs., 1 and 2 llos in tha
1

decomposition Ff_‘,the sequence An initiating syna{)“tic action In the first

{

analysis (Fig. 1), this sequenca is taken a8 a P N right ad junct on
i

|
effective, where initisting synaptic is a left adjunct (on action) of the

{
form of a repeated aljective (parallel to escapirigﬂtoxic in the sequence

J
in escaping toxic gases) . In the second analysiu‘ (rig. 2), this same

gequence 1s taken as & P Ving right adjunct of effective, whera initiating
i

i8 the Ving, and synaptic action is the object of initiating .




|
2. The Computer String CGremmnsr. |
In representing the string grapmar in the compu?er, a generslized gremmar

p)

3 3 . . ’ . “
string is used” which is defined as |
’ |

(1) Y=y / Y,/ .../ Y

where |
| : |
| ) (8) ¥y =¥ Yoo o o Yy |
and' 1
! | (3) Yij = Y' wvhere Y' is a grammar string lll? Y.
|

This system of nefted grammar strings terminates wn?n one of the grammar
| .
|
| strings is equal to an atomic string (one of tne WOfd category symmols) The

Y are called the optiouns of Y, and each option Y conulsts of the elements Yi.gj

| . /

Not every option of a grammar string Y will belwell-formed each time the

i
i

i sentence analysis program finds an instance of Y in the sentence being anslyzed.
! ;

- Associated with each option Y, is a series of zero or more tests, called
restrictions., If Ri is the set of tests associated with Yi then the grammar

string Y can be written:

() Y=RY / RY, /[« /RY

]

A restriction is a test (which will be described be?ow) so written that if it

does not give a positive result its attached option}may not be chosen,

-
-

f |
| All of the restrictions in the grammar fall inFo two types:

Type A: The restrictions of fype A enable on% to avoid defining many

similar related sets of grammar strings. The optiohs of the grammar string Y

have been chosen so that Y represents a group of strlnns which have related

‘
i




linguistic préperties. This zllows
J-

compactly, and each g © string

the linguistic data. However, vhen

Y'.. of some other string Y', some
13 ’

non-wellformed sequences. In order

Y and yet not allov non--vellformed

|

i
the greammar to be vwritten very
can be formulated as best suits

g gramnar string Y sppears as a

|
o |
of the optlo?s of Y may lead to
N . T
to retain th? group of options of
|
sequerices vherever options of Y

vhich voul? have that effect are used, we attach a restriction of type A

to thosé options of Y.

For exsmple, let Y be

-a 8‘ ’
(5) Y = ¥, / R Y, /. ..

where : .
(6) Y, = yhigh I V (e.g., which he chose)
and i
Y, = vhat LV (c.g., what he chose) |

Then Y can eppear in the subject I

(1) cL=3xvaQ

of the lingu%stic center string Cl:
1

| | |

This yields VWhich he chose was importent; What he chose was important.
y ‘ > DY v

As it is defined here, Y can also be used to represent the ngclnusés

in the right adjuncts of the noun:

(8) Y'=rN==.../Y/..

| .
|

but in Ty only the vhich option of Y gives' wellformed sequences:

3 the book vhich he chose

F the book what he chosc




. : |
. . a . , J
Hence a restriction R is attached to the what opt%on of Y (eq. 5) whose
effect is to prevent that option I{rom being used 1?.rN.
|
Type B: With some given scil of rather broadly defined major categories (noun,

« g P . . | . - s . .
verb, adjective, etc.) it is always possible to express more detailed linguistic

relations by defining sub-categories of the major Qategories. These relations
| ‘

then appear as constraints on how the sub-categories may appear together in
!

1]

i

1

the grammar strings Y.
- |

I some element Yij of Yi is an atomic string (hence a word-category
: |

symbol) representing some major category, say C, tﬁen Rb may exclude the sub-

t

category Cj as value of Y., if some other element Y K

ij ik

- . . . b s
Yik may also be a grammar string, in which case R~ may exclude a particular

of Yi has the value C

option of Y., when Y,, has value C,. : ? |
: ik ij J J

. b .o . | .
The restrictions R may be classified into three kinds:

(a) DBetween elements of some string Yi where the Y

13 correspond to elements

i
1

of a linguistic string. :
|

|

For example, ‘

. : | : :
A noun in the suti-category singular cannot lappear with a verb in

the sub-category plural. A The man agree.

Only a certain sub-category of adjective cﬁn appear in the sentence

adjunct P A : in general, in particular, iﬁ in happy.

(b) Between a Yij and a Yik where Yij corregponds%to an element of a linguistic
' 4

- string and Yik corresponds Lo a sel of adjunéts of 'that element. For exzanple,
! .

|

In r the string to V Q cannot adjoin a noun of sub-category N,

N’ e 2

1
(proper names): the mun to do the job A John to do the job.
J J

i
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i
1
l.
|

Only & certain adjective sub-category (e.g., present, availabdle)

. . . 1 . .
can appeer 1n r, without any left or right adjunct of its own:
I 3 gnt,

the people present ; 2 the people havnpy.

(¢} Between Y.. and Y.
ij i

o

i
1
|
i

ko where one corresponds to an element of a

|

linguistic string and the other corresponds to an adjunct set which cean
g 2 ,

: {
repeat 1tself; i1.e., vhich allows 2 or more adjuncts on the same ling-

|

uistic element. These restrictions enable one to express the ordering

among adjuncts in some adjunct sets. For example%

The string grammer defined by eqs. 1-3, tog%ther with the atomic

strings (word-cetegory symbols) have the form of a BIF definition.

Q (quantifier) and A (adjective) are both in the set
8 a ; |

i
lN s the left edjuncts of the noun. However, Q can

precede A but A cannot precede Q when both are adjuncts

' . : P
of the same !l in a sentence: 3Q A N e e five pgreen
i

books , but i A QN e.g., green five books.

The system with eq. 4, however, departs from a BFF definition in two

important respects: !

(a)
(v)

With the

have the

i ’ |

|

it contains restrictions (tests) on the'options of a definition;

the atomic strings (word-categories) of' the grammar have

sub~classifications. o i

i

elinination of the restrictions, the computer gremmar will egain.
1

forn of e BNF definition.

8- |
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3. Eliwinstion of the Re

The restricticaless string grzcn"“ is obtained frou the Gramnsye
deseribed above by the mothods of (A) and (B) belev. Initially (in
J ;
this paper), conjunctional strings have not besn included in the

restrictionless grovmar. We estimate that the eddition of conjunctionsl

.’

strings vwill dneresse the size of the restrictionloss gramar by o
Toctor of ehout 5.

(£) %ne Llingvistic stringe represented in the cowp@ber Eroumsy
are reformilated in eccordence with the folleowing requircmento Given

ey utterance of o langvage containing A e « o B o o o s vhere g

Y

greamatical dependency obtsins betvesa A and B s the elementery strings
of & restricticnless string gressar ore defincd so that & end B appear
Together in the seme linguistic string, and eny iterable sequence
between A snd B is an adjunct of that string. Iterable sequences of the

type seemed to besin to in It scened to bepsin to surprise him that we

jorked seriocusly , or is said to be known to in It is said ©o0 be known

to surprise him thet ve vorked serivusly are analyzed as adjuncts.

if we place such sequences emong the left adjuncts of the verb, &v s

then the sentences ebove can be put in the form

(9) 1% £v_purprisc hin that we worked seriously

Qe



£V = seemed to Legin to 3 is.said to be known to ; etc.
However, when the adjuuct ﬁv bekes on the value zero (as can all adjuncts,
by definition), then (9) ebove Lecomes the non-grammatical sequence It

surprise him that we worked seriously. This happens because the first

verb of zv (seemed or is) carries the tense morpheme, and the latter
2=k il —
disappears when zv = 0. Ve separate the tense morpheme from the verb, and

place it in the center string as one of the required elements.
(10) c1L=15t 0 t=0/-s/ -ed / will, cen, ...

This formulation of the assertion center string C1 (10), in which
the tense morpheme is an independent element and iterable sequences are taken
as adjuncts, is necessary in order to preserve, for exemple, the dependence

between the particle it and the succeeding sequence surprises him that we

worked seriously: ﬁ The book surprises him that we worked seriously., 1In the

grammar which includes restrictions, this formulation is not necessary because

this dependence can be checked by a restriction.

!
(B) Turning to the computer form of the grammar, all the restrictions of

the grammar are eliminated either by defining new grammar strings (for the |
elimination of the restrictions Ra) or by replaéing the general word-
categories by the particular subclasses of those categories which are
required by the restriction (to eliminate Rb). The application of this
procedure increases the number of strings in Qhe grammar, of course.

The restrictions Ra can be eliminated in the following manner. Suppose

the option Y, of Y has a restriction R® on it which prevents it from being

chosen in Y' (Y is a Y'ij of Y'). Then define a new grammar string Y* which

«]0-



contains all the options of ¥ but Yi':
(15) W=Yl/_1'2/e . ./Yiml/l’iﬁkl/. . G/Yn

Then the new graumsy string Y* replaces ¥ in Y', Thus; in the ezemple of

a,

8, s A .. . . . vt ot
R” on p. 5, the string Y = which ¥ % IV V / coe (1n the modified treatment

of tense and iterable sequznces) would replace Y in Tyge

L W~1

s oz b A . et .
The restrictions R arve eliminated in a different way, according to

the types described on p. 6,

(a) New strings must be written in which only the wellformed sequences
of subcategories appear. In the exsmple of subject-verb agreciment, the

original Y, (Yi = (1) must be replaced by two options:
Cl=Iit‘VQ--> N tV.e/N tV 0
; 8 5 P P

where NS and Np are singular end plurel nowns, V_ and Vb singular and plursl
3 [

verbs,

(b) If an elemcnt of a perticular subcategory, say Ai’ can take only e

subset of the adjuncts Ty then a new adjunct s¥ring Ths is defined. It

contains those options of r. which can eppear only with Ai plus all the

A

options of r, vhich are common to &ll the sub-categories of A, When this

has been done for all Ai having some particular behavior with respect to ps

all the remaining sub-categories of A will have & common adjunct string ro t

Ar, > Ar,, [/ AgTys /o) Azra./ Ayr. / ..

As many new sets Tps must be defined as there were special sub-categories of

A. A similar argimwent holds for lA and other adjunct sets which depend on A,

=1)-



c) A rnew elemont coryesponding to'the edjuzet eet wust be dedined in
<

vhich the edjuncts ooy corracely ordered with respaet to each other, and

each one must be able vo tuke on {he valus zZero.
This procedure for QT'u!u,}lﬂ” restrictions is elso the slgoxlilia for

in troducing furthay grosnticsl refinements into the westrictionless gresmsy

Such a genzral procedurc can be Tormulsted because of en essential préperty
of e string grawear: In terms of linguistic (elewenbery) strings, ell
restrictions sre eitber o) beltween elewents of e string, or b) bebween an
element of tbe string end its adjunct, or ¢) belween rslated adjuncts of the
seme étring, Further, thare is no problem with discontinuous elements in a
string grammer: oll elemants whilch depend in scme wey oa each other gr&mmmiién
ally appear in the ssmz ctring or in strings vhich ere contiguous by adjumetilon.
The cost of the eliminatlon of ell restrictions in this way is shout &n'
order of magnitude increazse in the munber of strings of the grex . Jostesd

N

of about 200 sgtrings of computeyr grasmmar, the gresmar presented here has
egbout 2000 strings. It 1s inter estlug that the increase in the gize of the
graxmar is not greater than roushly one order of masgnitude. This suggests tﬁ&t
there may be practicel epplications for such a grammar, e.g. in a program
de51gncd to carry out all analyses of a sentence In recl timu. Also, since :
the restrictionless grawmar is equivalent to & B.N.F. grawmar of English, it:

may prove useful in adding English-language festures to programming langusges

vhich are written in B.W.I',

“)2m
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