
Dear Piotr,

This is a great start. When doing a summary, one wants to describe other systems and then say why our approach is better. So, it would go something like this (based on what you have written):

Zhu and Hastie [ref] propose a method called Least Angle Regression and Shrinkage - Elastic Net (LARS-EN) as a improvement to the very influential LASSO algorithm by Tibshirani [ref]. Its main advantage over LASSO is to group variables (in our case genes) as opposed to choosing one gene and leaving out correlated ones. One version of our algorithm uses LARS-EN. Its results are ….[we should say how this compared with us]  Shimamura et al. propose a variant of LARS-EN which adds an autoregressive term for purposes of closely spaced time series. We compared ….….[we should say how this compared with us]  By contrast Lozano et al adopted an autoregressive model to LASSO.
Best,

Dennis

Hui Zhu, Trevor Hastie, “Regularization and variable selection via the elastic net”,
Journal of Royal Statistical Society B, 67 pp.301-320, 2005.

The LARS-EN (Least Angle Regression and Shrinkage - Elastic Net) algorithm gives a sparse solution to linear regression and improves on Tibshirani’s (1996) LASSO algorithm for solving linear regression with an L1 penalty on the regressors (weights) beta.
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LASSO has 4 “problems”:

1) it tends to select at most n variables (n = number of samples)

2) if several variables are highly correlated, only one is selected by LASSO

3) LASSO does worse than ridge regression (L2-regularized linear regression) on high dimensional data

4) it is not strictly convex, because of the L1-norm penalty

Elastic nets propose to group the variables: they do automatic variable selection and continuous shrinkage to “catch all the big fish”.

The elastic net loss function is:
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Strictly convex regularization in elastic net enable to group highly correlated variables/predictors by assigning them similar regression coefficients.

Although LASSO and derived techniques are linear regression techniques, they can be applied to classification (by setting the target y_t to either 0 or 1). In one of the experiments on leukemia prediction from micro-array data, input consists of m=7129 genes and n=72 samples (38 training, 34 testing), and elastic nets achieve better results (0/34 error) than regularized logistic regression and SVM.

I have implemented the LARS-EN algorithm is basically implemented as an optional M-step in our current state-space method.

Teppei Shimamura, Seiya Imoto, Rui Yamaguchi, Andre Fujita, Masao Nagasaki, Satoru Miyano, “Recursive regularization for inferring gene networks from time-course gene expression profiles”, BMC Systems Biology 3:41, 2009.

It is an extension of the elastic net to gene microarray time-course data by using vector autoregressive models (VAR) to model the dependency of one gene expression profile on transcription factors. The i-th gene depends on all m genes (transcription factors) by:


[image: image3]
Autoregressive coefficients beta are likened to Granger causality, and define what is a considered the gene regulatory network.

Contrary to a vanilla elastic net method, which shrinks all coefficients by the same amount without assessing their relative importance, this extension also incorporates the relative importance of the beta coefficients by using additional coefficients w_k for each of the m variables (transcription factors). The algorithm is called “recursive elastic net”. 
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The selection of additional regularization parameters w_1 through w_k is done using a recursive algorithm that re-estimates the w_k as the inverse of |beta_k|, and which stops using a Akaike and Bayesian information criterion (AIC, BIC).

Data a standardized (zero mean, unit variance).

The REN algorithm was tested on breast cancer data (m=110 Entrez Gene Ids, and n=8 time points), and compared to LASSO, elastic nets, as well as other shrinkage-based linear regression algorithms. Biological interactions obtained from the TRANSPATH database were used as ground truth for the presence or absence of an edge. Elastic nets and recursive elastic nets achieved a true discovery rate (TP+FP) of TDR=0.11, compared to random predictor which gave TDR=0.5, and it was statistically significative at less than 1%. 

P.S.: the same authors published a state-space model paper two years earlier, which I will check out.

Aurélie Lozano, Naoki Abe, Yan Liu, Saharon Rosset, “Grouped graphical Granger modeling for gene expression regulatory networks discovery”, Bioinformatics 25 (ISMB 2009) pp.110-118, 2009.

Here the vector autoregressive model of gene regulatory networks is extended to d-th-order Markov dependencies (typically d=2 to d=4) between the regulated gene and transcription factors, while keeping an L1-regularized linear regression model (LASSO) on the weights. 

There is indeed an assumption of Granger causality (Granger 1980), which states that time series x Granger-causes time series y, if the (least-squares) accuracy of regressing y in terms of past values of x and y is higher than regressing y in terms of past values of y only.

This is just another way of expression multivariate d-th order vector autoregressive models VAR(d), and for i-th gene at time point t, this becomes:
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A “group structure” is defined among the regressors: namely, all regressors from the same time series (i.e. same gene) belong to the same group, as opposed to regressors from another time series (gene).

The generic Group LASSO’s loss can be defined as (where G_j is the j-th group of variables):
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In group LASSO, the L2-norm intra-group penalty enforces smoothed, similar weights within groups, but an L1-norm inter-group penalty selects groups of variables (e.g. genes). Reference for Group LASSO: (Yuan & Lin, J Royal Stat Soc B, 2006)

A comparison is drawn between plain LASSO, adaptive LASSO and grouped LASSO, on synthetic data generated using a linear VAR(d) network, and group LASSO gives the best reconstruction (but it is a synthetic model, where the process used for data generation is the same as the one used in the learning model).

Group LASSO is evaluated on human cancer cell (Hela) cycle, with 3 sequences of 12, 27 and 48 times points (a lot) and m=1134 genes, using VAR(2) through VAR(4) models. A comparison is established with already discovered interactions from the BioGRID database, and the performance is measured in terms of precision and recall (but these are just estimates, since precision might be lower as some true interactions might not be in BioGRID, and recall might be lower too since not all forbidden interactions are explicitly not listed in BioGRID). Additional bootstrapping of data is done to evaluate the statistical significance of the learned network. The F1-score obtained is about 0.59.
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