­­Network Walking: Genome-wide validation of a TF-target network that mediates early-to-late Nitrogen responses

**Abstract**

An accounting of transcription factor (TF)-target interactions is necessary to understand how transcriptional networks control the response to environmental and developmental cues. Current approaches to identify these interactions rely on *in vitro* binding assays which lack information on the effect of binding. We have used a cell-based assay to identify direct regulated targets of 20 early nitrogen responsive TFs from Arabidopsis. Targets of each TF are enriched in nitrogen responsive genes and indicate that binding motifs are often associated with a particular direction of regulation. Using a Network Walking approach, we integrate our results with *in planta* perturbation of TGA1, a known regulator of nitrogen, to chart a path from direct targets in cells to indirect targets responding in whole roots. Our approach enables the identification of TFs that can be manipulated individually and in combination to alter nitrogen use efficiency and can be adapted to any transcriptional network in eukaryotic systems.

**Introduction**

Precise control of transcriptional networks enables cells to adapt to a changing environment and carry out complex developmental programs. One of the primary goals of systems biology is to reconstruct the set of transcription factor (TF)-target interactions for the underlying gene regulatory networks (GRNs). Studies have demonstrated that *de novo* network inference is a valuable approach to building GRNs in many organisms, from microbes to plants [1-4]. However, a major challenge especially in higher eukaryotes, is genome-wide validation of the accuracy and predictive power of the resulting GRNs. This is largely due to the lack of methods for high-throughput validation of the inferred TF-target interactions [1, 5].

Several techniques have been developed to provide genome-wide experimental evidence to train and test network inference algorithms. The most commonly used method for identifying direct TF target interactions is chromatin immunoprecipitation (ChIP). However, there are several limitations to this approach. First, TF-target binding performed *in vitro* is a poor predictor of gene regulation [6-9]. Second, at best, ChIP studies provide only a snapshot of the stable TF-binding events under the conditions and at the time-point assayed [10-14]. Other high-throughput approaches, such as Protein Binding Microarrays (PBM) [15] and DNA Affinity Purification Sequencing (DAP-Seq) [16], have been used to identify the genome-wide binding sites and cis-elements for hundreds of TFs. However, these *in vitro* approaches lack cellular context.

Validating TF-target predictions based on a functional assay, e.g. TF-mediated changes in gene expression, takes into account the *in vivo* context. Perturbation of TFs using knockout or overexpressing transgenic lines to identify regulated targets is standard across microbes and higher eukaryotes [17-20]. However, this approach is time-consuming and impossible to scale for most eukaryotes. Additionally, it is not possible to distinguish direct TF effects from indirect targets without additional TF-target binding information, such as ChIP.

Here, we have exploited a cell-based TF perturbation system called *TARGET* [21] to functionally validate predicted TF-target interactions in GRNs. This system overcomes many of the limitations described above, as experiments can be performed and analyzed within weeks, direct TF targets can be identified by TF-mediated gene regulation, and the assay is done on cells from the tissue of interest. The *TARGET* assay identifies TF targets though controlled nuclear localization of a transiently expressed TF [21]. As transient expression systems have been developed for many multicellular organisms as a quicker alternative to the generation of stable transgenics and mutants [22-24], the *TARGET* TF-perturbation approach is broadly applicable.

In this study, we have scaled-up the throughput of the cell-based *TARGET* system for TF-perturbation. The modifications we employ have allowed us to identify the direct genome-wide targets of 20 TFs involved in early nitrogen (N) signaling. Our aim is to understand how this nutrient signal, which is first perceived in root cells [25], triggers longer-term growth responses (e.g. lateral root nutrient foraging) [26]. At present, the connection between the early and late effects of N-signaling is not well understood. In our proof-of-principle “Network Walking” example, we were able to determine the network path for a well-known TF (TGA1) in the N-response [27]. Using this approach, we connect 72% of the indirect targets which respond to TGA1 only *in planta,* back to TGA1 through intermediate TF2s. Elucidating the hierarchy of TF-target interactions underlying the N-signaling response in plants has implications for plant N-use efficiency, a process that impacts agriculture, the environment and human health.

**Results**

**Rapid genome-wide validation of direct regulated targets of 20 “N-early response” TFs.**

We sought to identify which of the ~2,000 Arabidopsis transcription factors facilitate the rapid response to N-signaling in plants. To do this, we targeted TFs for functional testing that themselves have a rapid transcriptional response to N treatment in a fine-scale time course [25]. In that study, the identification of genes that respond to N by time (NxTime) was combined with a “*Just-in-Time*” [I would suggest “first response”; it’s more accurate] classification, in which genes were binned based on the *first* time-point there mRNA reached a fold-change of 1.5 in response to N treatment relative to the control [25]. These NxTime responsive genes identified include 145 TFs in roots and 162 in shoots, with an overlap of 49 TFs (Fig. 1a). We selected a set of 20 TFs that respond to NxTime in both shoots and roots to validate their role in the N-early response network. These 20 N-early response TFs include 11 “first responders” (5-10 min), 6 “early responders” (15-20 min), and 3 “later responders” (45-90 min) (Fig. 1a). The TFs include 6 that have previously been validated in the N-response (e.g. CRF4 & CDF1 [25], NAC4 [28], TGA1/4 [27], LBD38 [29], and an additional 14 TFs with an unknown role in N-signaling.

To determine the genome-wide targets regulated by these 20 “N-early response” TFs, we used the cell-based *TARGET* system for inducible TF perturbation [21]. This system has several advantages over *in planta* TF-target validation; i) Rapid: TF-targets can be identified in 1 week, ii) Direct targets: it can identify *direct* TF-targets based on TF-induced gene regulation [21], and iii) Throughput: with our modifications we can functionally test 20 TFs within 3 weeks. Briefly, the cell-based *TARGET* assay [21] identifies direct TF-targets based on TF-induced gene regulation. TF-nuclear entry is controlled using a subdomain of the glucocorticoid receptor (GR) [30] fused to the TF of interest. The GR-TF fusion protein is held in the cytoplasm by HSP90-GR binding [31]. Dexamethasone (DEX) treatment disrupts this binding, allowing temporal control over TF entry into the nucleus. Additionally, when transfected root cells are pre-treated with Cycloheximide (CHX) to block downstream regulation of secondary TF-targets, direct TF-targets can be identified as those that respond transcriptionally to DEX-induced TF nuclear import in the presence of CHX.

We made two important changes to the cell-based *TARGET* system to increase the throughput of TF perturbations (Fig. 1b). First, by introducing an Empty Vector (EV) control – a construct containing only the GR and no TF – we can identify differential expression resulting from DEX-induced nuclear translocation of all TFs tested on that same day. Second, when two populations of cells are transfected separately with two different vectors – TF1-RFP vector, and TF2-GFP vector – cells expressing the two flurophores can be pooled and efficiently separated by FACS, saving time in the cell-sort process.

As proof-of-principle, we used this higher throughput *TARGET* approach to identify direct targets of our set of 20 “N-early responsive” TFs. The transcriptome responses affected by each of these 20 TFs were examined at 3 hours after DEX-induced nuclear entry of the GR-TF fusion. To obtain a list of differentially expressed (DE) genes, each set of TF samples was compared to the EV using the analysis pipeline shown in Fig. S1. The TF-targets identified as DE between each of the 20 TFs and EV (FDR<0.025) are reported in Tables S1-20.

**The 20 “N-early responsive” TFs directly regulate genome-wide targets enriched in NxTime genes**

The number of direct genome-wide targets for each of the 20 “early N-response” TFs was between 596 (CRF4) and 5,799 (HSFB2A) (Fig. 1c). Each TF is capable of acting as either as an inducer or repressor of target genes (Tables S1-S20). As the 20 TFs were selected based on their N-response [25], we examined whether the targets of each TF overlapped with NxTime responsive genes in the shoot or root. To do so, we calculated the specificity of each TF to the NxTime gene sets (i.e. the percentage of direct TF targets that respond in NxTime) and the influence of each TF on the NxTime genes (i.e. the percent of the NxTime genes regulated by a TF) for both shoots and roots (Fig. 1c, see Methods). The order and shading of the TFs in Fig. 1c is based on the N-specificity Index (p-value), a measure of the significance of the influence a TF has on the NxTime responsive genes (see Methods). Overall, the targets of each of the 20 N-early response TFs significantly overlapped with the NxTime genes in shoots and/or roots, however the ordering of the TFs was organ-dependent. For instance, CRF4, a known TF in the N-response in shoots [25] (Fig. 1c, green arrows), and HYH (Fig. 1c, orange arrows), are examples of TFs whose targets show specificity for the shoot or root, respectively. By contrast, bZIP3 and C2H2, TFs that our study now implicate in the N response control genes that respond to N treatment in both shoots and roots (Fig. 1c black arrows),.

**TF-target regulation data can identify cis-motifs associated with gene repression or activation.**

We used our TF-target regulation data to interrogate TF-DNA binding data and classify cis-elements based on their association with the direction of gene regulation (e.g. induction or repression). Specifically, ten of the 20 “N-early response” TFs in our study also have cis-binding motif data from DAP-seq [16] (16 cis-motifs), Cis-BP [32] (8 cis-motifs) or protein binding microarray (PBM) [33] (1 cis-motif). We looked for enrichment of these cis-motifs in the 500bp promoter of the regulated targets. When all targets of each of the 10 TFs were analyzed, we found a significant enrichment (p-value < 0.05) of at least one cis-motif for 7/10 TFs in our study (15/25 unique cis-motifs, Table S21). We further separated the TF-regulated genes for each TF into induced and repressed targets, and repeated the analysis (Fig. 2). When separated by direction of regulation, an additional 5 motifs (19/25 motifs) and two additional TFs (9/10 TFs) showed enrichment of their motif in either the induced or repressed set of targets. The cis-binding motif was found to be enriched *only* in the promoter of *either* the induced targets or repressed targets for 8/10 TFs. The lone example of the cis-binding motif being enriched in *both* induced and repressed TF-regulated targets was for BEE2. One of the TFs (HHO3), showed no enrichment of the cis-binding motifs in any set of *in vivo* regulated targets. Similar results are observed when the overlap between the target genes identified by DAP-seq are compared to the direct and regulated targets identified by *TARGET* (Table S22).

**N-responsive TFs regulate a connected network of genes enriched for N-related processes**

The above results ranked the 20 N-early response TFs according to their *individual* roles in regulating genes in the N-signaling pathway. We also asked how this set of N-early response TFs *work together* in mediating the N-response. When analyzed collectively, the regulated targets of 20 N-early response TFs are significantly enriched in the root NxTime responsive genes (p-value 1.01E-96) (Table S23). Collectively these 20 TFs regulate 73% of the NxTime genes in roots (1215/1658 genes; p-value 3.08E-96) and 73% of the NxTime genes in shoots (1582/2173; p-value 2.37E-123).

To gain further insight into their collective behavior, we explored the network topology for the 20 N early response TFs and their targets. We compared the distribution of TF-target edges within the validated *TARGET* network (Fig. 3a, orange bars) to a randomized network that contains the same number of TFs, targets and edges (Fig. 3a, grey bars). The distribution of edges in the validated *TARGET* network (orange bars) differs significantly from a randomized network. Specifically, the validated network contains significantly (p-value <0.001) more targets that are “unique” (i.e. targeted by only one or two of the TFs) or shared (i.e. targets of 8 or more TFs), compared to the random network (Fig. 3a).

We next asked whether the shared targets of the 20 N-early response TFs are enriched for N-related processes. To test this, we calculated the enrichment for Gene Ontology (GO) terms, i.e. the frequency of a GO term in the targets of a TF, over the background frequency of the GO term (see Methods). This analysis uncovered enrichment in N-metabolism terms, root development and hormone signaling (Table S24). We found that the enrichment of these GO terms increases as the number of TFs with edges to a set of common targets increases (Fig. 3b). To test whether the enrichment of N-related GO processes in the shared TF targets occurred by chance, we devised a Figure of Merit, which we call Focus (see Methods). The Focus for a TF-target network is greater with respect to set of genes (e.g. GO term) when TFs have more edges to that set of genes. Our significance test determines the probability that the Focus calculated from the edges in the validated network is higher than we would expect to see by chance. For the network of all validated targets of the N-early response TFs, the Foucs for each of the GO terms was significantly greater than for the randomized networks (p-value <0.005) (Fig. 3b).

**The shared targets of the 20 N-early response TFs are enriched in cis-regulatory elements for putative TF partners.**

In order to identify TFs that work together in regulating genes in the dynamic N-response, we looked at the occurrence of cis-motifs in the regulated targets of the 20 early NxTime responsive TFs. Given the large number of TF-binding motifs from high-throughput methods such as DAP-seq [16], PBM [32, 33] and SELEX [34], and the fact that TFs from the same family often have very similar cis-motifs, searching for the >1,200 cis-motifs available is impractical, and the results are hard to interpret. Therefore, we used the RSAT matrix-clustering tool [35] on available Arabidopsis TF cis-motifs (1,282), which identified 80 cis-motifs groups based on hierarchical clustering (Fig. S2). Cis-motifs from TFs belonging to the same family generally fell into the same cluster, which reflects the previous analysis of the 529 cis-motifs identified by DAP-seq [16]. For each cis-element cluster, we obtained a consensus motif and corresponding position weight matrix (PWM) [35] (Tables S25 and S26). Using the PWM for each of the 80 motif clusters, we calculated enrichment of each in the promoters (500bp) of the regulated targets of the 20 N-early response TFs. This analysis shows that the induced vs. repressed targets of the 20 N-early response TFs form two clusters based on the cis-motifs shared in the promoters (Fig. 4). Furthermore, we are able to identify sets of cis-motifs that are primarily enriched in the induced (Fig. 4, green box) or repressed (Fig. 4, red box) targets. For example, cis-motifs for some TF families (e.g. cis-motif cluster 29 and 30 (MYB)) are enriched only in repressed TF-targets. By contrast, other cis-motifs (e.g. cis-motif cluster 8 and 23 AP2EREBP) are enriched only in the induced TF targets.

**Using time-series network inference to predict TF-target edges for all N-responsive TFs in roots.**

We next sought to expand our gene regulatory network of the N-response in roots beyond the initial 20 TFs for which we validated the genome-wide targets using the *TARGET* system (Fig. 1). To do this, we used fine scale time-series transcriptome response to N-treatment [25] in a network inference approach called Dynamic Factor Graphs (DFG) [36] to predict TF-target edges for all 145 TFs in the N-response. DFG is a time-based machine-learning method that uses the time series to estimate the quantitative influence of TFs at time *t* on target genes at time *t+1.* This approach has been used previously to build network models that can predict gene expression states at future time-points, even when few time points are tested [25, 37]*.* The resulting GRN provides an edge score, or measure of influence, for each TF on every target gene in the network (i.e. 243,726 TF-target edges).

To validate our GRN predictions, we used the validated TF-target edges for 18 of the N-early response TFs identified in *TARGET* (Fig. S3a) to calculate a “precision” threshold for TF-target predictions, and to “prune” the DFG network for high-confidence TF-target edges involved in the root N-response [1]. We note that two of the TFs – ZFP4 and HSFB2A – were excluded from this analysis, as they did not meet the stringent FDR threshold used for DFG. Area Under Precision Recall (AUPR) for the TF-target predictions in the DFG predicted GRN (0.209) was significantly greater than for 1000 random Precison-Recall (PR) curves (mean = 0.175) (Fig S3b). From the PR curve (Fig. S3c) generated using the validated edges of the 18 TFs, we chose a Precision threshold cut-off of 0.30. This point, at which the curve begins to flatten out, was used to filter our predicted network for high confidence TF-target edges. We note that our Precision cutoff of 0.30 is of comparable scale to the 0.50 Precision achieved using an ensemble approach of multiple network inference methods in simpler microbial systems [1]. At this cut-off, which corresponds to an edge threshold score of 1.0794, the resulting “pruned” GRN is comprised of 5,577 total edges between 143 TFs and 252 targets (Fig. S4, Tables S27 and S28).

To evaluate their individual contributions of the 18 TFs to the Precision and Recall, we calculated the Precision, Recall and the F-score (harmonic mean of Precision and Recall [38]) for each of the 18 TFs within the pruned DFG network (Table 1). While there is variation in all three metrics for each of the 18 TFs, the mean Precision, Recall, and F-score among all 18 TFs was 0.38, 0.17 and 0.18 respectively, and are close to weighted values for the Precision, Recall and F-score calculated from the *TARGET* edges for all 18 TFs, indicating that they are not biased towards a few TFs with many edges. Importantly, the 90% confidence intervals for Precision (0.31 - 0.46), Recall (0.10 – 0.25) and F-score (0.14 - 0.21), indicate that the TF-target edges predicted by DFG for the remaining 125 NxTime TFs in the network are likely to be reliable.

**‘Network Walking’ – charting a TF network path from direct to indirect targets.**

We next sought to combine our network inference data (for 125 N-response TFs) with TF-target validation data (for 20 N-early response TFs) to chart a path for an N-early response TF from its direct targets (in root cells, where the N-signal is first detected) to its indirect targets (e.g. in whole roots). In an approach we call “Network Walking” (Fig. 5a), we connect an N-early response TF1 to its direct targets identified in root cells, which include TF2s. Next, we connect TF2s to indirect targets of TF1 (identified *in planta)* using edges for intermediate TF2s validated by the cell-based *TARGET* system (e.g. 20 TFs), and high confidence TF-target predictions for the remaining 125 TFs in the DFG network. As proof-of-principle, we demonstrate how the Network Walking approach can shed light on the mode-of-action and network path of TGA1, an important regulatory component of the N response [27] (Fig. 5b). The dataset includes genes that respond to TGA1 perturbation in cells (Table S20), or *in planta* (Table S29), as well as TF-target edges validated for 20 TFs (Tables S1-19) and for the 125 TF targets as predicted by DFG (Tables S27 and S28).

In Network Walking, ***the first step*** is to use the TF1 targets identified by the cell-based *TARGET* system to identify which DE genes from *in planta* perturbation are direct targets. In our example, *TARGET* assays shows that TGA1 directly regulates 574 root N-responsive genes (Fig. 5b, yellow box), which includes 125 genes that also respond to TGA1 *in planta.* ***The second step***, is to connect a path from TF1 – via a TF2 – to its indirect targets which only respond to *in planta* perturbation of TF1. To connect TGA1 to its indirect targets, we use TF-target validated direct edges for the other 19 TFs from *TARGET* assays (Fig. 1), or the predicted TF2-target edges from the pruned DFG network (Fig. S4). For the TGA1 example, 72% (75/104) of the indirect TGA1 targets identified *in planta* can now be linked back to TGA1 through 43/57 TF2s. The set of 57 TF2s validated to act downstream of TGA1, includes 5 TFs for which we have validated targets in cells using the *TARGET* assay (HHO3, BEE2, GATA17, TGA4, HHO2), and 52 TFs with DFG predicted edges to TGA1 indirect targets. To further determine which of these intermediate TF2s are most important in relaying the signal from the primary TF (TGA1), enrichment of the cis-motifs in the targets for each of the 80 cis-motif clusters (Fig. S2) can be used. To apply this approach to the TGA1 Network Walk, we looked for enrichment of cis-motifs in the promoters (500bp) of TGA1 indirect targets. The most enriched cluster in the TGA1 indirect targets was for the WRKY family (cluster 13) (FDR = 0.109). Interestingly, 6 WRKY TFs respond to TGA1 perturbation in cells or *in planta*, with WRKY54 being a direct TGA1 target and good candidate for future validation studies.

**Discussion**

The goal of system biology is to learn networks that can accurately predict TF-target edges in a Gene Regulatory Network (GRN). A key step in this is to provide experimental validation of predicted edges between TF regulators and their target genes in a GRN. However, ascertaining genome-wide functional targets of a TF in a high throughput manner is a challenge across biological systems. For example, even in the most studied single cell system – *E. coli K12* – less than half of the genes have a known TF regulator, one third of the predicted TFs lack experimental targets, and two thirds lack a high confidence binding site [39]. The sparsity of TF-target regulation data is a limitation to elucidating these networks, and is more striking in multicellular eukaryotes such as Arabidopsis, where there are approximately six times as many genes and TFs.

Despite significant advances in the identification of physical interactions of TF and targets, there is still relatively little known about which genes *are transcriptionally regulated* by a majority of the ~2,000 Arabidopsis TFs. A proliferation of TF-target binding data has recently emerged from high-throughput *in vitro* approaches such as DAP-Seq [16] and PBMs [33]. Collectively, these datasets have identified more than 1,200 cis-binding motifs for nearly 700 TFs (Fig. S2, Table S26). However, one consideration is that these *in vitro* identified motifs rarely account for features present *in vivo,* such as protein-protein interactions and chromatin structure. More importantly, TF-target binding data – obtained *in vitro* or *in vivo* – cannot inform about the effect of this interaction on gene expression, e.g. induction vs. repression.

It is thus necessary to determine how a TF affects gene regulation in a live plant cell. One of the primary limitations to identifying TF regulated targets in whole plants, and other multicellular eukaryotes, is the time it takes to generate mutants and transgenics. Cell-based transient assays facilitate the rapid identification of regulated TF targets based on TF-induced regulation [40-44]. This approach is potentially better than TF-DNA binding because it is a functional assay that identifies targets in plant cells. The direct TF-targets identified by *TARGET* have been demonstrated to have *in planta* relevance, as shown for ABI3 [21], bZIP1 [42] and HRS1 [43]. Importantly, *TARGET* can also capture rapid and transient TF target interactions in isolated cells that are missed in whole tissues *in planta* [42, 45]. However, until now the *TARGET* TF-perturbation system has been used only to identify targets of a single TF [21, 42-44] or few TFs [25]. In this study, we have increased the throughput of the *TARGET* system by making modifications to the protocol. This has enabled the identification of direct targets for 20 N-responsive TFs in less than a month (Fig. 1 and Tables S1-S20).

As proof-of-principle, we selected 20 “N-early responders” (5 min –2 hrs) TFs from a time-course study [25] for medium throughput identification of the TF-target edges in root cells using *TARGET*. As a positive control, we chose six TFs that have previously been validated in the N response *in planta* – TGA1/TGA4 [27], NAC4 [28], LBD38 [29] and CRF4/CDF1 [25]. We also selected 14 TFs for which we have now demonstrated a role in N-signaling (ASR3, BEE2, bZIP3, C2H2, COL5, ERF056/060, GATA17/17-L, HHO2/3, HSFB2A, HYH, and ZFP4). Our *TARGET* experiments revealed that the direct regulated targets of each of the 20 TFs overlap significantly with NxTime responsive genes in root and/or shoot (Fig. 1c). Impressively, these 20 N-early response TFs, when combined, regulate 73% of all NxTime responsive genes from both organs, supporting their collective role in mediating the dynamic N response in plants. The enrichment of N-related processes in the shared targets of these 20 TFs (Fig. 3b), indicates that the influence of these 20 TFs converge on the N response. We also observed that the distribution of edges in the validated TF-target network resembles a scale-free network [46] (Fig. 3a), a common feature of biological networks that provides robustness [47]. Signal integration, an emergent property of biological systems [48], could explain the large number (258) of N-responsive TFs in shoots and roots, roughly 10% of all the predicted Arabidopsis TFs [25]. This type of complex combinatorial interaction between TFs, which can fine-tune the response to signal inputs [49], has been observed previously in plants [50, 51] and other systems [52-54].

The *TARGET* system which reports information on the direct regulated TF targets, provides much needed *in vivo* context to TF-binding data. We found that the enrichment of the TF binding motif in the promoters of TF-regulated targets is specific to the direction of regulation (e.g. induction vs. repression) for a majority of the TFs in our study (Fig. 2). This result suggests that direct TF-binding in the promoter of a target is typically associated with one regulatory effect (induction vs. repression). We also observed that *in vitro* TF-target binding is a poor indicator of TF-regulation, e.g. the vast majority of TF-bound genes are not regulated by the TF [Not so clear. Is this one TF? If so which one? Or should this be TFs?] in plant cells (Table S22). Because each TF both induces and represses direct targets (Tables S1-S20), regulation that cannot be explained by binding to the primary cis-element may involve weaker secondary cis-elements, binding elsewhere (e.g. gene body), or partner TFs which are not present in *in vitro* binding assays.

To facilitate the incorporation of the large amount of available TF binding data into our GRN, we compiled data on TF-target cis-motifs and used hierarchical clustering to compile 1282 cis-motifs into 80 representative cis-motif clusters (Fig. S2). The resulting cis-motif clusters separate into families, as seen for clustering of 529 DAP motifs into 57 clusters [16] and clustering of the 489 plant TF cis-motifs in the JASPAR database into 35 clusters [55]. We found that sets of genes that are directly induced or repressed by the 20 TFs tested in the *TARGET* system, share common cis-elements in their promoters (Fig. 4). This approach facilitates the identification of TFs that work together to regulate shared targets.

To integrate our results with other types of data, we derived an approach called Network Walking. The key feature of the Network Walking strategy is to connect the regulated direct TF1-edges in plant cells (identified using *TARGET*) to the indirect TF1 targets validated *in planta*. This is done using; i) experimental data on a TF1 for its direct regulated TF2 targets, ii) experimental data for the direct targets of TF2s, iii) predicted edges for TF2s to their targets from network inference, and iv) enrichment of the cis-motifs in the indirect targets of TF1. The resulting “Network Walk” which begins with a single TF1 is used to identify TF2s which mediate the signal between the initial TF1 and downstream *in planta* targets. The results can guide combinatorial experiments (e.g. TF stacking [should this be explained?]) and experiments on important TF2s in a systems biology cycle.

As proof-of-principle, we demonstrate the “Network Walking” approach (Fig. 5), starting with TGA1, a known regulator of the N-response in Arabidopsis [27]. TGA1 was previously identified as the highest ranked TF when all Arabidopsis TFs were sorted on several criteria, including the number of connections having a consistent response to nitrogen [27]. Due to the functional redundancy of TGA1 and TGA4, Alvarez et al. validated the role of TGA1/TGA4 in the N response using a double *tga1/tga4* mutant. In our study, we overcame the redundancy issue by identifying TGA1 targets based on overexpression in cells and *in planta* (Tables S20 and S29). Our *TARGET* results show that TGA1 is able to directly regulate 35% of all N-early responsive genes in root cells, and has the third highest N-specificity index in roots of the 20 N-early response TFs studied (Fig.1c), confirming the important role of TGA1 in N-signaling. Combining our *TARGET* and *in planta* data allowed us to identify the *in planta* targets that respond directly to TGA1 (Fig. 5b, yellow box) and separate them from indirect TGA1 targets (Fig. 5b, orange box). These results indicate that there are a large number of direct TGA1 targets detected in root cells that are missed by *in planta* perturbation assays. These may be transient TGA1 targets that can be detected only when the *TARGET* assay is performed in the presence of a protein synthesis inhibitor [21, 42, 43].

The large number of targets (574 genes) directly regulated by TGA1 includes 57 N-early response TF2s. By regulating roughly 40% of the N-responsive TF2s, the effect TGA1 has on the N response is amplified. In the “Network Walk” for TGA1, we were able to use the 57 downstream TF2s to connect TGA1 to a majority of its indirect targets identified *in planta*. These connections come from the validated direct targets of TF2s identified using *TARGET*, and high confidence TF2-target predictions from the pruned inferred GRN. To add to our predictions of which TFs are important in the GRN, we also used enrichment of cis-binding elements in the indirect targets. For example, enrichment of cis-elements points to a member of the WRKY family as being important in propagating the TGA1 signal. This implicates three WRKYs, which are validated direct targets of TGA1for future studies.

The development of tools for high throughput validation of the edges within inferred networks is crucial to obtaining high quality predictive GRNs. We demonstrate that the *TARGET* system for cell-based TF perturbation complements existing approaches by providing *direct* TF-target edges based on TF-mediated gene *regulation* in cells isolated from the tissue of interest. Importantly this system does not require the creation of stable transgenics and scales easily. We have also introduced an approach, Network Walking, which connects the early and direct TF targets in cells to downstream responses observed *in planta*. While our proof-of-principle studies focused on rapid N signaling in Arabidopsis, both of these approaches are generally applicable to study of GRNs involved in transducing signals in any eukaryotic system.

**Methods**

*Genome-wide targets of 20 TFs identified with the modified plant cell-based TARGET system*

The 20 TFs were TOPO cloned into pENTR (Invitrogen) from cDNA or isolated from the Arabidopsis TF collection [56]. TFs were then transferred to the pBeaconRFP\_GR plasmid [21] or a GFP version of the same plasmid (pBeaconGFP\_GR) by Gateway (Invitrogen) cloning. Arabidopsis Col-0 plants were grown in 1% w/v sucrose, 0.5 g/L MES, 1X MS basal salts (-CN), 1 mM KNO3, 2% agar, pH 5.7 for 10 days prior to the *TARGET* experiment. Light conditions were 120 μmol m-2s-1 at constant temperature at 22⁰C, 16 h light, 8 h dark (long day). The preparation of root protoplasts and conditions for the transient transformation were as described previously [21, 42]. For each TF and the EV construct, 4-6 million cells were transformed separately and after washing, a single TF in the RFP vector and a single TF in a GFP vector were combined in 3 replicate wells of a 24 well plate. After overnight incubation, each pool of transformed root protoplasts were treated sequentially with N (20 mM KNO3 + 20 mM NH4 NO3 ) for 2 hours and 35 µM CHX for 20 min before a 10 µM DEX treatment to induce TF nuclear entry. Transformed cells were sorted by FACS into GFP and RFP expressing populations 3 hours after DEX-induced TF nuclear import. Cells over-expressing the candidate TF or empty vector were collected in triplicate and RNA-Seq libraries were prepared from their mRNA using the NEBNext® Ultra™ RNA Library Prep Kit for Illumina®. The libraries were pooled (24 libraires per run) and sequenced on the Illumina NextSeq 500 platform for 75 cycles. The RNA-Seq reads were aligned to the TAIR10 genome assembly using TopHat [57] and gene expression estimated the GenomicFeatures/GenomicAlignments packages [58]. The gene counts for every sample were combined and differential expression between the TF overexpression libraries and the EV libraries were identified by using DESeq2 [59] package with a TF+Batch model at a significance level of FDR < 0.025.

*Nitrogen Specificity, Influence and N-Specificity Index*

Specificity of each TF to the NxTime responsive data set of Varala et al. [25] was calculated by dividing the NxTime responsive targets of a TF by the total number of targets regulated by that TF. The percent of NxTime genes regulated by a TF was calculated as the number of NxTime responsive targets of that TF divided by the total number of NxTime responsive targets. The N-specificity index was calculated as in Varala et al. [25]. [Perhaps repeat that calculation]

*GO Enrichment*

The web application agriGO v2.0 [60] was used to identify GO terms enriched cumulative direct regulated targets of the 20 TFs, and for the intersection of these direct targets with the root NxTime genes.

For Fig. 3b, Let *G* be a list of genes associated with a GO-term and *Tk* be a list of Targets that are targeted by at least *k* TFs. We can calculate the enrichment of the *G* in *Tk* by simply comparing the frequency of *G* in *Tk* (i.e. the fraction of genes in *Tk* that intersect *G*), represented as *Fk*, to the frequency of G in the background (all 27,416 annotated Arabidopsis genes), represented as *Fb*.

For each gene list (*G*) we also calculated a figure of merit we call Focus (*Fg*) by simply adding the *Eg* for all *k* up to *n* TFs:

To test if the Focus of the validated network is significant for a given GO term, a Monte Carlo test was used to determine an empirical *P* value by comparing the Focus of the validated network to the Focus of 1000 iterations of a randomized network, generated by shuffling the edges within the experimentally validated TF-target network.

*Cis-binding site enrichment and clustering*

Enrichment of the cis-binding for motifs was calculated using the AME tool within the MEME package [61], setting the background to the 500bp promoter regions (upstream of the transcription start site) from all 27,416 TAIR10 annotated genes, and the frequency of bases to the occurrence within that set.

For motif clustering, cis-binding motifs for Arabidopsis transcription factors were collected from DAP-seq [16], Cis-BP [32] and the PBM of Zorilla et al. [33]. Position weight matrices (PWMs) were converted to the MEME motif format [62] and the RSAT matrix-clustering tool [35] was used with the following parameters: hclust\_method = average, calc = sum, metric\_build\_tree = Ncor, lth w 5 lth cor = 0.6, lth Ncor = 0.45, quick = true. To search for the enrichment of each motif in the TF targets, the consensus PWM for each of the 80 clusters was converted to the MEME format and the FIMO tool [63] within the MEME package was used to identify every occurrence of each of the 80 consensus cis-motifs in the 500bp promoters of all 27,416 Arabidopsis genes at a p-value of 0.0001. Overlapping motifs were removed, retaining only the motif with the lowest p-value. For each set of TF targets, enrichment of a motif in the target set relative to their occurrence in all annotated genes was calculated using a Fisher’s exact test. The resulting p-values were FDR corrected using the Benjamini-Hochberg procedure [64]. Heatmaps and hierarchical clustering were generated with euclidean distance and the “ward.D” agglomeration method using the gplots [65] heatmap.2 function in R.

*Identification of direct and indirect TGA1 in planta targets*

The TGA1 overexpression construct was made by Gibson assembly [66] with a three‐part construct. The CaMV‐35S promoter was fused to the TGA1 CDS using in the pGreen vector backbone. Primers used in the assembly are in Table S30.

Arabidopsis Col-0 plants with the 35S:TGA1 transgene were generated using Agrobacterium-mediated floral-dip method [67]. Approximately 100 seeds were sown in Phytatrays (Sigma-Aldrich) in liquid media that was identical to what was used in the *TARGET*: 1% w/v sucrose, 0.5 g/L MES, 1X MS basal salts (-CN), 1 mM KNO3, pH 5.7. Light conditions were 120 μmol m-2s-1 at constant temperature at 22⁰C, 16 h light, 8 h dark (long day).

When seedlings were 13 days old, they were transferred to N-starvation media (1% w/v sucrose, 0.5 g/L MES, 1X MS basal salts (-CN), pH 5.7). After 24 hours, 2 hours after subjective dawn, seedlings were transferred to Phytatrays containing identical media with the addition of 20mM KCl or 20mM KNO3 + 20mM NH4NO3. Plants were incubated within treatment media for 2 hours. After which, root tissue were immediately harvested and flash frozen in liquid nitrogen.

RNA was extracted from root tissue using the QIAGEN RNeasy kit (Qiagen). mRNA was purified with oligo-T beads (Invitrogen), and RNA-seq libraries made using the NEBNext Ultra Library Prep Kit (NEB). Libraries were sequenced the Illumina HiSeq 2500 v4 platform using 1x50 single end chemistry.

Resulting RNA-seq reads were aligned to the TAIR10 Arabidopsis genome using Tophat [57] and gene counts estimated using HTSeq [68]. Reads were then filtered and quantile normalized using the EDASeq [69] R package. Two-way ANOVA was used to identify genes whose expression was significantly different between the treatments.

*Network Inference and Pruning*

The DFG [36] predicted Gene Regulatory Network (GRN) was generated as described previously [25]. Briefly, DFG infers interactions between 145 TFs and 1658 genes that responded to N in the root time course [25]. The full inferred GRN, which contains an edge between every TF and every target gene (240,410 edges) was pruned using the validated TF-target edges from *TARGET.* The validated edges were used to perform an AUPR analysis and identify a precision threshold of 0.30 (Fig. S3b-c). This edge cut-off was chosen to minimize false positives, while recovering as many true positives as possible. The resulting pruned network was visualized (Fig. S4) using Cytoscape [70]. Precision (True Positives/ (True + False Positives)), Recall (True Positives/ (True Positives + False Negatives)) and F-score ((2 \* Precision \* Recall) / (Precision + Recall)) were calculated for the edges in the pruned network to generate Table 1.

**Figure Legends**

**Figure 1 –** **A modified *TARGET* system enables increased throughput for screening early N-response TFs.** A) TFs chosen for early nitrogen response to nitrogen in roots and shoots [25]. TFs in bold have been described in the nitrogen response. TFs with an asterisk do not meet the threshold for DFG.

B) Modifications enable screening of 8 TFs/day. GFP and RFP reporters allow transfection of protoplasts which are divided into replicates. Transfection of samples with an Empty Vector (EV) are compared to TFs to identify regulated genes. FACS - Fluorescent Activated Cell Sorting, N - nitrogen, CHX - cycloheximide, DEX - dexamethasone.

C) The intersection of TF targets with NxTime genes allows identification of new TFs important in both roots and shoots (bZIP3/C2H2, black arrows), tissue specific TFs (shoots CRF4, green arrows, roots HYH, orange arrow).

**Figure 2 – *in vivo* TF-Target regulation data helps interpret TF cis-binding motifs determined *in vitro.***

One or more cis-binding motifs are available for 10 of the 20 TFs from DAP-seq [16], Cis-BP [32] or the PBM of Franco-Zorrilla et al. [33]. Enrichment of these motifs in the 500bp promter of either the induced or repressed targets identified by the cell-based *TARGET* assay reveals that *in vitro* identified binding motifs often are related to only induction or repression of targets by the TF. Only BEE2 shows enrichment of the motif in both the induced and repressed targets.

**Figure 3 – Nitrogen-related processes are enriched in targets shared by multiple early N response TFs.**

A) TF-target edges in the validated network (orange bars) resembles a scale-free distribution, with significantly more unique targets (edges to 1 or 2 TFs) or shared targets (edges to 8 or more TFs), compared to a randomized network which contains the same number of TFs, targets and edges (grey bars). B) Enrichment of gene ontology terms for nitrogen related processes increases as the number of TFs regulating the set of target genes increases. Significance was tested by calculating a figure of merit called Focus (see methods), for the validated network and comparing it to the Focus value for 1000 randomized networks in which the edges within the validated network were shuffled. (\*\* *P* < 0.005, \*\*\* *P* < 0.001)

**Figure 4 – Cis-motifs representative of TF families are enriched in induced or repressed regulated TF targets**

Heatmap and clustering of enriched consensus cis-motifs for the 80 clusters (columns) in the 500bp promoters of the regulated targets of the 20 TFs identified using the *TARGET* system. TF targets were separated based on whether they were induced (green) or repressed (red). The motif logo, cluster number and family representation for the each consensus motif is shown above. The red box indicates the set of consensus motifs that are enriched primarily in the repressed targets and the green box those motifs that are primarily enriched in the induced targets.

**Figure 5 – Network Walking: Connecting early and late TF responses**

A) A schematic representation of the Network Walking approach used to connect early and direct TF targets identified in cells to the late and indirect targets identified only *in planta*. B) Example of a Network Walk from direct TGA1 targets identified in cells (yellow shaded region) to indirect TGA1 targets identified only by in planta TGA1 overexpression. Edges connecting the indirect TGA1 targets back to TGA1 come from validated *TARGET* edges for 5 TFs (HHO3, BEE2, TGA4, GATA17, HHO2) and DFG predicted edges for 52 additional TF2s. To further narrow candidate TF2s for further study, enrichment of cis-motifs for the 80 TF clusters (Fig. S2 and Tables S26 and S26) in the 500

bp promtoers of the indirect TGA1 targets was assessed. The consensus motif for cluster 13, which is predominantly WRKY family TFs is the most enriched. Indirect targets with a WRKY motif present are outlined in pink, and WRKY TFs are filled with pink. The network shown is limited to TFs and targets that respond to NxTime in Varala et al. [25]

**Table 1 – Precision and recall of the 18 TFs within the pruned DFG inferred network**

A comparison of TARGET validated versus DFG predicted edges in the pruned DFG network was used to calculate Precision (TP/(TP+FP)), Recall (TP/(TP+FN)) and F-score (harmonic mean of Precision and Recall). The mean and 90% confidence intervals of these values for the 18 TFs are similar to the values obtained with combining the edges for all 18 TFs. TP – True Positive, FP – False Positive, FN – False Negative.

**Figure S1 – Workflow for analyzing the *TARGET* RNA-seq results to identify differentially expressed genes**

General workflow for processing the RNA-seq results for the *TARGET* experiments with the input files at each step on top. After trimming adapter and low quality reads/bases, Tophat [57] was used to align to the Arabidopsis TAIR10 genome. Gene counts for the aligned reads estimated the GenomicFeatures/GenomicAlignments packages [58]. Expression counts from all 69 samples (20 TFs + 3 empty vectors times 3 replicates) were combined in a single matrix and analyzed using DESeq2 [59] with a TF + Batch model.

**Figure S2 – Heatmap of cis-binding motif clustering for 1282 Arabidopsis TF motifs into 80 groups**

Heatmap generated by the RSAT matrix-clustering tool [35] of the similarity (based on motif length normalized correlation (Ncor)) between 1282 position weight matrices of Arabidopsis TFs. Cis-binding motifs were collected from DAP-seq [16], Cis-BP [32] and the PBM of Zorilla et al. [33]. Description of each motif and TF membership can be found in Tables S25 and S26)

**Figure S3 – Evaluation of the inferred DFG network from roots with validated genome-wide TF target data.**

A) Genome-wide regulated targets of 18 TFs (Fig. 1c) were used to calculate the Precision and Recall of the DFG inferred GRN and “prune” the TF-target edges in the network to a precision threshold of 0.30.

B) Area Under Precision-Recall (AUPR) analysis demonstrates that the ranking of edges in the DFG inferred network is significantly better (*P* < 0.001) than randomizing the order of edge rankings (n=1000). The pruned network has a precision cut-off of 0.30 which corresponds to an Edge Score of 1.0794. The resulting pruned network has 5,577 edges between 143 TFs and 252 target genes (Tables S7 and S28).

C) Plot of the Precision-Recall curve. The 0.30 cut-off was chosen as the highest precision before the curve flattens. The pruned network contains 653 out of 29,844 predicted edges in the full DFG network for the 18 TFs in this study. TP – True Positive, FP – False Positive, FN – False Negative.

**Figure S4 – A pruned network inferred using dynamic factor graphs predicts targets for 143 NxTime TFs**

The root NxTime data from Varala et al [25] was used to infer TF-target influence with a time-based machine learning approach, DFG [36, 37]. Using genome-wide validated targets for 18 of the 20 TFs (Fig. 1) identified by the *TARGET* system, the inferred edges were pruned to a precision threshold of 0.3, chosen based on AUPR analysis (Fig S4). The resulting network is displayed in the context of the ‘Just-in-Time’ bins for each TF (left) and target gene (right) [25]. The size of the nodes is representative of the number of edges for each TF and target. The shading of the edges indicates the edge score. TFs highlighted in red have been previously shown to be involved in nitrogen signaling.
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