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Abstract
Symbolic execution is a powerful software analysis tech-
nique that reasons about the possible execution states
of a program due to logical branching.
Historically, such techniques are primarily geared to-

wards imperative languages such as C and Java, with less
effort in the development of frameworks for functional
languages. While such works do exist, many are focused
on contract-based analysis, and some lack full support
for reasoning about functional expressions.
In this paper we outline the application of symbolic

execution techniques to Haskell. Our methods for pro-
gram model extraction, defunctionalization, execution
semantics, and constraint solving have strong implica-
tions for static analysis based testing, and for future
work in program verification and synthesis.
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1 Introduction
The difficulty of software analysis scales with program
size: large programs with complex interactions are diffi-
cult for humans to reason about.

In the context of testing, a simple approach to checking
program behavior is through the use of automated test
scripts. However, such scripts do not scale well with de-
velopment, as additional tests must be written to contain
the growing complexity of program logic. Furthermore,
writing effective tests is inherently difficult and time
consuming to do, placing unnecessary burdens on de-
velopers. Techniques such as randomized testing [6] can
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partially address these issues, but cannot yield formal
proofs nor guaranteed coverage due to their probabilistic
nature.
The difficulty of achieving sound coverage by simply

querying a program with input suggests that a different
of angle attack is needed. Symbolic execution is one such
approach.
The core idea behind symbolic execution is to use

symbolic variables in place of concrete values for program
input data. By making this substitution, it is possible
to examine how arbitrary input results in different end
states of program execution. As branching instructions
such as if-then-else or case statements are hit, the current
execution state duplicates itself to continue execution
on all possible branches simultaneously. Each state is
tagged with a path constraint, a conjunction of the logical
conditions that its variables are required to satisfy in
order to reach the current point of execution. By contrast,
during concrete program execution, concrete values for
variables forces logical branching to take only one of the
several potential paths available. In testing scenarios,
this reduces the amount of code coverage that each test
case is able to hit.
For instance, consider the following Haskell function

foo, which has three parameters named a, b, and c:

foo a b c = if a + b < c

then a + b

else if c < 5

then b + c

else a + c

Each end result has a unique path constraint required to
reach it. For instance, in order to reach b + c, we must
satisfy a + b < c and c < 5. By keeping track of these
path constraints, we can utilize automated reasoning
tools such as SMT solvers [3] to generate satisfiable
concrete substitutions for variables that would conclude
at each end state.

Additional contract-based assertions and assumptions
about program state can also be encoded within path
constraints. For example, a general assertion check can be
expressed as follows: if there exists a state that satisfies
the negation of the assertion, it implies that the assertion
has failed.
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Symbolic execution is not without its flaws, however.
One difficulty is looping or recursion conditions that
depend on symbolic values themselves, which can eas-
ily result in infinite branching. Furthermore, because
multiple states appear per logical branch, path explo-
sion can quickly drain memory resources. Other chal-
lenges occur at the constraint solving phase: as SMT
solvers are currently only equipped to deal with first-
order logic, it is difficult for symbolic engines to reason
about higher-order functions. Such limitations affect in
existing symbolic engines [4], and limits the types of
functional programs that can be effectively analyzed.
In this paper we outline our progress towards unas-

sisted symbolic execution of Haskell. We document tech-
niques used for program model extraction from Haskell
source, execution semantics under symbolic evaluation,
and constraint solving strategies taken.
Furthermore, we illustrate how general symbolic ex-

ecution problems such as path explosion, execution se-
mantics, and exploration heuristics are tackled in G2.
We also demonstrate the feasibility of defunctionaliza-
tion techniques applied to domain-specific problems in
the constraint solving of higher-order functions. The
techniques applied in our work extends the power of
symbolic execution engines to reason about a larger fam-
ily of programs than before, and provides a solid base
for future development in this area.

2 Design
The core design of a symbolic execution engine for higher-
order functional languages consists of program model
extraction, defunctionalization, execution semantics, and
constraint solving.

2.1 Model Extraction

We now describe the representational model used in the
G2 symbolic execution engine that we call G2 Language.
This language is extracted by leveraging the Glas-

gow Haskell Compiler (GHC) API to perform partial
compilation of Haskell programs into a lambda calculus
intermediary called Core Haskell. While Core Haskell
is a relatively concise representation of Haskell source
programs, it nevertheless contains excessive amounts
of irrelevant compilation information. Thus, we further
translate Core Haskell into G2 Language, which is in ap-
proximate one-to-one correspondence with Core Haskell’s
high-level features. This language is complex enough
to express Core Haskell, and thus Haskell’s syntactic
constructs, yet concise enough to contain only the infor-
mation relevant to us.

⟨expression⟩ ::= ⟨variable⟩
| ⟨constant⟩

| 𝜆𝑥 . ⟨expression⟩
| ⟨expression⟩ ⟨expression⟩
| ⟨datacon⟩
| case ⟨expression⟩ of

−−→
⟨𝑎𝑙𝑡⟩

| BAD

⟨variable⟩ ::= ⟨name⟩ ⟨type⟩

⟨constant⟩ ::= int | float | char | . . .

⟨datacon⟩ ::= ⟨name⟩
−−−→
⟨𝑡𝑦𝑝𝑒⟩

⟨alt⟩ ::= ⟨datacon⟩
−−−−−−−→
⟨𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒⟩ ⟨expression⟩

⟨type⟩ ::= TyInt | TyFun ⟨type⟩ ⟨type⟩ | . . .

Within an expression, a variable is paired with an iden-
tifying name and corresponding type that is used during
constraint solving. constants are values that cannot be
reduced further. Because all functions are curried in
Haskell, single-parameter lambda functions are sufficient
to represent all functions. Next, lambda expression appli-
cation is treated as the application of the right expression
to the result of the left expression. Data constructors are
similar to variables: they are likewise endowed with a
unique name, and have a list of type to denote its param-
eters. Branching is done by data constructor matching
on alt cases, which have a parameter in the form of
a variable list that match to the arguments taken by
the datacon. All logical decisions can be broken down
into this format, even True and False from if-then-else
statements. Lastly, BAD represents a catch-all error state.

An execution state is defined as (ℰ , 𝒞,𝒫). ℰ is an envi-
ronment that maps name to expression. 𝒞 is the current
expression under evaluation. 𝒫 is the path constraint
accumulated so far for the execution state.

2.2 Defunctionalization

Because Haskell is able to natively express higher-order
functions that are outside of the reasoning capabilities of
the first-order SMT solvers, we apply defunctionalization
techniques introduced by Reynolds [10] in order to lower
higher-order terms to first-order ones.

Let 𝑡1, . . . , 𝑡𝑛 be a list of the function types used as ar-
guments in ℰ . For each 𝑡𝑖, we introduce a new datatype,
𝑎𝑝𝑝𝑙𝑦 𝑡𝑦𝑝𝑒𝑖 and a new function 𝑎𝑝𝑝𝑙𝑦 𝑓𝑢𝑛𝑐𝑖 of type
𝑎𝑝𝑝𝑙𝑦 𝑡𝑦𝑝𝑒𝑖 → 𝑡𝑖. We refer to these as apply types and
apply functions. For each function 𝑓 of type 𝑡𝑖, we in-
troduce a constructor 𝑓𝑐𝑜𝑛𝑠 for 𝑎𝑝𝑝𝑙𝑦 𝑡𝑦𝑝𝑒𝑖. The role
of 𝑎𝑝𝑝𝑙𝑦 𝑓𝑢𝑛𝑐𝑖 is to perform pattern matching on the
constructors of 𝑎𝑝𝑝𝑙𝑦 𝑡𝑦𝑝𝑒𝑖. When a match on 𝑓𝑐𝑜𝑛𝑠
is found, the appropriate function 𝑓 is invoked with
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the corresponding arguments that were also passed into
𝑎𝑝𝑝𝑙𝑦 𝑓𝑢𝑛𝑐𝑖.

Every higher-order function is then adjusted in a pre-
processing step to accept apply types in place of function
arguments. Each call to a higher order function is re-
placed by a call to an apply function, which is passed
an apply type. In this way, we preserve the semantics of
the original program, but reduce reasoning about higher-
order functions to reasoning about first-order functions.
This transformation enables SMT solvers to reason

about higher-order functions by proxy.

2.3 Execution Semantics

The goal of G2 execution semantics is to reduce a state
down to a terminal one, in which 𝒞 is a normal form
achieved through rewrites and ℰ lookups.
Each expression in G2 Language has a set of corre-

sponding rewrite rules akin to those of similar lambda
calculus based languages. These rewrite rules can be
applied to step through the execution sequence of a par-
ticular state in discrete increments. Because steps are
applied incrementally, this allows us to bound the depth
of our execution space, and prevent automatic infinite
looping that would otherwise cause the engine to run in-
definitely. Several execution heuristics can be applied to
explore the space, such as depth-first-search or breadth-
first-search techniques. We currently use breadth-first-
search techniques to apply stepping on all states in a
queue until a counter limit is hit. This has the advantage
in achieving balanced coverage in execution states, and
avoids scenarios that would result in diving too deep
into infinite recursion conditions.
Execution branching occurs during the evaluation of

case expressions when the inspected expression is a sym-
bolic value. In this scenario, the state is duplicated and
all alt branches are taken simultaneously, with the con-
straints 𝒫 for each state appropriately updated. Sym-
bolic values can be represented as variables who lack a
corresponding lookup in the environment ℰ , although
other explicit annotations are possible. This technique
can be applied to delay evaluation of the Haskell Pre-
lude-dependent portions of the program that we cannot
easily extract G2 representations for, such as arithmetics,
until SMT constraint solving, where direct translation
can be done on variable name inspections.

Furthermore, because Haskell has lazy evaluation, sim-
ilar semantics must be preserved in G2. In particular,
this involves favoring the left expression during for eval-
uation during expression applications.

2.4 Constraint Solving

Each path constraint gives a representational formula
that can be fed into the Z3 SMT solver.

The translation is straightforwrad: Haskell datatypes
become Z3 sort, while arithmetical operations on numeri-
cal constants are mapped directly to their equivalents Z3.
We currently do not support translation of non-normal
form expressions to SMT equivalents, as this significantly
increases encoding complexity while yielding little value.
Furthermore, due to the breadth-first-search nature of
our execution, we tend to find terminal states quickly
anyways. Additional exploration of the execution space
can be achieved by increasing counter limits on the en-
gine.

3 Related Work
There has been considerable work in the analysis of
Haskell programs. Our project is still a work in progress,
with a flexible future for testing and implementation of
different ideas. As such, we have focused on building a
solid, general base for the symbolic execution of Haskell.
Projects such as static Contract Checking [14] and

HALO [13], are mostly concerned with verifying pre and
post-conditions annotated within the program. HALO,
in particular, does not rely on symbolic execution: it
uses a direct translation between Haskell functions and
first-order logic formulas. While Contract Checking does
make use of symbolic execution, it has limitation in
its ability to support recursive predicates in pre and
post conditions of function calls that we are working to
address.

Catch [7] is specifically designed for the identification
of pattern matching errors, while Reach [8] is focused
on determining reachability in Haskell code. These are
actually quite similar problems: a pattern matching error
is really just an instance of reaching the end of a case
expression. The techniques utilized, however, are differ-
ent. Catch does not rely on symbolic execution, instead
it generates constraints that allow it to create proofs
that pattern matching statements do not result in errors.
Reach does utilize symbolic execution, and appears to
have evaluation semantics similar to ours.
For this reason, Reach is probably the most similar

existing work to our project. While we are not yet at
a stage where a side by side comparison is possible, we
hope to be able to both cover a larger subset of Haskell,
and be more efficient, than Reach. In particular, Reach
does not support Haskell’s full standard library, which we
are currently investigating handling. Furthermore, Reach
also has a more narrow objective in pure reachability
testing of Haskell programs, while we also aim our engine
to target other challenges in domains such as verification
and synthesis.
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4 Conclusion and Future Work
G2 integrates and improves upon existing symbolic exe-
cution techniques for Haskell that allow us to perform
analysis on a larger family of programs.

Similar techniques can be applied to symbolic engines
that will be developed for similar functional languages for
more effective program coverage. Currently, a number
of promising optimizations and configurations are in
development.
For instance, although G2 favors left expression dur-

ing expression applications to emulate lazy evaluation
semantics, the current implementation does not support
the optimization of single evaluation of shared expres-
sions. Such implementations require a Spineless Tagless
Graph Reduction (STG) [9] based approach in order to
perform direct stack and heap manipulations, deviating
from well-known standard lambda calculus family of
evaluation semantics currently implemented. STG execu-
tion semantics in theory will also solve a few aggressive
memory consumption issues with G2 that result from the
need to perform nested symbolic execution during expres-
sion application. We have developed a promising STG
semantics-based prototype with goals for integration.

Another crucial problem in every symbolic execution
engine is speed, as annotated runs are inherently slow
and multiple states must be kept track of. As such, the
heuristics for exploration is important. While this has
not been the immediate focus of our work, we also plan
to investigate how different exploration techniques such
as bounded depth-first-search work in terms of efficiency
trade offs.
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