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abstract

The original formulation of abstract interpretation
[12, 13, 14, 16] represents program properties by sets.
A property is understood as the set of semantic values
satisfying it. Strongest program properties are defined
by the collecting semantics which extends the standard
semantics to powersets of semantic values. The
approximation relation corresponding to the logical
implication of program properties is subset inclusion.
This was expressed using set and lattice theory in the
context of transition systems [16] that is of an operational
semantics. This approach was applied to imperative
programs [14], first-order procedures [15], communicating
processes [17], parallel [18] and logic [19] programs.

Some applications of abstract interpretation, such as
strictness analysis for lazy functional languages
[10, 54], require infinite behaviors of higher-order
functions to be taken into account. In this context
denotational semantics is very natural (strictness is
f(⊥) = ⊥ where ⊥ denotes non-termination). The
set-theoretic approach to abstract interpretation was
felt incompatible with denotational semantics. The
attempts to express the collecting semantics in denota-
tional form were unsuccessful [5] since properties of
functions f ∈ D1 → D2 had to be expressed as con-
tinuous functions between powerdomains F ∈ P(D1) ←→
P(D2) which is not expressive enough.

We solve the problem by returning to the sources
of abstract interpretation, which consists in consid-
ering collecting semantics such that e.g. properties
of functions f ∈ D1 → D2 are sets of functions
F ∈ p(D1) → D2). Various Galois connection based
approximations of F ∈ p(D1) → D2) can then be
applied. By using Galois connections, properties of the
standard semantics naturally transfer to the collecting
and then to the abstract semantics.

This set-theoretic abstract interpretation framework is
formulated in a way which is independent of both the
programming language and the method used to spec-
ify its semantics. It is illustrated for a higher-order
monomorphically typed lazy functional language start-
ing from its standard denotational semantics. The
chosen application is comportment analysis which
generalizes strictness, termination, projection (includ-
ing absence) [64], dual projection (including totality)
and PER analysis [41] and is expressed in denotational
style.

Part I : Higher-Order Abstract
Interpretation

1: Principles of abstract interpretation

In the context of program analysis, abstract
interpretation consists in answering questions about pro-
grams by approximation of a collecting semantics ex-
pressing program properties relative to a standard se-
manitics [12, 13, 14, 16].

1.1: Collecting semantics

For example, the collecting semantics {p} ∈ p(D)
of program p is a set {{p} | i ∈ I} ⊆ D of possible
output values (in the set D of concrete values) corre-
sponding to a given set I of possible input values, as
defined by the standard semantics [P].

1.2: Questions about programs

Concrete questions asked about program p have the
form “{p} ∈ R?” where the set R ∈ P of desired
results is a concrete property of P approximating p(D) which is a
complete lattice (P; ⊆; ∅, T, ∪, ⊁) with T = D.

1.3: Approximation ordering

Question Q is said to be more precise than Q’ or
Q’ is an approximation of Q if and only if Q ⊆ Q’.
The partial order ⊆ is called the approximation
ordering. Observe that the collecting semantics {p} is the
most precise question which can be answered about
program p. The approximation ordering is a logical
ordering corresponding to implication which is totally
unrelated with any relation between semantic values.
1.4: Abstract semantics

The collecting semantics \( \mathcal{P} \) is not computable, so that an abstract structure \( \mathcal{P} \in \mathcal{P} \) can be used instead. The set \( \mathcal{P} \) of abstract properties is a complete lattice \( (\mathcal{P}; \subseteq, \emptyset, \top, \cup, \cap) \).

1.5: Connecting the collecting and abstract semantics

The correspondence between concrete and abstract properties is given by means of a Galois connection

\[
\langle \mathcal{P}; \subseteq \rangle \leftarrow\rightarrow \langle \mathcal{P}_a; \subseteq \rangle
\]

that is a pair of functions:

\[
\alpha \in \mathcal{P} \mapsto \mathcal{P}_a \quad \gamma \in \mathcal{P}_a \mapsto \mathcal{P}
\]

satisfying:

\[
\forall Q \in \mathcal{P} : \forall Q_a \in \mathcal{P}_a : \quad \alpha(Q) \subseteq Q_a \iff Q \subseteq \gamma(Q_a)
\]

(1)

or equivalently:

\[
\forall Q, Q_a \in \mathcal{P} : \quad \alpha(Q) \subseteq Q_a \quad \gamma(Q_a) \subseteq Q_a
\]

(2)

1.6: Best approximation

The only considered properties are now of the form \( \gamma(Q_a) \) where \( Q_a \in \mathcal{P}_a \) is an abstract property. \( Q_a \) is said to be more precise than \( Q_{a'} \) if and only if \( \gamma(Q_a) \subseteq \gamma(Q_{a'}) \). Let us call an approximation of a concrete property \( Q \) any abstract property \( Q_a \) such that \( Q \subseteq \gamma(Q_a) \). The interest of Galois connections is that \( \alpha(Q) \) is the best approximation of \( Q \) (it is an approximation by \( \subseteq \gamma(\alpha(Q)) \)) and \( Q_a \) is more precise than any other approximation \( Q_{a'} \). Since \( Q \subseteq \gamma(Q_a) \) implies \( \alpha(Q) \subseteq \gamma(Q_a) \) by (1) so that \( \gamma(Q_a) \subseteq \gamma(Q_a) \) by monotony.

1.7: Correctness and completeness of the abstract interpretation

Questions are now answered in the abstract form \( \langle \mathcal{P} \rangle \subseteq Q_a \). This approach is correct whenever:

\[
\forall Q_a \in \mathcal{P}_a : \forall Q \subseteq Q_a \Rightarrow \mathcal{P} \subseteq \gamma(Q_a)
\]

and complete whenever:

\[
\forall Q_a \in \mathcal{P}_a : \forall Q \subseteq \gamma(Q_a) \Rightarrow \mathcal{P} \subseteq Q_a
\]

By the Galois connection property (1), any choice of \( \mathcal{P} \) such that \( \alpha(\mathcal{P}) \subseteq Q_a \) is correct while \( \mathcal{P} \subseteq \gamma(Q_a) \) is complete.

1.8: Higher-order abstract interpretation

In order to lift this approach to higher-order, we have to provide methods for approximating a set of functions (corresponding e.g. to the collecting semantics of a pair type) and a relation (corresponding e.g. to the collecting semantics of a pair type or e.g. to an ordering on values).

2: Abstraction of a set of functions

We now consider abstract interpretations of sets of functions in \( \mathcal{P}(\mathcal{D}^1 \Rightarrow \mathcal{D}^2) \) where \( \mathcal{D}^1 \) and \( \mathcal{D}^2 \) are sets of which abstract interpretations are available:

\[
\langle \mathcal{P} \rangle ; \subseteq, \emptyset, \mathcal{D}^1, \cup, \cap
\]

(3)

\[
\langle \mathcal{D}_a^1; \subseteq, \emptyset, \mathcal{D}_a^1, \cup_i^1, \cap_i^1 \rangle \quad i = 1, 2
\]

2.1: Abstraction of a set of functions by a binary relation

A first abstraction consists in approximating a set \( F \) of functions \( \{ f_i \}_{i \in I} \) by a relation \( \mathcal{R} \) which can be mapped by some function \( \eta_i \) to the set \( F : \mathcal{R}(x, y) = \eta_i \). Precisely which function \( \eta_i \) is ignored. We write \( \mathcal{P} \Rightarrow \mathcal{D}^2 \) for \( \mathcal{P}(\mathcal{D}^1 \times \mathcal{D}^2) = \{ (x, y) \mid x \in \mathcal{D}^1 \land y \in \mathcal{D}^2 \} \). We define:

\[
\alpha_i^f(F) \quad \eta \quad \{ (x, f(x)) \mid x \in \mathcal{D}^1 \land f \in F \}
\]

\[
\gamma_i^f(r) \quad \eta \quad \{ f \in \mathcal{D}^1 \Rightarrow \mathcal{D}^2 \mid \forall x \in \mathcal{D}^1 : (x, f(x)) \in r \}
\]

so that we have the Galois connection:

\[
\langle \mathcal{P}(\mathcal{D}^1 \Rightarrow \mathcal{D}^2) ; \subseteq, \emptyset, \mathcal{D}^1, \Rightarrow, \cup, \cap \rangle
\]

\[
\langle \mathcal{D}^1 \Rightarrow \mathcal{D}^2 ; \subseteq, \emptyset, \mathcal{D}^1 \times \mathcal{D}^2, \cup, \cap \rangle
\]

2.2: Binary relations as set-valued functions

Once a set of functions has been approximated by a binary relation, we are left with the problem of approximating this relation with respect to the approximation ordering. We first consider two isomorphic representations of binary relation by functions and then their approximation.
**Pointwise coding:** There are many possible codings of a relation by a function. A first one is the *pointwise coding* into a function mapping elements to their images under the relation:

\[
\begin{align*}
\alpha^\pi(r) & \overset{df}{=} \lambda x \cdot \{ y \mid (x, y) \in r \} \\
\gamma^\pi(\phi) & \overset{df}{=} \{ (x, y) \mid y \in \phi(x) \} \\
\langle D^1 \rightarrow D^2 \rangle; & \overset{\alpha^\pi}{=} \langle D^1 \times D^2, \cup, \cap \rangle \\
\langle D^1 \rightarrow \varphi(D^2) \rangle; & \overset{\gamma^\pi}{=} \langle D^1 \times \varphi(D^2), \cup, \cap \rangle
\end{align*}
\]

The arrow \( \overset{\alpha^\pi}{=} \) indicates that in the Galois connection \( \gamma^\pi \) is surjective or equivalently that \( \alpha^\pi \) is injective. The arrow \( \overset{\gamma^\pi}{=} \) indicates that \( \gamma^\pi \) is surjective or equivalently that \( \alpha^\pi \) is injective. Here we have an order isomorphism which is a special case of Galois connection (\( \alpha^\pi \circ \gamma^\pi \) and \( \gamma^\pi \circ \alpha^\pi \) are the identity). Another inverse pointwise coding would consist in using the pointwise coding for the inverse relation.

**Set-transformer coding:** A second equivalent coding is *set-transformer coding*. The relation is coded by a set-transformer mapping sets to their images under the relation. Such set-transformers are *complete union-morphisms* i.e. \( f \in \varphi(D^1) \overset{\alpha}{\rightarrow} \varphi(D^2) \) such that \( \bigcup_{x \in X} f(\{x\}) = f(\bigcup_{x \in X} \{x\}) \) (\( = f(X) \)):

\[
\begin{align*}
\alpha^\delta(r) & \overset{df}{=} \lambda X \cdot \{ y \mid \exists x \in X : (x, y) \in r \} \\
\gamma^\delta(\Phi) & \overset{df}{=} \{ (x, y) \mid y \in \Phi(\{x\}) \} \\
\langle D^1 \rightarrow D^2 \rangle; & \overset{\alpha^\delta}{=} \langle D^1 \times D^2, \cup, \cap \rangle \\
\langle \varphi(D^1) \rightarrow \varphi(D^2) \rangle; & \overset{\gamma^\delta}{=} \langle D^1 \times \varphi(D^2), \cup, \cap \rangle
\end{align*}
\]

Observe that this coding is familiar when the relation \( r \) is a function \( f \) in which case \( (x, y) \in r \) and \( (x', y') \in r \) imply \( y = y' = f(x) \), since \( \alpha^\delta(r) = \lambda X \cdot \{ f(x) \mid x \in X \} \) is the usual extension of functions on elements to functions on sets of elements. Another inverse set-transformer coding would be relative to the inverse relation.

### 2.3: Abstraction of a set-valued function

**Pointwise abstraction of a set-valued function:**

The approximation of a set-valued function in \( D^1 \rightarrow \varphi(D^2) \) can be done using a *pointwise abstraction* (with no loss of information on \( D^1 \) and approximation on \( \varphi(D^2) \) only), as follows:

\[
\begin{align*}
\alpha^\Pi & \overset{df}{=} \alpha^\delta \circ \alpha^\pi \\
\alpha^\Pi & \overset{df}{=} \lambda F \cdot \lambda x \cdot \alpha^2(\{ f(x) \mid x \in D^1 \land f \in F \}) \\
\gamma^\Pi & \overset{df}{=} \gamma^\delta \circ \gamma^\pi \\
\gamma^\Pi & \overset{df}{=} \lambda F \cdot \{ f \mid \forall x : f(x) \in \gamma^\delta (\Phi(\{x\})) \} \\
\langle \varphi(D^1) \rightarrow \varphi(D^2) \rangle; & \overset{\alpha^\Pi}{=} \langle D^1 \rightarrow D^2, \cup, \cap \rangle
\end{align*}
\]

It follows that an abstract interpretation can be done compositionally by composition of successive abstractions. For example we consider two possible abstractions of sets of functions by an abstract function.

**Pointwise abstraction of a set of functions:**

A set of functions in \( \varphi(D^1) \rightarrow \varphi(D^2) \) can be approximated pointwise without loss of information on the domain \( D^1 \) and abstraction on the co-domain \( D^2 \) only:

\[
\begin{align*}
\alpha^\Pi & \overset{df}{=} \alpha^\pi \circ \alpha^\delta \\
\alpha^\Pi & \overset{df}{=} \lambda F \cdot \lambda x \cdot \alpha^2(\{ f(x) \mid x \in D^1 \land f \in F \}) \\
\gamma^\Pi & \overset{df}{=} \gamma^\delta \circ \gamma^\pi \\
\gamma^\Pi & \overset{df}{=} \lambda F \cdot \{ f \mid \forall x : f(x) \in \gamma^\Pi (\Phi(\{x\})) \} \\
\langle \varphi(D^1) \rightarrow \varphi(D^2) \rangle; & \overset{\alpha^\Pi}{=} \langle D^1 \rightarrow D^2, \cup, \cap \rangle
\end{align*}
\]
both the domain $D^1$ and on the co-domain $D^2$:

$$\begin{align*}
\alpha^\phi & \triangleq \alpha^\phi \circ \alpha^\phi \circ \alpha^\phi \\
& = \lambda x \in X^\phi \cdot \{ f(x) \mid x \in \alpha^\phi X \land f \in F \} \\
\gamma^\phi & \triangleq \gamma^\phi \circ \gamma^\phi \circ \gamma^\phi \\
& = \lambda x \in X^\phi \cdot \{ f(x) \mid x \in \alpha^\phi \{x\} \}
\end{align*}$$

$$\langle \rho(D^1) \leftarrow D^2 \rangle; \subseteq, 0^\rho, D^1 \times D^2, U, \cap \rangle \ (9)$$

4: Abstraction of a binary relation

We now consider abstract interpretations of relations in $D^1 \leftarrow D^2$ where $D^1$ and $D^2$ are sets for which abstract interpretations (3) are available. Observe that by the isomorphisms between binary relations and set-valued functions (Sect. 2.1) and set-transformers (Sect. 2.2), we can already use the abstractions given in Sect. 2.

4.1: Relations on elements as relations on sets

Corresponding to the extension of a function on elements to a function on sets of elements (by the functional set-transformer of Sect. 2.1), a relation on elements can be coded by a relation on sets of elements:

$$\begin{align*}
\rho^Y (x) & \triangleq \{ y \in D \mid \exists y \in Y : (x, y) \in r \} \\
\rho^X (y) & \triangleq \{ x \in D \mid \exists x \in X : (x, y) \in r \} \\
\alpha^\rho (r) & \triangleq \{ (X, Y) \in \rho(D^1) \mid (X \subseteq \rho^Y) \} \\
\alpha^\rho (r) & \triangleq \{ (X, Y) \in \rho(D^1) \mid X \subseteq \rho^Y \} \\
\gamma^\rho (r) & \triangleq \{ (x, y) \mid (\{x\}, \{y\}) \in r \}
\end{align*}$$

The same way that not all functions on sets are set-transformers (they must be complete union-morphisms hence $\cap$-strict), not all relations between sets are set-relators. Therefore we define:

$$\begin{align*}
\rho(D^1) & \triangleq \rho(D^2) \triangleq \\
& \{ (X, Y) \subseteq \rho(D^1) \mid \rho^X (x) \subseteq \rho^Y (y) \} \\
& \forall X \subseteq \rho(D^1) : (X, [x]) \subseteq \{x\} \quad \forall Y \subseteq \rho(D^2) : ([y], Y) \subseteq \{y\} \\
\rho(D^1) & \triangleq \rho(D^2) \triangleq \\
& \{ (X, Y) \subseteq \rho(D^1) \mid \forall \{x, y\} \in \rho^X (x) \subseteq \rho^Y (y) \} \\
& \forall X \subseteq \rho(D^1) : (X, \bigcup \{x\}) \subseteq \{x\} \quad \forall Y \subseteq \rho(D^2) : \bigcup \{y\} \subseteq \{y\}
\end{align*}$$

where:

$$\begin{align*}
\emptyset^\rho & \triangleq \{0^\rho, 1^\rho\} \\
\top^\rho & \triangleq \emptyset^\rho \cup (\rho(D^1) \setminus \{0^\rho\}) \times (\rho(D^2) \setminus \{0^\rho\})
\end{align*}$$

4.2: Abstraction of a relation on sets by a relation on abstract values

Using the abstractions (3) of sets of values in $D^1$ and $D^2$, one can abstract a set relation in $\rho(D^1) \leftrightarrow \rho(D^2)$:

$$\begin{align*}
\alpha^\rho (R) & \triangleq \{ (x, y) \mid (\gamma^\rho (x), \gamma^\rho (y)) \in R \} \\
\gamma^\rho (r) & \triangleq \{ (X, Y) \mid \forall x : (x \in \gamma^\rho (x)) \Rightarrow (\rho^Y (x) \subseteq \gamma^\rho (y) \land (x, y) \in r) \} \\
\rho(D^1) & \triangleq \rho(D^2) \triangleq \\
& \{ (X, Y) \subseteq \rho(D^1) \mid \exists x : (x \in X) \Rightarrow (\rho^X (x) \subseteq \gamma^\rho (y)) \\
& \exists y : (y \in Y) \Rightarrow (\rho^Y (y) \subseteq \gamma^\rho (x)) \} \\
& \forall X \subseteq \rho(D^1) : (X, \bigcup \{x\}) \subseteq \{x\} \\
& \forall Y \subseteq \rho(D^2) : \bigcup \{y\} \subseteq \{y\}
\end{align*}$$

so that we have the Galois connection:

$$\begin{align*}
\langle D^1 \leftarrow D^2 \rangle; \subseteq, \top^\rho, D^1 \times D^2, U, \cap \rangle \ (10)
\end{align*}$$

Example 1 (Fixpoint inducing) $f \in D^1 \times D^2$ is $\subseteq^\rho$-monotonic where by (11), $f^* \triangleq \alpha^\rho (f)$ is $\alpha^\rho (\subseteq^\rho )$-preserving. $\langle \rho(D^1), \subseteq^\rho, \top^\rho, \cap^\rho \rangle$ is a pomset so that $\rho(D^1) : \subseteq^\rho \rightarrow \subseteq^\rho$ is a preorder where $\subseteq^\rho \triangleq \alpha^\rho (\subseteq^\rho )$, $\top^\rho \triangleq \{ \top \}$ and $\cap^\rho X^\rho \triangleq \{ \cap^\rho a \mid a \in A \land a \in X \}$. $\top^\rho \times \top^\rho$ is an infimum on $\rho(D^1) \setminus \{0\}$.

We have:

$$\text{Lfp } \rho^* \triangleq \{ \rho^* \mid \rho^* \subseteq^\rho \top^\rho \times \top^\rho \} \ (12)$$

which is the least fixpoint on the pomset $\rho(D^1) \setminus \{0\}$ where $\rho^* \triangleq \rho(D^1) \setminus \{0\} \subseteq^\rho \top^\rho \times \top^\rho$. $\rho^* \subseteq^\rho \top^\rho \times \top^\rho$ is the equivalence class of $X$ for the equivalence relation $X \equiv^\rho Y \equiv^\rho X \subseteq^\rho \top^\rho \times \top^\rho$ and $[X]_\rho \subseteq^\rho \top^\rho \times \top^\rho$. □

4.2: Abstraction of a relation on sets by a relation on abstract values

Using the abstractions (3) of sets of values in $D^1$ and $D^2$, one can abstract a set relation in $\rho(D^1) \leftrightarrow \rho(D^2)$:

$$\begin{align*}
\alpha^\rho (R) & \triangleq \{ (x, y) \mid (\gamma^\rho (x), \gamma^\rho (y)) \in R \} \\
\gamma^\rho (r) & \triangleq \{ (X, Y) \mid \forall x : (x \in \gamma^\rho (x)) \Rightarrow (\rho^Y (x) \subseteq \gamma^\rho (y) \land (x, y) \in r) \} \\
\rho(D^1) & \triangleq \rho(D^2) \triangleq \\
& \{ (X, Y) \subseteq \rho(D^1) \mid \exists x : (x \in X) \Rightarrow (\rho^X (x) \subseteq \gamma^\rho (y)) \\
& \exists y : (y \in Y) \Rightarrow (\rho^Y (y) \subseteq \gamma^\rho (x)) \} \\
& \forall X \subseteq \rho(D^1) : (X, \bigcup \{x\}) \subseteq \{x\} \\
& \forall Y \subseteq \rho(D^2) : \bigcup \{y\} \subseteq \{y\}
\end{align*}$$

where:

$$\begin{align*}
\emptyset^\rho & \triangleq \{0^\rho, 1^\rho\} \\
\top^\rho & \triangleq \emptyset^\rho \cup (\rho(D^1) \setminus \{0^\rho\}) \times (\rho(D^2) \setminus \{0^\rho\})
\end{align*}$$

so that relation preserving set-transformers are approximated by abstract relation preserving abstract transformers:

$$\begin{align*}
\forall F \in \rho(D) : \subseteq F \subseteq \rho(D) \times \rho(D) \Rightarrow \rho(D) \times \rho(D) : \\
\forall X, Y : \forall x \in \rho(D) \times \rho(D) : \\
\langle X, Y \rangle \subseteq \rho(D) \times \rho(D) : \\
\forall x, y \in \rho(D) \times \rho(D) : \\
\langle F(X), F(Y) \rangle \subseteq \rho(D) \times \rho(D)
\end{align*}$$
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Example 2 (Fixpoint inducing) Going on with Ex 1, \( (\rho(D), \subseteq, \emptyset, D, U, \Upsilon) \) is a pre-order so that \( (D_n^1, \subseteq_n, 1_n^\bullet, U_n^0, 2_n^\bullet, \gamma_n^\gamma) \) is also a pre-order where \( \subseteq_n^\bullet \equiv \alpha^\bullet(\subseteq_n^\bullet), 1_n^\bullet \equiv \alpha^\bullet(1_n^\bullet) \) and \( U_n^0 \equiv [\gamma_n^\gamma(x_i)] \). By (11), \( f_n \equiv \alpha^\gamma(f) \) is \( \subseteq_n^\bullet \)-preserving. It has a least fixed point (unique up to equivalence classes):
\[
\|p_n\| f_n \equiv \|U_n\|^\nu \|p_n\| \quad (15)
\]
\( \Box \)

4.3: Abstraction of a binary relation by a pair of sets

A relation can be approximated componentwise:
\[
\begin{align*}
\alpha^\gamma(r) & \equiv \langle \Pi_1 \, r, \Pi_2 \, r \rangle \\
\Pi_1 \, r & \equiv \{ x \mid \exists y : (x, y) \in r \} \\
\Pi_2 \, r & \equiv \{ y \mid \exists x : (x, y) \in r \} \\
\gamma^\gamma((X, Y)) & \equiv X \times Y \\
(D^1 \rightarrow D^2; \subseteq, \emptyset, D^1 \times D^2, U, \Upsilon) & \equiv (D^1 \times D^2; \subseteq^\times, \emptyset^\times, D^1 \times D^2, U^\times, \Upsilon^\times) \\
\rho(D^1) \times \rho(D^2) & \equiv (D^1, U^\gamma, \Upsilon^\gamma)
\end{align*}
\]
where
\[\subseteq^\times \equiv \subseteq \times \subseteq, \emptyset^\times \equiv \emptyset \times \emptyset, \Upsilon^\times \equiv \Upsilon \times \Upsilon, \Upsilon^\gamma \equiv (\Upsilon^\gamma)^\gamma \]

4.4: Abstraction of a pair of sets by an abstract pair

In turn a pair \( \langle X, Y \rangle \in \rho(D^1) \times \rho(D^2) \) of sets can be approximated by a pair of corresponding abstract values:
\[
\begin{align*}
\alpha^\gamma((X, Y)) & \equiv \langle \alpha^\gamma(X), \alpha^\gamma(Y) \rangle \\
\gamma^\gamma((x, y)) & \equiv \langle \gamma^\gamma(x), \gamma^\gamma(y) \rangle \\
\rho(D^1) \times \rho(D^2) & \equiv (\subseteq^\times, \emptyset^\times, D^1 \times D^2, U^\times, \Upsilon^\times) \\
(D_1 \times D_2; \subseteq, \emptyset, D_1 \times D_2, U, \Upsilon) & \equiv (D_1 \times D_2; \subseteq^\times, \emptyset^\times, D^1 \times D^2, U^\times, \Upsilon^\times)
\end{align*}
\]
where
\[\subseteq^\times \equiv \subseteq_1 \times \subseteq_2, \emptyset^\times \equiv \emptyset_1 \times \emptyset_2, \Upsilon^\times \equiv (\Upsilon_1 \times \Upsilon_2, \Upsilon_1 \times \Upsilon_2, \Upsilon_1 \times \Upsilon_2)\]

5: Abstraction by partitioning

A common way of abstracting elements of \( \rho(D) \) is by partitioning \( D \). A partition \( P \in \rho(D) \) satisfies \( \forall A, B \in P : A \cap B = \emptyset \) and \( D = \cup_{i \in P} B \). It can be defined e.g. by an equivalence relation \( \equiv \) as \( P = \{[x]_\equiv \mid x \in D \} \). A subset \( S \) of \( D \) can then be approximately described by the list of blocks (equivalence classes) in which \( S \) has elements:
\[
\begin{align*}
\alpha^P(X) & \equiv \{ B \in P \mid B \cap X = \emptyset \} \\
\gamma^P(L) & \equiv \cup \{ S \mid S \in L \}
\end{align*}
\]
\[\rho(D) ; \subseteq, \emptyset, D, U, \Upsilon \equiv \rho(P) ; \subseteq, \emptyset, D, U, \Upsilon \]
In practice a coding of \( \rho(P) \) by an \( \subseteq \)-isomorphic set may be used.

6: Reduction of an abstraction

If \( \alpha^\gamma \) is not surjective in (3), then there exist different abstract values \( x \in D_1^\gamma \) and \( y \in D_2^\gamma \) with the same meaning \( \gamma^\gamma(x) = \gamma^\gamma(y) \). Hence one of them can be eliminated from \( D^\gamma \) without loss of expressiveness of the abstract interpretation, since (3) implies:
\[
\rho(D^1) \subseteq \emptyset, D^1, U, \Upsilon \]
\[
\rho(D^2) \subseteq \emptyset, D^2, U, \Upsilon \]
where
\[\rho(D^i) \equiv \{ \alpha^\gamma(x) \mid x \in D^i \} \] and \( \equiv \) indicates that \( \alpha^\gamma \) is surjective. For example, two abstract interpretations where \( \gamma^\gamma(\emptyset) = \emptyset, \# = 2 \) can be extended to pairs with \( \gamma^{\emptyset}(x, y) = \gamma^{\emptyset}(x) \cap \gamma^{\emptyset}(y) \) in which case all pairs with an empty component denote the empty set and can be eliminated in favor of \( (\emptyset, \emptyset) \). Our later examples are (implicitly) reduced.

7: Completions of lattices of properties

We now recall the disjunctive completion of a lattice of properties, a technique we introduced in [16] to prove that merge-over-paths (MOP) datavalid analyses can be equivalently expressed in fixpoint form. More generally, we consider the complete lattice of completions of the lattice of properties and exhibit a few interesting members which we present in various equivalent forms. Concrete and abstract properties are assumed to correspond, as follows:
\[
\rho(D) ; \subseteq, \emptyset, D, U, \Upsilon \equiv \rho(D^\gamma) ; \subseteq^\gamma, \emptyset^\gamma, D^\gamma, U^\gamma, \Upsilon^\gamma
\]
\[
\rho(D) ; \subseteq, \emptyset, D, U, \Upsilon \equiv \rho(D^\gamma) ; \subseteq^\gamma, \emptyset^\gamma, D^\gamma, U^\gamma, \Upsilon^\gamma
\]

7.1: Disjunctive completion

Disjunctive completion consists in enriching approximation disjunctions in the lattice of properties by exact ones.

Definition of the disjunctive completion: Define the preorder \( \subseteq^\gamma \) on \( \rho(D) \) by \( X \subseteq^\gamma Y \equiv \forall x \in X : \exists y \in Y : x \subseteq y \). By considering the equivalence classes \( [X]_{\equiv^\gamma} \equiv \{ y \mid X \equiv^\gamma Y \} \) of \( X \in \rho(D) \) for the equivalence relation \( X \equiv^\gamma Y \equiv \forall x \in X : \exists y \in Y : x \equiv^\gamma x \), \( \rho^\gamma(D) \equiv \rho(D)/\equiv^\gamma \equiv \{ [X]_{\equiv^\gamma} \mid X \in \rho(D) \} \), is a complete lattice \( (\rho^\gamma(D); \subseteq^\gamma, \emptyset^\gamma, D^\gamma, U^\gamma, \Upsilon^\gamma) \) where \( \rho^\gamma(D) \equiv [D]_{\equiv^\gamma} \equiv \cup_{\equiv^\gamma} [X]_{\equiv^\gamma} \equiv \cup_{\equiv^\gamma} \) is the disjunctive completion of \( D \) by partitioning \( D \) by \( \rho^\gamma(D) \).
\[ \{ \bigcap_{x \in \Delta} X \}_{x \in \Delta} \text{ and } \{ \bigvee_{x \in \Delta} X \}_{x \in \Delta} \text{ are } |x| \times |x| \text{ cells.} \]

**Completion of the lattice of concrete properties:**

When \( (D_0; \subseteq \Delta) \) is \( (\rho(D); \subseteq \) \), we obtain the lattice \( (\rho(\rho(D)); \subseteq \rho, \rho(\rho(D))^\prime, \cup, \cap) \) of disjunctive concrete properties. By eliminating disjunctions, using
\[
\alpha^\prime(X) \overset{\text{def}}{=} \bigcup_{x \in X} \gamma^\prime(x)
\]
we obtain a Galois connection with the original (non-disjunctive) properties:
\[
(\rho(\rho(D)); \subseteq \rho, \rho(\rho(D))^\prime, \cup, \cap) \tag{20}
\]
(\rho(D); \subseteq \rho, \rho, \cup, \cap)

**Completion of the lattice of abstract properties:**

When completing both the lattice of concrete and abstract properties,
\[
\alpha^\prime(X) \overset{\text{def}}{=} \bigcup_{x \in X} \gamma^\prime(x)
\]
is, by (19), a Galois connection:
\[
(\rho(\rho(D)); \subseteq \rho, \rho(\rho(D))^\prime, \cup, \cap) \tag{21}
\]
(\rho(D); \subseteq \rho, \rho(\rho(D))^\prime, \cup, \cap)

This disjunctive abstract interpretation is more precise than the original one, since:
\[
\alpha^\prime(X) \overset{\text{def}}{=} \bigcup_{x \in X} \gamma^\prime(x) \overset{\text{def}}{=} \{x\}_{x \in X}
\]
is a Galois connection:
\[
(\rho(\rho(D)); \subseteq \rho, \rho(\rho(D))^\prime, \cup, \cap) \tag{20}
\]
(\rho(D); \subseteq \rho, \rho(\rho(D))^\prime, \cup, \cap)

When \( \alpha^\prime, \gamma^\prime \) is strictly more precise than the original abstract interpretation, this original abstract interpretation \( \alpha, \gamma \) is said to be “non-disjunctive” else it is “disjunctive.”

The meaning of the completion of the abstract properties is defined by (21) with respect to the completion of the concrete properties. By composing with (20), as defined in (7), the meaning can be expressed with respect to the original (non-disjunctive) lattice of the concrete properties.

**7.2: Order ideal completion**

The order ideal completion consists in considering order ideals to represent the equivalence classes \( [X]_{\rho \rho} \) of \( \rho(\rho(D)). \) An order ideal of the complete lattice \( (D_0; \subseteq \Delta, \cup, \cap) \) is \( I \subseteq D_0 \) such that \( I \cap I \neq \emptyset. \) The order ideal completion of \( D_0 \) is the complete lattice \( (\rho(\rho(D)); \subseteq \rho, \rho(\rho(D))^\prime, \cup, \cap) \) where \( \rho(\rho(D)) = \{I \subseteq D_0 \mid I \cap I \neq \emptyset\}. \)

The disjoint and order ideal completions are isomorphic:
\[
\alpha^\prime(I) \overset{\text{def}}{=} \{x \in X \mid x \in X\} \overset{\text{def}}{=} \{x\}
\]
(\rho(D); \subseteq \rho, \rho(\rho(D))^\prime, \cup, \cap)

**7.3: Scott closed ideal completion**

Considering Scott closed ideals (containing lubs of increasing chains) leads to a less precise completion. The Scott closed ideal completion of \( X \in \rho(D) \) is \( \rho^\delta(X) \overset{\text{def}}{=} \bigcup_{x \in X} \mathcal{h}(X) \) where \( \mathcal{h}(X) = \{\cup_{x \in X} \mid \forall \in H : x \in X \land x \subseteq x_{x \in X} \} \)

The lower power domain of \( D_0 \) is \( \rho^\delta(D_0) \overset{\text{def}}{=} \{I \subseteq D_0 \mid I \cap I \neq \emptyset\} \). It is a complete lattice \( (\rho^\delta(D_0); \subseteq \rho^\delta, \rho^\delta, \cup, \cap, \gamma) \)

By defining the Galois connection:
\[
\alpha^\delta(I) \overset{\text{def}}{=} \mathcal{h}(I) \overset{\text{def}}{=} J
\]
(\rho^\delta(D_0); \subseteq \rho^\delta, \rho^\delta, \cup, \cap, \gamma)

This means the Scott closed ideal completion of \( \rho(D_0) \) is an abstract interpretation of order ideal completion \( \rho(\rho(D)) \), hence, by (7), an abstract interpretation of \( \rho(D_0) \). It is in general less precise since for all \( X \in \rho(D_0), \rho^\delta(X) \subseteq \rho^\delta(X) \).

**7.4: Anti-chain completion**

Scott closed ideals can be represented by their maximal elements [7]. The crown \( \mathcal{U}(X) \overset{\text{def}}{=} \{m \in X \mid \forall x \in X : m \subseteq x \Rightarrow m = x\} \) of \( X \) is the set of its maximal elements. It is an anti-chain since no two elements are comparable. The crown completion \( \rho^\mathcal{U}(D_0) \overset{\text{def}}{=} \{C \subseteq D_0 \mid C = \mathcal{U}(C) \land C \neq \emptyset \} \) of \( D_0 \) is a complete lattice \( (\rho^\mathcal{U}(D_0); \subseteq \rho^\mathcal{U}, \{\emptyset\}, \cup, \cap, \gamma) \), where \( C \subseteq D_0 \), \( C \overset{\text{def}}{=} \forall x \in C : x \subseteq y, y \subseteq C \land C \overset{\text{def}}{=} \mathcal{U}(C) \land C \overset{\text{def}}{=} \mathcal{U}(C) \). The crown and Scott closed ideal completions coincide:
\[
\alpha^\mathcal{U}(J) \overset{\text{def}}{=} \mathcal{U}(J) \overset{\text{def}}{=} \bigcup_{x \in X} \mathcal{U}(X) \]
(\rho^\mathcal{U}(D_0); \subseteq \rho^\mathcal{U}, \rho^\mathcal{U}, \cup, \cap, \gamma)

\[ \langle \rho^i(D_a); \subseteq, \{ \emptyset \}, D_a \cup \lambda X \cdot \tilde{\pi}(\cup X), \cap \rangle \] (22)
\[ \frac{\rho^{\omega}(D_a): \subseteq, \{ \emptyset \}, D_a, \lambda X \cdot \tilde{\pi}(\cup X), \cap}{\alpha^{\omega}} \]

Again, the crown and order ideal completions coincide if and only if \( D_a \) satisfies the ascending chain condition.

7.5: The complete lattice of join completions

More generally, a join completion is any subset \( \rho^{\omega}(D_a) \) of \( \rho^i(D_a) \) which is a Moore family (i.e. contains the supremum \( D_a \) and \( \cap X \) with any \( X \subseteq D_a \)) and contains all principal ideals of \( D_a \) (i.e. \( \rho^{\omega}(D_a) \equiv \{ \{ x \in D_a \} \} \)) is a complete lattice which is an approximation of the disjunctive completion:

\[ \alpha^\wedge (X)_a \equiv \cap \{ I \in \rho^i(D_a) \mid X \subseteq I \} \]
\[ \gamma^\wedge (I) \equiv \{ I \}_{a} \]
\[ \langle \rho^{\omega}(D_a); \subseteq, \{ \emptyset \}, \rho^i(D_a), \cup, \cap \rangle \frac{\alpha^\wedge}{\gamma^\wedge} \]

Up to isomorphism, the complete lattice of all \( \rho^{\omega}(D_a) \) for \( \subseteq \) has infimum \( \rho^i(D_a) \) and supremum \( \rho^v(D_a) \). The principal completion \( \rho^{\omega}(D_a) \) (i.e. the Moore family corresponding to the intersection of principal ideals) is isomorphic with \( D_a \) while the disjunctive completion \( \rho^v(D_a) \) corresponds to the most precise properties obtained by completing missing disjunctions in \( D_a \).

7.6: Order filter completion

We now examine the dual situation and observe that in the abstract lattice \( D_a \), conjunctions are exact with respect to \( \rho(D) \) (while disjunctions are approximate).

An order filter of a complete lattice \( \langle D_a; \subseteq, \emptyset, \emptyset, \cap, \cup \rangle = F \subseteq D_a \) such that \( F = \{ x \in X \} \) where the order filter of \( X \) is \( \{ x \mid \exists x \in X \} \). The order filter completion of \( D_a \) is the complete lattice \( \langle \rho^i(D_a); \subseteq, D_a, \{ \emptyset \}, \cap, \cup \rangle \) where \( \rho^i(D_a) = \{ F \subseteq D_a \mid F = \{ x \in X \} \} \). If (19) then:

\[ \alpha^i(X) \equiv \{ y \mid \exists x \in X \} \]
\[ \gamma^i(F) \equiv \cap \{ \gamma(y) \mid y \in F \} \]
\[ \langle \rho^i(D_a); \subseteq, \emptyset, \emptyset, \cap \rangle \frac{\alpha^i}{\gamma^i} \]

The original abstract interpretation is an abstraction of its order filter completion:

\[ \alpha^i(F) \equiv \cap \emptyset \quad \gamma^i(x) \equiv \{ x \} \]
\[ \langle \rho^i(D_a); \subseteq, D_a, \{ \emptyset \}, \cap, \cup \rangle \frac{\alpha^i}{\gamma^i} \]

However the order filter completion is not more expressive than the original abstract interpretation, since its reduction is isomorphic with the original abstract interpretation:

\[ \langle \rho^i(D_a); \subseteq, \emptyset, \emptyset, \cap, \cup \rangle \frac{\alpha^i}{\gamma^i} \]

Otherwise stated, the intersections which are introduced by the filters where already present in the original abstract lattice \( D_a \). Hence order filter completion as well as conjunctive, dual Scott closed and dual crown completion of \( D_a \) are useless with respect to \( \rho(D) \) in the context of abstraction by Galois connections (which ensures the existence of a best approximation).

Part II: Application to Compartment Analysis
Generalizing Strictness, Termination, Projection and PER Analysis of Functional Languages

To get faster implementations of lazy functional languages on sequential or parallel machines, optimizing compilers transform call-by-need into call-by-value when the program meaning is not altered (up to the reason for divergence or run-time errors). Your program analysis techniques are mainly used in order to determine when this transformation is safe:

— Strictness and termination analysis introduced by Mycroft [34, 55];
— Projection analysis introduced by Hughes [38] and Walder [64];
— PER analysis introduced by Hunt [42].

We introduce a new application of higher-order abstract interpretation, called compartment analysis, which unifies and generalizes all four methods into a single abstract interpretation framework.

8: Background on the analysis of lazy functional languages

8.1: Strictness analysis

Strictness analysis is used to answer the question of knowing if \( f(\bot) = \bot \) where \( \bot \) denotes divergence (and run-time errors), as usual in denotational semantics. This shows that function \( f \) either does not terminate or needs its argument. Strictness analysis is based on abstract interpretation [14, 16]. The approximation of \( \emptyset \) and of \( \{ \bot \} \) is \( \emptyset^i \). The approximation of
any other nonempty subset of values is 1. Therefore the meaning of these abstract values is \( \gamma(0^1) \equiv \{ \bot \} \) and \( \gamma(1^1) \equiv D_1 \) where \( D_1 \equiv D \cup \{ \bot \} \) and \( D \) is the domain of values. The denotational semantics of functions \( f \) on \( D_1 \) is approximated by an abstract semantics \( f^\# \) on \( \{0^1, 1^1\} \) such that \( f^\#(0^1) = 0^1 \) implies \( f(\bot) = \bot \) and \( f^\#(1^1) = 1^1 \) implies \( \forall x \in D_1 : f(x) = \bot \) whereas \( f^\#(a) = 1^1 \) represents an unknown behavior:

\[
\begin{array}{c|cc}
\lambda x \cdot 1 & \bot & \text{truth} \\
\lambda x \cdot x & f(\bot) = \bot & \text{strictness} \\
\lambda x \cdot 0 & \forall x \in D_1 : f(x) = \bot & \text{divergence}
\end{array}
\]

When considering functions with multiple arguments, Mycroft's strictness analysis [59] is *disjunctive* ("relational analysis" in [47]). It can express that a function is jointly strict in its arguments when \( f^\#(0^1, 0^1) = 0^1 \) but neither \( f^\#(1^1, 0^1) = 0^1 \) nor \( f^\#(0^1, 1^1) = 0^1 \). Johnson's strictness analysis [40] is *non-disjunctive* ("independent attribute" in [37]) whence less expensive but also less precise. The strictness is expressed independently for each argument by \( f^\#(0^1) = 0^1 \) for \( \forall y \in D_1 : f(\bot, y) = \bot \) and \( f^\#(1^1) = 0^1 \) for \( \forall x \in D_1 : f(x, \bot) = \bot \). In all cases disjunctive analyses are more powerful than non-disjunctive ones.

Strictness analysis is a *forward* analysis in that the abstract result is computed knowing the abstract arguments representing the past history of the computation. By observing that the knowledge of the inverse image \( f^{-1}(0^1) \) of \( 0^1 \) is equivalent to that of \( f^\downarrow \), one obtains ideal-based *backward* strictness analyses [29, 30] where the abstract arguments are computed using the abstract result representing the future history of the computation. Relating forward and backward analyses is not so easy in denotational semantics since the inverse of function may not be a function and continuity may be obtained only by restriction to finite abstract domains [35, 36]. For a practical example, the fact that forward and backward disjunctive strictness analyses are isomorphic and that, if no useless approximation is done, the same holds for non-disjunctive strictness analyses seems to have escaped from the attention of [20]. The cases when forward analysis is equivalent to backward analysis should now be well-understood [36].

Most approaches to strictness analysis use denotational semantics as *standard semantics* [59], but can also be formalized with an operational semantics [27]. One difficulty with denotational semantics is that the *collecting semantics* uses powerdomains [57]. When considering non-deterministic functional languages one should consider powerdomains of powerdomains which becomes complicated.

Strictness analysis has been extended to higher-order [9, 10, 34], to lazy data structures [33, 63], to polymorphism [1, 4, 5] and can be mixed with type inference [11, 49, 65] using the equivalence between logical rule-based and fixpoint presentations [44].

### 8.2: Termination analysis

Mycroft's termination analysis [2, 55] is used to answer the question of knowing if function \( f \) terminates for all arguments that is \( \forall x \in D_1 : f(x) \in D \). The evaluation of an always terminating call-by-need argument can be safely anticipated.

Termination analysis is an abstract interpretation of the denotational semantics on the abstract domain \( \{1^1, 0^1\} \) with interpretation \( \gamma(1^1) \equiv D \) and \( \gamma(0^1) \equiv D_1 \). It follows that \( f^\#(1^1) = 1^1 \) implies totality (convergence for converging argument): \( \forall x \in D : f(x) \in D \) and \( f^\#(0^1) = 1^1 \) implies convergence: \( \forall x \in D_1 : f(x) \in D \).

<table>
<thead>
<tr>
<th>( \lambda x \cdot 0 )</th>
<th>( \top )</th>
<th>truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda x \cdot x )</td>
<td>( \forall x \in D : f(x) \in D )</td>
<td>totality</td>
</tr>
<tr>
<td>( \lambda x \cdot 1 )</td>
<td>( \forall x \in D_1 : f(x) \in D )</td>
<td>convergence</td>
</tr>
</tbody>
</table>

Observe that termination analysis is a very crude form of constant propagation [48] where the value of constants is simply ignored. This may explain why it has not be much studied [2].

### 8.3: Projection analysis

Projection analysis [38, 25, 64] uses projections \( \beta, \delta \in D_1 \mapsto D_1 \) which are reductive (\( \beta \subseteq \text{id} \)) where \( \text{id} \) is the identity function: \( \forall x \in D_1 : \text{id}(x) = x \) and idempotent (\( \beta \circ \beta = \beta \)) continuous functions on \( D_1 \). Here \( \subseteq \) is Scott’s partial ordering: \( \forall x \in D : \bot \subseteq \bot \subseteq \bot \subseteq x \subseteq x \). A projection \( \beta \) represents a safe loss of information. For example \( \text{abs} \) such that \( \forall x \in D_1 : \text{abs}(x) = \bot \) specifies that a value \( x \) can be replaced by \( \bot \) without changing the meaning of the program since this value is not used.

The equivalent relations:

\[
\beta \circ f = \beta \circ f \circ \delta \quad \iff \quad \beta \circ f \subseteq f \circ \delta
\]

are denoted by Hughes/Wadler’s backward notation \( f : \delta \Rightarrow \beta \) (to get \( \delta \)’s worth about the result we only need to know \( \delta \)'s worth about the argument to \( f \)) or by Launchbury’s forward notation \( f : \beta \Rightarrow \delta \) (if we know \( \delta \)'s worth about the argument to \( f \) then we know \( \beta \)'s worth about the result). For example *absence* \( f : \text{abs} \rightarrow \text{id} \) means that replacing the argument by \( \bot \) does not change the result, that is \( \text{id} \circ f = \text{id} \circ f \circ \text{abs} \) whence \( \forall x \in D_1 : f(x) = f(\bot) \). Unfortunately there are no projections \( \delta \) and \( \beta \) on \( D_1 \) such that strictness \( f(\bot) = \bot \) can be expressed as \( f : \beta \Rightarrow \delta \). To do so \( D_1 \) must be lifted into \( D_{1\bot} \) with a new infimum \( \bot \) called *abort*: \( \forall x \in D_{1\bot} : \bot \subseteq \bot \subseteq x \). If \( \delta \) is true then \( \delta \Rightarrow \bot \Rightarrow \delta \).

<table>
<thead>
<tr>
<th>( \text{id} )</th>
<th>( \lambda x \cdot x )</th>
<th>str</th>
</tr>
</thead>
<tbody>
<tr>
<td>fail</td>
<td>( \lambda x \cdot x \in { \bot, \bot } )</td>
<td>abs</td>
</tr>
<tr>
<td>abs</td>
<td>( \lambda x \cdot x \in { \bot, \bot } )</td>
<td></td>
</tr>
</tbody>
</table>

By defining:

<table>
<thead>
<tr>
<th>( \text{id} )</th>
<th>( \lambda x \cdot x )</th>
<th>str</th>
</tr>
</thead>
<tbody>
<tr>
<td>fail</td>
<td>( \lambda x \cdot x \in { \bot, \bot } )</td>
<td>abs</td>
</tr>
<tr>
<td>abs</td>
<td>( \lambda x \cdot x \in { \bot, \bot } )</td>
<td></td>
</tr>
</tbody>
</table>

By defining:
and considering that all functions are \( \gamma \)-strict (\( f(\gamma) = \gamma \)), one can express:

| \( f : \text{str} \rightarrow \text{str} \) | \( f(\bot) = \bot \) | strictness |
| \( f : \text{abs} \rightarrow \text{str} \) | \( \forall x \in D_L : f(x) = f(\bot) \) | absence |
| \( f : \text{abs} \rightarrow \text{id} \) | \( \forall x \in D_L : f(x) = \bot \) | divergence |
| \( f : \text{id} \rightarrow \text{id} \) | \( \bot \) | truth |
| \( f : \text{id} \rightarrow \text{abs} \) | \( \bot \) | falsity |
| \( f : \text{id} \rightarrow \text{fail} \) | \( \bot \) | falsity |
| \( f : \text{str} \rightarrow \text{abs} \) | \( \bot \) | falsity |
| \( f : \text{fail} \rightarrow \text{str} \) | \( \bot \) | falsity |
| \( f : \text{id} \rightarrow \text{id} \) | \( \bot \) | falsity |
| \( f : \text{id} \rightarrow \text{abs} \) | \( \bot \) | falsity |
| \( f : \text{id} \rightarrow \text{fail} \) | \( \bot \) | falsity |
| \( f : \text{str} \rightarrow \text{abs} \) | \( \bot \) | falsity |
| \( f : \text{fail} \rightarrow \text{str} \) | \( \bot \) | falsity |
| \( f : \text{fail} \rightarrow \text{fail} \) | \( \bot \) | falsity |

Observe that there may be many ways to express the same property.

For functions with multiple arguments, traditional projection analysis is non-disjunctive. \( f : [\delta_1, \ldots, \delta_n] \rightarrow \beta \) means that \( \forall i \in [1, n] : \beta(f(x^1, \ldots, x^n)) \subseteq f(x^1, \ldots, \delta_i(x^i), \ldots, x^n) \). A disjunctive form \( \bigwedge_{i \in A} f : [\delta_1^i, \ldots, \delta_n^i] \rightarrow \beta_i \) can also be used [58].

Projection analysis has been used for time complexity analysis [82], binding-time analysis [30, 51] and extended to higher-order [24], to lazy data structures [37, 64] and to polymorphism [39, 40].

Burn has observed that projection analysis, which can express strictness and divergence, encompasses strictness analysis. For strict functions (for which absence is equivalent to divergence), the projection and strictness results are equivalent [8]. Neuberger and Mishra [58] have shown that when considering a disjunctive version of projection analysis but with projections \( \text{fail} \), \( \text{str} \) and \( \text{id} \) only, one obtain results isomorphic with Mycroft’s non-disjunctive strictness analysis. In fact not only the results but the iterative computations themselves are isomorphic and this also holds for the non-disjunctive versions.

The overall informal impression when comparing projection analysis and strictness analysis is that projection analysis is more precise. However, the comparisons found in the literature are confusing since they proceed by restricting abstract interpretation (to bottom-reflecting abstraction maps in [8]; \( \forall x \in D_L : a(x) = \bot \Rightarrow x = \bot \)) or projection analysis (to smash projections in [58]; \( \forall x \in D_L : \beta(x) \neq \gamma \Rightarrow \beta(x) = x \)).

### 8.4: Dual projection analysis

As noticed by Launchbury (private communication), by inverting the order relation, one can define a dual projection analysis:

\[
f : \delta = \beta \overset{\text{def}}{=} f : \delta \subseteq \beta \circ f
\]

so as to express the following properties:

| \( f : \text{id} = \text{str} \) | \( \forall x \in D_L : f(x) \in \text{D} \) | convergence |
| \( f : \text{str} = \text{str} \) | \( \forall x \in D : f(x) \in \text{D} \) | totality |
| \( f : \text{id} = \text{abs} \) | \( \forall x \in D_L : f(x) = \bot \) | divergence |
| \( f : \text{str} = \text{abs} \) | \( \forall x \in D : f(x) = \bot \) | divergence |
| \( f : \text{id} = \text{fail} \) | \( \forall x \in D : f(x) = \bot \) | truth |
| \( f : \text{str} = \text{fail} \) | \( \forall x \in D : f(x) = \bot \) | truth |
| \( f : \text{id} = \text{fail} \) | \( \forall x \in D : f(x) = \bot \) | truth |

Dual projection analysis is definitely more expressive than termination analysis.

### 8.5: PER analysis

Hunt’s PER analysis [42] can express program properties of the form:

\[
\lambda(x) = \text{B} : \forall \gamma, \gamma \in D_L : x \equiv_\gamma y \Rightarrow f(x) \equiv_\gamma f(y)
\]

where \( \equiv_\gamma \) and \( \equiv_\gamma \) are partial equivalence relations (PERs) that is transitive and symmetric binary relations on \( D_L \). Hunt’s PER analysis generalizes projection analysis by defining:

\[
\gamma(\text{bot}) \overset{\text{def}}{=} \equiv_\text{bot} \quad \gamma(\text{id}) \overset{\text{def}}{=} \equiv_\text{id} \quad \gamma(\text{abs}) \overset{\text{def}}{=} \equiv_\text{abs}
\]

so as to express the following properties:

| \( f(\text{bot}) = \text{bot} \) | \( f(\bot) = \bot \) | strictness |
| \( f(\text{id}) = \text{id} \) | \( \forall x, y \in D_L : f(x) = f(y) \) | absence |
| \( f(\text{abs}) = \text{abs} \) | \( \forall x \in D_L : f(x) = f(y) \) | divergence |

PER-based abstract interpretations have been introduced as a generalization of projection analysis for strictness [42] and binding-time properties [43]. In fact the generalization is not so obvious since no method is given for constructing the abstract domain of PERs corresponding to given set of projections. For example, [42] passes over abort \( \gamma \) in silence.

In order to express totality as in dual projection analysis, one can introduce the PER \( \text{val} \) such that \( \gamma(\text{val}) \overset{\text{def}}{=} \equiv_{\text{val}} \), where \( \equiv_{\text{val}} \overset{\text{def}}{=} \text{D} \times \text{D} \). Totality is then
The syntax of expressions $-\text{algebraic complete partial order}$ where $\text{bool}$ is $\text{basic types}$ and $\text{main}$ $\text{wise as}$ $\text{false}$.

The set $\text{T}$ is $\text{higher/-order abstract}$ $\text{interpre}$,

The set $\text{D}$ is $\text{higher/-order abstract}$ $\text{interpre}$.

Figure 1: Synopsis of the denotational semantics $[c']$

as $\text{D}^{\ast}$ is $\text{a map}$ of $\text{variables}$ $x$ to values $\rho(x)$ in $\text{D}^{\ast}$. If $\rho(x)$ is $\text{undefined}$ for $\rho(x)$ in $\text{D}^{\ast}$ such that $\rho'y''(x) = v$ and $\rho''(y') = \rho(y')$ whenever $x \neq y'$. The set of environments is $\mathcal{E}$ is $\text{the set}$ of values for all types.

The denotational semantics $[c']\rho$ is $\text{of expression}$ $c$ of type $\tau$ in environment $\rho$ is defined in fig. 1.

11: Collecting semantics of the simply typed lambda calculus

11.1: Basic collecting semantics

Basic concrete questions asked about expressions $c$ have the form "Does $[c']\rho$ belong to $R$ for all $\rho \in \theta$?" for given sets of environments $\theta \in \rho(\mathcal{E})$ and for given sets of possible results $R \in \rho(\mathcal{D})$ that is "$\rho' \in \theta : [c']\rho \in R'$." For example the strictness question in variable $x' \rightarrow \tau$ corresponds to $\theta = \{ \rho' \in \theta : [c']\rho \in R' \}$ and $R = \{ \tau \}$ where $\tau$ is $\text{denotes}$ non-termination for objects of type $\tau$. By defining the collecting semantics $[c']\theta$ as:

$$\{c'\} \in \rho(R) \iff \rho(D) ; \theta \ (23)$$

$$[c'] \theta \triangleright \{c'\} \rho \in \theta$$
or equivalently \( \{ c^* \} \) the question can be reformulated in the form considered in Sect. 1, that is \( \{ c^* \} \subseteq R^y \) or equivalently \( \forall \theta \in \wp(E) : \{ c^* \} \subseteq Q(\theta) \) that is \( \{ c^* \} \subseteq Q(\theta) \) where \( \{ c^* \} \) and \( Q = \lambda \theta : (\theta \in R : D^*) \) belong to the domain of concrete properties \( P^* \equiv \wp(E) \rightarrow \wp(D^*) \) which is a complete lattice \( \langle P^* ; \subseteq , \theta , ^*, \setminus , \wedge \rangle \) with pointwise subset inclusion partial ordering \( \subseteq \), infimum \( \bigwedge \), supremum \( \bigvee \), pointwise union \( \bigvee \) and pointwise intersection \( \bigwedge \).

11.2: More general collecting semantics

The notion of collecting semantics is relative to a set of questions. It defines exactly which questions can be answered about programs. These questions can take numerous forms. Different forms of questions usually correspond to different forms of collecting semantics. For example, another collecting semantics for the standard semantics \( \{ c^* \} \) would be:

\[
\{ c^* \} \subseteq \{ \forall \rho \in \wp(E) : \forall v , v' \in D^* : \varphi(\rho[x^* \leftarrow v]) = \varphi(\rho[x^* \leftarrow v']) \} \quad (24)
\]

With (24), the absence property "the value of \( \epsilon \) does not depend upon the variable \( x^* \)" can be formulated in the form considered in (1) as:

\[
\{ c^* \} \subseteq \{ \forall \rho \in \wp(E) : \forall v , v' \in D^* : \varphi(\rho[x^* \leftarrow v]) = \varphi(\rho[x^* \leftarrow v']) \}
\]

Yet another form of collecting semantics would be:

\[
\{ c^* \} \subseteq \{ \wp(\wp(E)) \rightarrow \wp(\wp(D^*)) \} \quad (25)
\]

(25) is well suited for PER analysis (and avoids resorting to sets of pairs of values [41, 42]) since \( \{ c^* \} \subseteq \wp \) \( \varphi \) corresponds to the question:

\[ \forall \Theta : \forall C \in \Theta : \exists C' \in \varphi(\Theta) : \forall \rho \in C : \{ c^* \} \rho \in C' \]

12: Abstraction of the basic collecting semantics

As in Sect. 11.1, we consider an abstract semantics \( \{ c^* \} \) belonging to the complete lattice \( \langle P^* ; \subseteq , \wp , ^*, \setminus , \wedge \rangle \). The correspondence between concrete and abstract properties is given by means of a Galois connection:

\[ \langle P^* ; \subseteq \rangle \equiv \langle P^* ; \subseteq \rangle \]

where \( P^* \equiv \wp(E) \rightarrow \wp(D^*) \) is defined as in (23).

12.1: Pointwise abstraction of sets of environments

For each type \( \gamma \), let be given an abstraction of sets of values of type \( \gamma \):

\[
\langle \wp(D^*) ; \subseteq , \emptyset , D^* , \cup , \cap \rangle
\]

\[
\langle D^* ; \subseteq , \emptyset , D^* , \cap , \cup \rangle
\]

The abstraction of sets \( \emptyset \in \wp(E) \) of environments, that is of sets of functions in \( \wp(\wp(E)) \rightarrow D^* \), can be done pointwise as in (8), that is by means of an abstract environment \( \Theta \in \wp_\emptyset \), associating an abstract value \( \Theta(x) \in D^* \) to each variable \( x \in \wp \):

\[
\wp_\emptyset \equiv \{ \Theta | \forall x \in \wp : \Theta(x) \in D^* \} \quad (27)
\]

\[
\wp_\emptyset \equiv \{ \wp(\wp(E)) \rightarrow \wp(\wp(D^*)) \}
\]

\[
\wp_\emptyset \equiv \{ \wp(\wp(E)) \rightarrow \wp(\wp(D^*)) \}
\]

\[
\wp_\emptyset \equiv \{ \wp(\wp(E)) \rightarrow \wp(\wp(D^*)) \}
\]

\[
\wp_\emptyset \equiv \{ \wp(\wp(E)) \rightarrow \wp(\wp(D^*)) \}
\]

\[
\wp_\emptyset \equiv \{ \wp(\wp(E)) \rightarrow \wp(\wp(D^*)) \}
\]

12.2: Functional abstraction of the basic collecting semantics

Following [15, 16] the abstraction of the collecting semantics is defined by induction on the structure of its domain of definition. For example since \( P^* \equiv \wp(E) \rightarrow \wp(D^*) \) we can use abstract interpretations of environments (27) and of values (26) and use the functional abstraction of set-transformers of \( \theta \):

\[
\alpha(\theta) \equiv \alpha \circ \theta \circ \gamma \quad \gamma(\Phi) \equiv \gamma \circ \Phi \circ \alpha
\]

so as to obtain an abstract interpretation of collecting semantics in \( P^* \equiv \wp(E) \rightarrow \wp(D^*) \) by an abstract semantics in \( P^* \equiv \wp_\emptyset \in \wp_\emptyset \):

\[ \langle P^* ; \subseteq , \wp , \setminus , \cup , \cap \rangle \]

The correctness proof can be done in one of the following forms:

\[ \alpha(\{ c^* \}) \subseteq \{ c^* \} \]

\[ \alpha(\{ c^* \}) \subseteq \{ c^* \} \]

\[ \alpha(\{ c^* \}) \subseteq \{ c^* \} \]

\[ \alpha(\{ c^* \}) \subseteq \{ c^* \} \]

\[ \alpha(\{ c^* \}) \subseteq \{ c^* \} \]

We say that \( \{ c^* \} \) is better than \( \{ c^* \} \) if and only if \( \gamma(\{ c^* \}) \subseteq \gamma(\{ c^* \}) \). Observe that \( \alpha(\{ c^* \}) \) is the best abstract interpretation with respect to the abstraction \( \alpha(\gamma) \) which provides a guideline for designing \( \{ c^* \} \), a definite advantage of the Galois connection approach to abstract interpretation [14, 16].
over its variant formalization using logical relations [2, 56].

13.1: Basic comportment abstraction

13.1.1: Abstraction of basic types

In basic comportment analysis we partition $D^\beta$ into two blocks $\{\bot^\beta\}$ and $D^\beta \setminus \{\bot^\beta\}$. We use the isomorphic coding by $D^\beta = \{\emptyset, \bot, 1, T\}$ where $\emptyset \equiv \emptyset$ is the abstraction of the empty set. $\bot \equiv \{\bot^\beta\}$ is the abstraction of infinite behaviors, $1 \equiv \{D^\beta \setminus \{\bot^\beta\}\}$ is the abstraction of non-$\bot^\beta$ (usually finite) behaviors i.e. of any set of basic values not containing $\bot^\beta$ while $1 \equiv \{\bot^\beta\}$. $D^\beta \setminus \{\bot^\beta\}$ is the abstraction of all possible behaviors i.e. of any subset of $D^\beta$. This is formalized by the abstraction $\alpha^\beta$:

$$\alpha^\beta(\emptyset) = \emptyset, \quad \alpha^\beta(X) = \bot \quad \text{if } \bot \notin X \neq \emptyset$$

and concretization $\gamma^\beta$:

$$\gamma^\beta(\emptyset) = 0, \quad \gamma^\beta(1) = \{1\} \quad \text{if } \bot \subseteq X \subseteq 1$$

which form a Galois connection:

$$\langle \alpha^\beta, \gamma^\beta \rangle$$

for the approximation ordering $\subseteq^\beta$. Scott ordering $\subseteq$ is the Scott ordering $\subseteq^\beta$ on $D^\beta$ extended to the collecting semantics $\rho(D^\beta)$ as in (10). For example, the extension of the flat ordering is Egli-Milner ordering (with $\emptyset$ isolated):

$$\langle D^\beta; \subseteq \rangle \ln \langle \rho(D^\beta); \alpha^\beta(\subseteq) \rangle$$

This set relation is further abstracted by (13). Since Scott ordering is reflexive and $\bot^\beta$ is the infimum, the abstraction by $\langle \alpha^\beta, \gamma^\beta \rangle$ leads to the computation ordering which is a complete lattice $\langle D^\beta; \subseteq^\beta, \bot^\beta, \bot^\alpha, \bot^\gamma, \bot^\beta, \bot^\alpha, \bot^\gamma \rangle$. The approximation and computation orderings are defined by the following Hasse diagrams:

The computational ordering is an abstraction of Scott’s ordering in the sense that $X \subseteq^\beta Y$ if and only if $Y$ possibly describes more (finite) behaviors in $D^\beta \setminus \{\bot^\beta\}$ and less infinite behaviors (in $\{\bot^\beta\}$) than $X$.

13.2: Abstraction of pair types

In the basic comportment abstract interpretation, the analysis of pairs is dependence-free. Given abstract interpretations for the components:

$$\langle \rho(D^\alpha); \subseteq, \emptyset, D^\alpha, \cup, \cap \rangle \ln \langle \rho(D^\gamma); \subseteq, \emptyset, D^\gamma, \cup, \cap \rangle$$

and the abstraction of the empty set

$$(\rho(D^\beta); \subseteq, \emptyset, D^\beta, \cup, \cap) \ln \langle \rho(D^\beta); \subseteq, \emptyset, D^\beta, \cup, \cap \rangle$$

the abstraction of pairs (i.e. sets of pairs i.e. relations):

$$\langle \rho(D^\times^\beta); \subseteq, \emptyset, D^\times^\beta, \cup, \cap \rangle$$

is defined componentwise as $\langle \alpha^\beta, \gamma^\beta \rangle \circ \langle \alpha^\alpha, \gamma^\alpha \rangle$ defined in (17) and (16):

$$\langle x, y \rangle \subseteq^\times^\beta \langle x', y' \rangle \quad \text{iff} \quad x \subseteq^\beta x' \wedge y \subseteq^\beta y'$$

$$\alpha^\times^\beta(X) \subseteq^\times^\alpha \langle \alpha^\times^\beta((\alpha^\times^\beta(X))), \alpha^\times^\beta((\alpha^\times^\beta(X))) \rangle$$

Since the abstract computation ordering $\subseteq^\times^\alpha$ is also defined componentwise:

$$\langle x, y \rangle \subseteq^\times^\alpha \langle x', y' \rangle \quad \text{iff} \quad x \subseteq^\alpha x' \wedge y \subseteq^\alpha y'$$

the complete lattice structure $\langle D^\times^\beta; \subseteq^\times^\beta, \bot^\times^\beta, \top^\times^\beta, \cup^\times^\beta, \cap^\times^\beta, \emptyset^\times^\beta \rangle$ is also preserved. For example, the abstraction of sets of pairs of values of basic types is:

$$\langle D^\times^\beta; \subseteq^\times^\beta, \bot^\times^\beta, \emptyset^\times^\beta, \top^\times^\beta, \cup^\times^\beta, \cap^\times^\beta, \emptyset^\times^\beta \rangle$$
With the approximation ordering \( \preceq^{\beta \times \beta} \), \( (\bot, \top) \) are not comparable since, for the first component, \( \bot \) represents less possible values than \( \top \), while for the second component, \( \top \) represents more possible values than \( \bot \).

\[
\begin{array}{c}
\langle \bot, \bot \rangle \\
\langle \bot, \top \rangle \\
\langle \top, \bot \rangle \\
\langle \top, \top \rangle \\
\bot \\
\top
\end{array}
\]

\[
(\mathcal{D}^{b \times \beta}, \preceq^{\beta \times \beta}, \bot_{\beta \times \beta}, \top_{\beta \times \beta}, \cup_{\beta \times \beta}, \cap_{\beta \times \beta})
\]

With the computation ordering \( \preceq^{b \times \beta} \), \( (\bot, \top) \) and \( (\top, \bot) \) are comparable since, for the first component, \( \top \) represents more possible finite behaviors than \( \bot \), while for the second component, \( \bot \) represents less possible infinite behaviors than \( \top \).

13.3: Abstraction of function types

For function types \( \mathcal{D}^{n \times \tau} = \mathcal{D}^{n} \times \mathcal{D}^{\tau} \), we use the abstraction \((\cdot)\). By induction, the relations \( \preceq^{n} \in \mathcal{D}^{n} \rightarrow \mathcal{D}^{n} \) and \( \preceq^{\tau} \in \mathcal{D}^{\tau} \rightarrow \mathcal{D}^{\tau} \) have been extended to the collecting semantics \( \rho(\mathcal{D}^{n}) \) and \( \rho(\mathcal{D}^{\tau}) \) by (10) and then to their abstractions \( \preceq_{\rho}^{n} \in \mathcal{D}_{\rho}^{n} \rightarrow \mathcal{D}_{\rho}^{n} \) and \( \preceq_{\rho}^{\tau} \in \mathcal{D}_{\rho}^{\tau} \rightarrow \mathcal{D}_{\rho}^{\tau} \) by (13), so that, by (11) and (14), abstract functions \( f \) must be pointwise monotonic:

\[
\forall (x, y) \in \mathcal{D}^{n} \times \mathcal{D}^{\tau} : (x \preceq_{\rho}^{n} y) \Rightarrow (f(x) \preceq_{\rho}^{\tau} f(y))
\]

Hence \( \mathcal{D}_{\rho}^{n \times \tau} = \mathcal{D}_{\rho}^{n} \times \mathcal{D}_{\rho}^{\tau} \). We get the following Galois connection:

\[
(\rho(\mathcal{D}^{n \times \tau})), \preceq_{\rho}, \emptyset, \top_{\rho}, \cup_{\rho}, \cap_{\rho}
\]

\[
(\mathcal{D}_{\rho}^{n \times \tau}; \preceq_{\rho}^{n \times \tau}, \bot_{\rho}^{n \times \tau}, \top_{\rho}^{n \times \tau}, \cup_{\rho}^{n \times \tau}, \cap_{\rho}^{n \times \tau})
\]

For example \( \mathcal{D}_{\rho}^{n \times \beta} \) is given below. We see that \( f = [\emptyset \rightarrow \emptyset, \bot \rightarrow \bot, \top \rightarrow \bot, \top \rightarrow \bot, \top \rightarrow \bot] \) is not in \( \mathcal{D}_{\rho}^{n \times \beta} \) set since \( \bot \notin \mathcal{D}_{\rho}^{n \times \beta} \) but not \( f(\bot) \notin \mathcal{D}_{\rho}^{n \times \beta} \).

\[
\text{divergence (e.g. } \mu f \cdot x(x) : f(x) \text{):)
\]

\[
\gamma_{\rho}^{n \times \beta} \text{(div)} = \{ x \mid \forall x \in \mathcal{D}^{\beta} : x = \bot \}
\]

\[
\text{identity (e.g. } x \cdot x : \text{)
\]

\[
\gamma_{\rho}^{n \times \beta} \text{(ide)} = \{ x \mid \forall x \in \mathcal{D}^{\beta} : x = \bot \}
\]

strictness (e.g. \( \mu f \cdot x(x) = 0 \Rightarrow f(x - 1) \)):

\[
\gamma_{\rho}^{n \times \beta} \text{(str)} = \{ x \mid x = \bot \}
\]

convergence (e.g. \( \lambda x \cdot 1 \)):

\[
\gamma_{\rho}^{n \times \beta} \text{(con)} = \{ x \mid \forall x \in \mathcal{D}^{\beta} : x = \bot \}
\]

totality (e.g. \( \lambda x \cdot (1 \cdot x) \)):

\[
\gamma_{\rho}^{n \times \beta} \text{(tot)} = \{ x \mid \forall x \in \mathcal{D}^{\beta} \}
\]

truth (e.g. \( \mu f \cdot x(x) = (1 \cdot x) \)):

\[
\gamma_{\rho}^{n \times \beta} \text{(top)} = \mathcal{D}^{\beta}
\]

Using (11) and (14) once again, the pointwise Scott-ordering \( \preceq^{\beta} \) on \( \mathcal{D}^{n \times \tau} \) is extended to the computation ordering \( \mathcal{D}_{\rho}^{n \times \tau} ; \preceq_{\rho}^{n \times \tau}, \top_{\rho}^{n \times \tau}, \bot_{\rho}^{n \times \tau}, \cup_{\rho}^{n \times \tau}, \cap_{\rho}^{n \times \tau} \). For basic types, \( \langle \mathcal{D}_{\rho}^{n \times \tau}, \preceq_{\rho}^{n \times \tau} \rangle \) is:

13.4: Basic compartment semantics

The basic compartment semantics \( \{ \cdot \}_{\beta} \in \mathcal{D}_{\rho}^{\beta} \) of expression \( c \) of type \( \tau \) in abstract environment \( \Theta \) is defined in Fig. 2.

**Example 3** (absence) The basic compartment semantics of program \( \mu f \cdot \lambda x \cdot \text{true} ? 1 : f(x) \) \( \beta_{\rho}^{\text{abs}} \) is:

\[
\{ [\mu f \cdot \lambda x \cdot \text{true} ? 1 : f(x)]_{\rho} \}
\]

The iterators are as follows:

\[
\begin{align*}
\varphi^{0} &= \lambda x \cdot \bot \\
\varphi^{1} &= \lambda x \cdot \bot \cup_{\beta} \varphi^{0}(\chi) = \lambda x \cdot \bot \cup_{\beta} \varphi^{0} = \lambda x \cdot \bot \\
\varphi^{2} &= \varphi^{1}
\end{align*}
\]
The abstraction of basic comportments to strictness properties only yields \cite{10}. However, the abstraction of abstract basic comportment properties into abstract strictness properties, as shown in Fig. 3, shows that in strictness analysis the approximation and computational orderings coincide. It follows that \cite{10} do not distinguish between the approximation and the computational orderings, a point of view which is too restricted to make their framework of general scope.

\section*{13.6: Comparing basic comportments and smash projections}

At this point comparison with smash projections (\(\forall x \in D_L : \beta(x) \neq \top \Rightarrow \beta(x) = x\)) is easy. For smash projections, \(f : \delta \rightarrow \beta\) is equivalent to \(\forall x \in D_L : f(x) \in \beta^{-1}(\delta)\) where \(\beta^{-1}(\delta) = \{ y \mid \beta(y) = \delta \}\) denotes the inverse image of \(y\) by \(\beta\). By defining abstract values \(\mathfrak{B}\) with meaning \(\gamma(\mathfrak{B}) = \beta^{-1}(\delta) - \{\top\}\), we can express a similar property in the abstract interpretation framework as \(f^\mathfrak{B}(\delta) = \mathfrak{B}\). For example \(\text{str} \equiv \bot\) and \(\text{fail} \equiv \top\) so that \(f : \text{str} \to \text{str}\) corresponding to \(f^\mathfrak{B}(\bot) = \bot\) (satisfying by \text{div}, \text{ide} and \text{str}) expresses strictness whereas \(f : \text{fail} \to \text{str}\) corresponding to \(f^\mathfrak{B}(\top) = \top\) (satisfying by \text{div} only) expresses divergence.

The abs projection is much more difficult to understand. This may explain why it is excluded from all comparison available in the literature between projection analysis and abstract interpretation. It cannot be described with basic comportments. For example, \(\mathfrak{f}(x) \equiv (\mathfrak{f}(x) \uplus 1)\) leads to divergence if the first alternative is always chosen or convergence if the second alternative is ever chosen. Its analysis \text{div} \cup \text{con} = \text{top}\) with basic comportments yields no information on the result of \(\mathfrak{f}\). The problem here is that disjunctions are too approximate.

\section*{14: Comportment abstraction}

Comportment properties are obtained by completion of basic comportment properties, as explained in Sect. 7.

\subsection*{14.1: The abstract domain of comportments}

The collecting semantics of \(c^-\) in comportment analysis is \(\{c^-\} \subseteq \varrho(\mathcal{E} \mapsto D^-)\) as defined in (24). The corresponding abstract comportment semantics is:

\[ \{c^-\} \subseteq \varrho(\mathcal{E}_a \mapsto D_a^-) \]

with meaning given by:

\[ \gamma_{c^-}^a(\Gamma) \equiv \bigcup \{ \gamma_{c^-}^a(\phi) \mid \phi \in \Gamma \} \]
The compartment semantics is defined in Fig. 4. Various approximations are possible to speed up the analysis at the cost of a loss of precision. For example, \(|\mu x \cdot e'\)|\(\in\) \(D_{\beta}^{\beta-\beta}\) would be correct but not optimal.

**Example 4 (absence)** The compartment semantics of program \(\mu x \cdot \lambda x \cdot \text{true} \ ? \ : f x\) is:

\[
\mu f \cdot \lambda x \cdot \text{true} \ ? \ : f x \| \in \ \{ \lambda \Theta \cdot \text{true} \ ? \ : f x \| \in \ D_{\beta}^{\beta-\beta} \ \mid \ \Gamma = \{ \lambda \varphi \cdot \lambda v \cdot f \|, \lambda \varphi \cdot \lambda v \cdot \varphi (v) \} \}
\]

that is \(\{ \lambda \Theta \cdot \lambda v : f \|, \lambda \Theta \cdot \lambda v : \| \lambda \}, \) so that absence is captured by compartment analysis.

**Proposition 2 (Correctness)**

\[
\forall x \in \mathbb{D} \quad (x = 0 \ + \ x : f (x - 1))
\]
14.3: Projection analysis as an abstract interpretation

To show that compartment analysis generalizes projection analysis and that projection analysis can be done by abstract interpretation it is sufficient to exhibit an abstraction into the lattice of properties expressible by projections, as shown in Fig. 7. A further abstraction to strictness properties yields [44, 45]. Another abstraction, shown in Fig. 8, yields dual projections and termination analysis. By choosing a finer partition of \( D^3 \), compartment analysis can easily be enriched, e.g. to take possible values of variables into account.

15: Summary and conclusions

We have shown that the abstract interpretation of a simply typed lambda calculus defined by its standard semantics can be defined by the method introduced in [14, 15, 18], that is by compositional abstraction of a collecting semantics using structured approximations based Galois connections defining a best approximation. This was possible in a set-theoretic framework since there is no necessity for providing a domain-based denotational definition of this collecting semantics\(^2\) and indeed no explicit definition is needed in correctness proofs since the correctness of the standard semantics with respect to the (implicit) collecting semantics is a general result in the framework.

The application to compartment analysis generalizes strictness, termination, projection, dual-projection and PER-analysis. The abstract semantics leads to a system of equations which, in practice, must be solved efficiently. This would consist in using a compact representation of properties (using e.g. sets of generators of atoms for compartment analysis) and convergence acceleration methods [15]. Another problem beyond the scope of that paper is the usefulness of compartment analysis which can only be shown by practical experience.

As far as the methodological aspects are concerned, our approach is rather different from the other abstract interpretation frameworks based upon denotational semantics. In particular, we distinguish between the approximation and computation orderings and interpret them completely differently. The approximation ordering, does not exist in the standard semantics. It corresponds to logical implication of program properties which is fundamental in the definition of the approximation by Galois connections. The computation ordering happens to pre-exist in the standard semantics under the form of Scott’s ordering. It is induced in the abstract domain through the Galois connections. Any other predicate, relation, etc. pre-existing in the standard semantics could be abstracted in a similar way. Therefore, our approach is tied up neither to a particular syntactical form of languages (or metalanguages [32, 60]), nor to a particular style for specifying the semantics such as denotational semantics, nor to a specific programming style such as functional programming, nor to a specific typing scheme, etc. It is directly applicable e.g. to a non-deterministic operational semantics [22] as well as to logic programming [19] with operational semantics.

This should be contrasted with the relational framework for abstract interpretation [50] which attempts to solve the problem of defining a collecting semantics in denotational style by completely evading the approximation ordering and overemphasizing the computation ordering, so that, e.g. the notion of best approximation completely disappears. Moreover, for logical relations [2], the approximation process is tied up with the standard computation ordering and the type system in the abstraction process. Application to logic programming with e.g. declarative semantics then becomes a bit tortuous. Moreover, it freezes approximation to a few paradigms (such as “approximate pairs by pairs”, “approximate functions by functions”) which should leave the place to a broader palette of possible choices, such as “approximate functions by pairs, functions, relations, . . . , up to a Galois connection” as abundantly illustrated in this paper. For example an abstract interpretation framework should

\( ^2 \)An explicit inductive definition of the collecting semantics could be given in \( G^{\text{SOS}} [21]. \)
not enforce function properties to be necessarily of the form \(\phi(D_1) \hookrightarrow \phi(D_2)\) since we have seen that \(\phi(D_1 \hookrightarrow D_2)\) is more general and sometimes required. Choosing \(\phi(D_1) \hookrightarrow \phi(D_2)\), or a powerdomain form thereof [52, 57, 53, 60], introduces an initial approximation in the development of the abstract interpretation framework from which it is later very hard to recover. Galois connections themselves, which enforce the existence of a best approximation, can sometimes be too constraining. Such constraints can be lifted by using concretization functions only. However, by loosening up the connection too much, all fundamental theorems of abstract interpretation are lost. This problem of finding a reasonable balance between full generality and strong properties of abstract interpretation frameworks is discussed in [20].
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