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1. INTRODUCTION

We present semantic analysis techniques for concurrent programs which are designed as networks of nondeterministic sequential processes, communicating with each other explicitly, by the sole means of synchronous, unbuffered message passing. The techniques are introduced using a version of Hoare\[78]’s programming language CSP (Communicating Sequential Processes).

One goal is to propose an invariance proof method to be used in the development and verification of correct programs. The method is suitable to partial correctness, absence of deadlock and non-termination proofs. The design of this proof method is formalized so as to prepare the way to possible alternatives.

A complementary goal is to propose an automatic technique for gathering information about CSP programs that can be useful to both optimizing compilers and program partial verification systems.

2. SYNTAX AND OPERATIONAL SEMANTICS

2.1 Syntax

The set sCSP of syntactically valid programs is informally defined so as to capture the essential features of CSP.

- Programs $P \in \{P(1) \parallel P(2) \parallel \ldots \parallel P(\mathbb{N})\}$ where $\mathbb{N} \geq 2$
  (A program consists of a single parallel command specifying concurrent execution of its constituent disjoint processes).

- Processes $P(i), i \in \{1, \mathbb{N}\} : \Delta(i) : \mathcal{A}(i), \mathcal{S}(i) \ (i = 1, 2, \ldots, \mathbb{N})$
  where $\Delta(i) \geq 1$
  (Each process $P(i)$ has a unique name $\mathcal{P}(i)$ and consists of a sequence of simple commands prefixed with declarations $\Delta(i)$ of local variables).

- Process labels $\mathcal{P}(i), i \in \{1, \mathbb{N}\}$.

- Declarations $\mathcal{D}(i), i \in \{1, \mathbb{N}\} : x(i) \in \{\mathcal{T}(i), \mathcal{X}(i)\} \ (i = 1, \mathbb{N})$
  where $\Delta(i) \geq 1$

- Variables $x(i), i \in \{1, \mathbb{N}\}, j \in \{1, \Delta(i)\}$.

- Types $\mathcal{T}(i), i \in \{1, \mathbb{N}\}, j \in \{1, \Delta(i)\}$.

- Program locations $\mathcal{L}(i, j), i \in \{1, \mathbb{N}\}, j \in \{1, \Delta(i)\}$.
  (Each command has been labeled to ease future references).

- Simple commands $S(i, j), i \in \{1, \mathbb{N}\}, j \in \{1, \Delta(i)\}$:
  - Null commands $\mathcal{S}(i, j), i \in \{1, \mathbb{N}\}, j \in \Delta(i) : \text{skip}$
  - Assignment commands $\mathcal{S}(i, j), i \in \{1, \mathbb{N}\}, j \in \Delta(i) : x(i) \in \{\mathcal{A}(i), \mathcal{X}(i)\} \ (i = 1, \mathbb{N}), j \in \{1, \Delta(i)\}$
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- Test commands S(i)(j), ic[1,π], jec[I(i)]:
  \text{if } b(i,j)(x(i)) \text{ go to } λ(i,η(i,j)) \text{ where } η(i,j)ε[1,Ω(i)].

- Stop commands S(i)(j), ic[1,π], jec[I(i)]: stop
  (Specify termination of process P(i)).

- Communication commands S(i)(j), ic[1,π], jec(I):
  \[ G(i,j,1) → λ(i,η(i,j,1)) \quad \cdots \quad G(i,j,γ(i,j,1)) → λ(i,η(i,j,γ(i,j,1))) \]
  where \( γ(i,j) ≥ 1 \) \( \wedge \) \( (v_k ε \gamma(i,j), η(i,j,k) ε [1,Ω(i)]) \)

(The execution of the command S(i)(j) is delayed until one arbitrary but successfully executable input-output guard \( G(i,j,k) \) \( (k ε \gamma(i,j)) \) is selected and executed. Next the command labeled \( λ(i,η(i,j,k)) \) is executed. If all input-output guards fail the process \( P(i) \) fails in deadlock.

\[ \{(i,j) \mid η(i,j,1) \} \text{ is a partition of } [1,Ω(i)]. \]

- Input-Output guards \( G(i,j,k), ic[1,π], jec(I), ke[1,γ(i,j)] \):
  - Input guards \( G(i,j,k), ic[1,π], jec(I), ke[1,γ(i,j)] \):
    \[ g(i,j,k)(x(i)); P(0(i,j,k)); q(i,j,k) \]
    where \( q(i,j,k) ke[1,γ(i,j)] \epsilon [1,Ω(i)] \)
  - Output guards \( G(i,j,k), ic[1,π], jec(I), ke[1,γ(i,j)]:
    \[ g(i,j,k)(x(i)); P(0(i,j,k)); s(i,j,k)(x(i)) \]
    where \( s(i,j,k) ε [1,π] \epsilon (1,1) \).

\[ \{(i,j) \mid η(i,j,1) \} \text{ is a partition of } [1,γ(i,j)]. \]

(Pure signals are transmitted using typed variables).

- Expressions e(i,j)(x(i)), ic[1,π], jec(I):
  \[ g(i,j,k)(x(i)); ic[1,π], jec(I), ke[1,γ(i,j)] \]
  \( e(i,j) \) maps \( \text{dom}(e(i,j))(x(i)) \) into \( t(I) \) \( (u(i,j)) \) and \( e(i,j,k) \) maps \( \text{dom}(e(i,j,k)) \)
  into \( t(I)(γ(i,j,k)) \epsilon [1,Ω(i)] \).

- Boolean expressions b(i,j)(x(i)), ic[1,π], jec(I):
  \[ g(i,j,k)(x(i)); ic[1,π], jec(I), ke[1,γ(i,j)] \]
  \( b(i,j) \) (resp. \( b(i,j,k) \)) maps \( \text{dom}(b(i,j)) \) (resp. \( \text{dom}(b(i,j,k)) \)) into truth values.

- The following abbreviations will be used:
  \[ P(0(i,j,1)); q(i,j,1) = [\text{true}; P(0(i,j,1)); q(i,j,1)] \rightarrow λ(i,j,1) \]
  \[ P(0(i,j,1)); s(i,j,1)(x(i)) = [\text{true}; P(0(i,j,1)); s(i,j,1)(x(i))] \rightarrow λ(i,j,1) \]

This syntax is not intended to be of practical use. The syntax of some examples freely deviates from the above definition when the correspondence is obvious.

2.2 Operational Semantics

Roughly an operational semantics defines for each syntactically valid program a set \( S \) of states and a transition relation \( trc(\text{StxSt} \rightarrow B) \) which is true between each state and its possible successors. \( B = \{\text{true}, \text{false}\} \) is the uniquely complemented complete lattice of truth values with ordering \( \text{false} \rightarrow \text{true} \). infimum \( \text{false} \), supremum \( \text{true} \), join \( V \), meet \( \wedge \), complement \( \neg \).

2.2.1 Operational Semantics of Individual Processes

The semantics of each process \( P(i), ic[1,π] \) can be defined independently of the other processes as long as no communication command is involved.

- Program locations: \( \Lambda = \{\lambda(i,j) jε[1,Ω(i)]; ic[1,π]\} \)
  \( \{\text{if } E(i) \text{ then } F(i) \} \) is a family of sets, the cartesian product \( \Pi E(i) : iε I \) is defined as the subset of \( I \times \cup E(i) : iε I \) of all functions \( f \) for which \( f(i)ε E(i) \) for all \( iε I \).
- States: \( S(i) = \{ i \} \times \{ 1, \pi \} \).

- Transition relation:
  \[
  \begin{align*}
  T(i) &\in [S(i) \times S(i)] \to B, \ i \in \{ 1, \pi \} \\
  T(i) &= \lambda((x_a, x_b), (y_a, y_b)) \{\ j \in \{ 1, \pi \}; \ c = \lambda(i, j) \land \ c(b, i, k) \land \ (\text{Null}(i, j) \lor (\text{Assign}(i, j) \land \text{Call}(i, j))) \}
  \end{align*}
  \]

2.2.2 Characterization of the States that a Process can Reach after a Communication

When process \( P(i) \) is at location \( c \) with values \( x \) of its local variables, the output guard \( G(i, j, k) \) is successfully executable only if \( OgsE(i, j, k)(x, c) \) is true:

\[
OgsE(i, j, k) \in [S(i) \to B], \ i \in \{ 1, \pi \}, \ j \in \{ 1, \pi \}, \ k \in \{ 1, \pi \}, \ k \neq i
\]

If \( r \) is a relation then \( r^* \) denotes its reflexive transitive closure.

The states \((x_a, x_b, (y_a, y_b))\) that process \( P(i) \) can reach after execution of output guard \( G(i, j, k) \) in state \((x_a, x_b, (y_a, y_b))\) and before meeting a communication or stop command are such that \( RsaE(i, j, k)(x_a, x_b, (y_a, y_b)) \) is true:

\[
RsaE(i, j, k) \in [S(i) \to B], \ i \in \{ 1, \pi \}, \ j \in \{ 1, \pi \}, \ k \in \{ 1, \pi \}
\]

When process \( P(i) \) is at location \( c \) with values \( x \) of its local variables the input guard \( IgsE(i, j, k) \) is successfully executable only if \( IgsE(i, j, k)(x, c) \) is true:

\[
IgsE(i, j, k) \in [S(i) \to B], \ i \in \{ 1, \pi \}, \ j \in \{ 1, \pi \}, \ k \in \{ 1, \pi \}
\]

The states \((x_a, x_b, (y_a, y_b))\) that process \( P(i) \) can reach after execution in state \((x_a, x_b, (y_a, y_b))\) of input guard \( IgsE(i, j, k) \) which assigns the transmitted value \( v \) to variable \( x(i, j, k) \) and before meeting a communication or stop command are such that \( RsaE(i, j, k)(x_a, x_b, (y_a, y_b)) \) is true:

\[
RsaE(i, j, k) \in [S(i) \to B], \ i \in \{ 1, \pi \}, \ j \in \{ 1, \pi \}, \ k \in \{ 1, \pi \}
\]

2.2.3 Operational Semantics of Communicating Processes

We introduce the transition relations \( \tau \) and \( \nu \) which describe the cooperation of concurrently operating processes. Concurrency in the execution of a program is modeled by global nondeterminism in the selection of successor states. The resolution of the global nondeterminism is left unspecified since CSP definition specifies no scheduling policy whether fair or unfair.
2.2.3.1 States

\[ S = \tau \times L \]
(When a process is willing to accept a rendez-vous, the states of all other processes may have to be checked in order to determine which processes are ready to communicate or have terminated and next which data are exchanged).

2.2.3.2 Transition Relations

- \( C(1) = C(i) \cup H(i), i \in [1, \pi] \)
(The only program locations relevant to cooperation between processes are those corresponding to communication or stop commands).

- \( i \in [\text{SxS}] \rightarrow B \)
\[ t = \lambda (xa, ca), (xb, cb), [Vic[1, \pi]], \{ ca(i) = cb(i) = \lambda(1, 1) \wedge xa(i) = xb(i) \} \vee \{ ca(i) = \lambda(1, 1) \wedge t[i]^{*}[Vic[1, \pi]], \{ xa(i), ca(i), (xb, cb) \} \wedge cb(i) \epsilon \lambda(1, C(1))] \]
(If \( E, E_1, E_2 \) are sets, \( f[E1 \cup E2] \) and \( E \cap E_1 \) then \( f(E) \) is defined as \( [f(x) : x \epsilon dom(f) \cap E] \). The transition relation \( t \) defines the "ready to communicate" or "stop" states which are possible successors of the "entry" states. As far as cooperation between processes is concerned, a process, which is never willing to communicate and never terminates does not progress).

- \( \text{Ch} = \{i, j, k + \lambda, \text{m, n} : i, j, k < [1, \pi] \wedge j \epsilon C(i) \wedge k \epsilon D(i) \wedge m \epsilon E(\lambda, m, n) \wedge i = \theta(\lambda, m, n) \wedge \lambda_1(\text{x1}, \text{j}, \text{k}) \wedge (g(\text{i}, \text{j}, \text{k})(\text{x} \epsilon \text{dom}(\text{i}, \text{j}, \text{k}))) \cap \{\text{t}(\text{i}) \epsilon C(1) \} \}
(\text{The set Ch of communication channels is isomorphic with the set of statically matching pairs of input-output guards}.

- \( \mu \in [\text{SxS}] \rightarrow B \)
\[ \mu = \lambda (xa, ca), (xb, cb), [\text{Ch}, i, j, k + \lambda, m, n \rightarrow \text{Ch} : [Vic[1, \pi], \{ ca(q) = cb(q) \wedge xa(q) = xb(q) \} \wedge (Rae(1, j, k)(xa(i), ca(i), (xb, cb)) \wedge cb(i) \epsilon \lambda(1, C(1))) \wedge (g(1, i, j, k)(xa(i), t[l](\text{g}(\text{i}, \text{j}, \text{k}, \text{x} \epsilon \text{dom}(\text{i}, \text{j}, \text{k})))) \wedge cb(l) \epsilon \lambda(1, C(1)))]) \]
(The transition relation \( \mu \) defines the "ready to communicate" or "stop" states which are the possible successors of "ready to communicate" states. The dynamic discrimination of input messages is modeled by dynamic type checking. When several rendez-vous are possible the selection is free. Hence \( \mu \) specifies all possible orderings of the communications between processes).

3. FIXPOINT CHARACTERIZATION OF CORRECTNESS PROPERTIES

3.1 Fundamental Theorem

Let \( P \) be any syntactically correct eCSP program. Its operational semantics defines a set \( S \) of states and transition relations \( t \) and \( \mu \). Let \( P = [S \rightarrow B] \) be the set of predicates describing properties of initial, communication or termination states. It is a uniquely complemented complete lattice \( P(\rightarrow, false, true, \neg, \vee, \wedge) \) for the pointwise ordering \( \rightarrow \) (thus the meaning of symbols \( \rightarrow, false, true, \neg, \vee, \wedge \) is context-dependent). Let \( E \) be the set of possible entry specifications for the program \( P \). The meaning of these specifications is described by \( \text{Init}(E \rightarrow P) \) such that \( \text{Init}(E \rightarrow P) \) characterizes the set of possible initial states corresponding to the entry specification \( \phi \in E \):

- \( P = [S \rightarrow B] \)
- \( E = \Pi([t(1) \rightarrow B] : i \in [1, \pi]) \)
- \( \text{Init} \in [E \rightarrow P] \)
- \( \text{Init} = \lambda \beta.[\text{Post}(1)(\lambda(x, c), [Vic[1, \pi]], x(1) \epsilon \text{dom}(\beta(1)) \wedge \beta(1)(x(1)) \wedge c(1) = \lambda(1, 1))] \)
  where the predicate transformer \( \text{Post} \) is defined as:
- \( \text{Post} \in [[SxS] \rightarrow B] \rightarrow [P \rightarrow P] \)
- \( \text{Post} = \lambda \beta.[\text{A} \beta(A \text{ab} \epsilon \text{S}) : \beta(\text{sa}) \wedge \theta(\text{sa}, \text{ab}))] \)
By definition the set of states which may be reached during any execution of program $P$ starting with an initial value of the variables satisfying the entry specification $G \in E$ is characterized by $Post(\mu^*)[Init(\phi)]$. Notice that when programs are non-deterministic $Post$ characterizes possible but not necessarily certain descendants of the entry states. The following fixpoint characterization of $Post(\mu^*)[Init(\phi)]$ is the basis of our approach (Cousot[79]):

$$f \in [E \rightarrow [P \rightarrow P]]$$
$$f = \lambda \beta. [\lambda \beta. [Init(\phi) \lor Post(\mu)(\beta)]]$$
$\lambda f \in [\{P \rightarrow P\} \rightarrow P]$ is the least fixpoint operator for isotone operators on the complete lattice $P$ (Cousot & Cousot[79b]).

**Theorem 3.1.1**

$$\forall \phi \in E, Post(\mu^*)(Init(\phi)) = LFP(f(\phi))$$

The above fixpoint theorem leads to sound and complete invariance proof methods (Cousot[79]) and to automatic program analysis techniques (Cousot & Cousot[79a]). However in order to put these methods into practice one or several applications of the following step are required.

### 3.2 (Pre)homomorphic Image of the Predicate Algebra

Let $A(\rightarrow, false, true, v, \land, \neg)$ be a uniquely complemented complete lattice of "assertions". The meaning of $A$ is defined by a $false$-strict $v$-complete morphism from $F(\rightarrow, false, true, v, \land, \neg)$ into $A(\rightarrow, false, true, v, \land, \neg)$. $\rho(\beta)$ is the representation of a "Predicate" $\beta$ by an "assertion" belonging to $A$. Corresponding to $f$, let us introduce $F(\rightarrow, A \rightarrow A)$ defined as $\lambda \phi. [\lambda \alpha. [Init(\phi) \lor POST(\alpha)]]$ where $INIT(\rightarrow, A)$ and $POST(\rightarrow, A \rightarrow A)$. $F$ is said to be equivalent to (resp. an upper approximation of) $f$ up to $\rho$ if and only if $\forall \phi \in F, F(\phi)$ is isotone and $\rho f(\phi)$ equals (resp. implies) $F(\phi) \circ \rho$. Let $LFP(\rightarrow, A \rightarrow A)$ be the least fixpoint operator. The following theorem shows that whenever $F$ is equivalent to (resp. an upper approximation of) $f$, $\rho(LFP(f(\phi)))$ equals (resp. implies) $LFP(F(\phi))$:

**Theorem 3.2.1**

Let $f$ and $F$ be respectively isotone operators on the complete lattices $P(\rightarrow, false, true, v, \land)$ and $A(\rightarrow, false, true, v, \land)$, $\rho$ be a $false$-strict $v$-complete morphism from $P$ into $A$ such that $\rho f = F \circ \rho$ (resp. $\rho f = \Rightarrow F \circ \rho$) then $\rho(LFP(f)) = LFP(F)$ (resp. $\rho(LFP(f)) = LFP(F)$).

The importance of this theorem is that it shows when ever $F$ is equivalent to (resp. an upper approximation of) $f$ up to the $v$-morphism $\rho$, results about the considered program $P$ obtained using $F$ and $f$ are equivalent to (resp. correctly approximated by) the results obtained using $A$ and $F$. For example a set of assertions interleaved at appropriate places in the program can be used instead of a single global invariant.

### 3.3 Associating Assertions with Communication Channels

Let us introduce a $Proj$ homomorphic image $Ag(false, v, INIT, POST)$ of $P(false, v, Init, Post(\mu))$:

- $Ag = [Ch \rightarrow [S \rightarrow B]]$
- $Proj = [P \rightarrow Ag]$
  
  $Proj = \lambda \beta. [\lambda i, j, k \rightarrow \lambda m, n. (\lambda x, c. [\lambda g. g(i, j, k)(x(i), c(i))] \land Iges(l, m, n)(x(l), c(l)) \land \beta(x, c))]$

The following auxiliary definition is used for describing the behavior of process $P(l)$ between locations $\lambda(i, j)$ and $\lambda(i, k)$ as long as no communication or stop command is encountered.
- \( Tp(i)(j,k) \in \{[t(i)x(i)]B, [t(i)x(i)] \} \), \( i \in \{1,2\} \)

- \( Tp(i)(j,k) = \lambda(xa,xb).[[t(i)x(i)]B, [t(i)x(i)] \} \)

- **INITg** \( \in [E \rightarrow Ag] \)

- **INITg** = \( \lambda f.([x<1,j,k \in \mathbb{N},m>/].(x,c).[

- \( \forall \lambda(c)(\lambda(x,y) \land Tp(i)(j,i)x(i)) \land Qgse(i,j,k)(x(i),c(i)) \land Igsel(l,m,n)(x(i),c(i)) \)

- \( \forall \lambda(c)(\lambda(x,y) \land Tp(i)(j,i)x(i)) \land Qgse(i,j,k)(x(i),c(i)) \land Igsel(l,m,n)(x(i),c(i)) \)

- **POSTg** \( \in [Ag \rightarrow Ag] \)

- **POSTg** = \( \lambda a.([x<1,j,k \in \{1,2\},m>/].(x,c).[Qgse(i,j,k)(x(i),c(i)) \land Igsel(l,m,n)(x(i),c(i)) \land \forall \lambda(c)(\lambda(x,y) \land Tp(i)(j,i)x(i)) \land Qgse(i,j,k)(x(i),c(i)) \land Igsel(l,m,n)(x(i),c(i)) \)

- \( \forall \lambda(c)(\lambda(x,y) \land Tp(i)(j,i)x(i)) \land Qgse(i,j,k)(x(i),c(i)) \land Igsel(l,m,n)(x(i),c(i)) \)

- **Fg** \( \in [E \rightarrow Ag] \)

- **Fg** = \( \lambda f.\lambda a.([E \rightarrow Ag] \land \forall \lambda(c)(\lambda(x,y) \land Tp(i)(j,i)x(i)) \land Qgse(i,j,k)(x(i),c(i)) \land Igsel(l,m,n)(x(i),c(i)) \)

**Lemma 3.3.1**

\[ \forall \phi \in E, \text{Proj}(\phi) = \text{Fg}(\phi) \times \text{Proj} \]

**Theorem 3.3.2**

\[ \forall \phi \in E, \text{Proj}(\text{Lfp}(\phi)) = \text{Lfp}(\text{Fg}(\phi)) \]

### 3.4 Analysis of the Behavior of Individual Processes

A global assertion about the states of process \( P(i) \) can be replaced by a set assertion about the values of the process variables preceding each command:

- \( Al = \{P([t(i)x(i)] \land \{1,2\}) : i \in \{1,2\} \} \)

- \( \text{Proj}(i) \in [\{1,2\} \land Al(i)] \), \( i \in \{1,2\} \)

- \( \text{Proj}(i) = \lambda a.([x<1,j,l>/].(a(x,i))) \)

### 3.4.1 Analysis of the Behavior of Individual Processes Independently of Communication

By definition, \( Tp(i)(j,k)(xa,xb) \) is true if and only if execution of process \( P \) starting from location \( \lambda(l,j) \) with the initial state \( xa \) of the variables \( x(i) \) can terminate \( \lambda(l,j) \) with \( x(i) \) and without encountering communication commands. The following characterization of \( Tp(i)(j,k) \) as a fixpoint together with Cousot & Cousot[77b] shows that the computation of \( Tp(i)(j,k) \) looks like symbolic execution with this difference that all paths are followed simultaneously and infinite paths are handled by induction.

- \( \text{Post}(i) \in [\{1,2\} \land \{1,2\} \land \{1,2\}] \), \( i \in \{1,2\} \)

- \( \text{Proj}(i) = \lambda a.([x<1,j,l>/].(a(x,i))) \)

- \( \text{Proj}(i) = \lambda a.([x<1,j,l>/].(a(x,i))) \)

**Theorem 3.4.1.1**

\[ \forall \lambda(c)(\lambda(x,y) \land Tp(i)(j,k)(xa,xb)) \rightarrow \text{Lfp}(\text{Fg}(\lambda a.([x<1,j,l>/].(a(x,i)))))(k)(xb) \]
3.4.2 Analysis of the Behavior of Individual Processes taking Communications into Account

We define \( Descl(\phi)(i)[j] \) characterizing the possible values that local variables \( x(i) \) can possess at run-time when location \( \lambda(i,j) \) of process \( P(i) \) is reached during an execution of the program starting from an initial state of the local variables \( x(k), k \in [1,r] \) satisfying the entry specification \( \phi = E \):

\[
\text{Descl}(E) = \lambda \phi. \lambda i. \lambda j. \lambda x. \{ \{ \text{Post}(i) \} (i)[i] \}\{ \lambda (y, c). \{ \text{Post}(i)[y] (i) \land c = \lambda(i,j) \}\} \{ x, \lambda(i,j) \} \}
\]

\[
\forall \{ k, m, n \to p, q, r \to \text{Ch}, y \to \text{Ch}, c \to \text{Ch} \text{ Proj} [\text{Post}(i) \to \text{Init}(\phi)]] \{ k, m, n \to p, q, r \to \text{Ch}, y \to \text{Ch}, c \to \text{Ch} \}
\]

Since the local descendants of the entry states are either direct descendants of the entry states or the descendants of the states following either an output or an input, the meaning of each separate process can be completely determined only when an initial state for the local variables is provided and the input-output requests from other processes (as determined at paragraph 3.3) are known.

If a state of the program is known before a communication then the corresponding state of the communicating processes after this communication is given by:

\[
\text{Post} \to \lambda \phi. \lambda i. \lambda j. \lambda x. \{ \{ \text{Post}(i) \} (i)[i] \}\{ \lambda (y, c). \{ \text{Post}(i)[y] (i) \land c = \lambda(i,j) \}\} \{ x, \lambda(i,j) \} \}
\]

\[
\forall \{ k, m, n \to p, q, r \to \text{Ch}, y \to \text{Ch}, c \to \text{Ch} \text{ Proj} [\text{Post}(i) \to \text{Init}(\phi)]] \{ k, m, n \to p, q, r \to \text{Ch}, y \to \text{Ch}, c \to \text{Ch} \}
\]

The following theorem gives a fixpoint characterization of the local descendants of the entry states:

\[ \forall \phi \in E, \\forall \lambda(i), \phi \rightarrow \text{Descl}(\phi)[i] = \text{LFP}[\text{Descl}] = \text{LFP}[\text{Descl}(\phi)[i]] \]

3.5 Example

\[ [P1 := x: \text{integer}; 11: x := 10; 12: \text{loop} 13: \text{exit when } y \leq 0; 14: P2! x; 15: P2! x; 16: \text{end loop} 17: P2! x; 18: \text{stop} 19: ] \]

\[ [P2 := y: \text{integer}; 21: \text{loop} 22: P1! y; 23: \text{exit when } y = 0; 24: P1! y - 1; 25: \text{end loop}; 26: \text{stop} ] \]

3.5.1 Analysis of the Behavior of Individual Processes

The systems of equations \( X = F(i)(B)(X), i = 1,2 \) are the following:

\[ X = F(i)(B)(X), i = 1,2 \]
\[ X(11) = \lambda x. ([B(2)(x)] \triangleright x \cdot \text{integer} : X(11)(x') \land x = 10) \]
\[ X(12) = \lambda x. ([B(2)(x)] \triangleright x \cdot \text{integer} : X(11)(x') \land x = 10) \]
\[ X(13) = \lambda x. ([B(2)(x)] \triangleright x \cdot \text{integer} : X(11)(x') \land x = 10) \]
\[ X(14) = \lambda x. ([B(4)(x)] \triangleright x \cdot \text{integer} : X(11)(x') \land x = 10) \]
\[ X(15) = \lambda y. ([B(4)(y)] \triangleright x \cdot \text{integer} : X(11)(x') \land x = 10) \]
\[ X(16) = \lambda y. ([B(4)(y)] \triangleright x \cdot \text{integer} : X(11)(x') \land x = 10) \]
\[ X(17) = \lambda x. ([B(4)(x)] \triangleright x \cdot \text{integer} : X(11)(x') \land x = 10) \]
\[ X(18) = \lambda y. ([B(4)(y)] \triangleright x \cdot \text{integer} : X(11)(x') \land x = 10) \]

Using theorem 3.4.1.1 we compute:

\[ \text{Tr}(!)(1, 1.4)(x(a, b)) = (b = 10) \]
\[ \text{Tr}(!)(1, 5.5)(x(a, b)) = (b = 10) \]
\[ \text{Tr}(!)(1, 6.4)(x(a, b)) = (b = 10) \]
\[ \text{Tr}(!)(1, 6.7)(x(a, b)) = (b = 10) \]

3.5.2 Analysis of the Communications

The channels of communications are \( 14 \to 22, 24 \to 15, 17 \to 22 \). Assume \( \phi = (\lambda x. [\text{true}], \lambda y. [\text{true}]) \) then the system of equations \( X = Fg(\phi)(X) \) is constructed as the results of 3.5.1:

\[ X(14 \to 22) = \lambda (x, y), (c_1, c_2). [(c_1 = 14 \land c_2 = 22 \land [(x = 10) \lor (3x \cdot \text{integer}: x(\leq 15)])] \]
\[ X(24 \to 15) = \lambda (x, y), (c_1, c_2). [(c_1 = 15 \land c_2 = 24 \land [(y = 15)] \land 15)] \]
\[ X(17 \to 22) = \lambda (x, y), (c_1, c_2). [(c_1 = 17 \land c_2 = 22 \land [(x > 10) \land 10)] \land 10] \]

The least solution \( P \) is computed by successive approximations (Cousot[77]):

\[ P(14 \to 22) = \lambda (x, y), (c_1, c_2). [(c_1 = 14 \land c_2 = 22 \land [(x = 10) \lor (10)] \land 10)] \]
\[ P(24 \to 15) = \lambda (x, y), (c_1, c_2). [(c_1 = 15 \land c_2 = 24 \land [(y = 15)] \land 10)] \]
\[ P(17 \to 22) = \lambda (x, y), (c_1, c_2). [(c_1 = 17 \land c_2 = 22 \land [(x > 10) \land 10)] \land 10] \]

3.5.3 Local descendants of the entry States

The systems of equations \( X = FL[1][\lambda m. (\lambda z. (m = 1)) \lor Postoo(P)(1) \lor Postio(P)(1)] [X] \) \( i = 1, 2 \) are now:

\[ X(11) = \lambda x. [\text{true}] \]
\[ X(12) = \lambda x. [\text{true}] \]
\[ X(13) = \lambda x. [\text{true}] \]
\[ X(14) = \lambda x. [\text{true}] \]
\[ X(15) = \lambda x. [\text{true}] \]
\[ X(16) = \lambda x. [\text{true}] \]
\[ X(17) = \lambda x. [\text{true}] \]
\[ X(18) = \lambda x. [\text{true}] \]

Descol(\( i \), \( i = 1, 2 \) equals the least solutions to the above equations (Th.3.4.2).

\[ P(11) = \lambda x. [\text{true}] \]
\[ P(12) = \lambda x. [\text{true}] \]
\[ P(13) = \lambda x. [\text{true}] \]
\[ P(14) = \lambda x. [\text{true}] \]
\[ P(15) = \lambda x. [\text{true}] \]
\[ P(16) = \lambda x. [\text{true}] \]
\[ P(17) = \lambda x. [\text{true}] \]
\[ P(18) = \lambda x. [\text{true}] \]

In general the least solutions to the systems of equations associated with
non-trivial programs are not mechanically computable. Even by hand such calculations cannot be worked out since they are amazingly complex. The solution to this intricacy is the idea of approximation which is central to proof methods and automatic program analysis techniques.

4. INVARIENCE PROOF METHODS

4.1 Outline of Our Approach

\( \psi \in \mathbb{E} \) is said to be invariant during execution of program \( Pr \) starting with any state satisfying the entry specification \( \psi \in \mathbb{E} \) if and only if \( \text{Post}(u^*)(\text{Init}(\psi)) \Rightarrow \psi \).

4.1.1 Fundamental Invariance Proof Method

The fixpoint characterization of \( \text{Post}(u^*)(\text{Init}(\psi)) \) given by theorem 3.1.1 leads to a sound and complete invariance proof method:

\[
\forall \psi \in \mathbb{E}, \forall \psi \in \mathbb{E}, [\exists I \in \mathbb{P}: (f(\psi)(I) \Rightarrow I) \wedge (I \Rightarrow \psi)] \iff [\text{Post}(u^*)(\text{Init}(\psi)) \Rightarrow \psi]
\]

This invariance proof method fits for use in partial correctness, absence of deadlock and non-termination proofs (the only difference is with respect to the choice of \( \psi \)).

4.1.2 (Pre)homomorphic Variants of the Fundamental Proof Method

(Pre)homomorphic images of the predicate algebra (as described at paragraph 3.2) have to be introduced in order to put the fundamental invariance proof method into practice. The soundness or soundness and completeness of these variants of the fundamental proof method follow from the following:

Theorem 4.1.2.1

Let \( f \) and \( F \) be respectively isotone operators on the complete lattices \( P(\Rightarrow, \text{true}, \text{false}, \wedge, \vee) \) and \( A(\Rightarrow, \text{true}, \text{false}, \wedge, \vee) \), \( \rho \) be a false-strict \( \vee \)-complete morphism from \( P \) into \( A \) such that \( p \circ f = F \circ p \) (resp. \( \rho \circ f = F \circ \rho \)), \( F \) be an isotone operator on \( A \) such that \( F \circ F \Rightarrow F \) (resp. \( F \circ F \Rightarrow F \)) then \( \forall \psi \in \mathbb{A}, [\exists I \in \mathbb{A}: F(I) \Rightarrow I \wedge (I \Rightarrow \psi)] \Rightarrow (\text{Post}(u^*)(\text{Init}(\psi)) \Rightarrow \psi) \) implies (resp. implies and reciprocally) that \( \rho ([I \Rightarrow F(I)] \Rightarrow \psi) \).

4.2 A Sound and Complete Invariance Proof Method

For example using the homomorphic image of the predicate algebra described at paragraph 3.3 we get the following particular invariance proof method:

Corollary 4.2.1

\[
\forall \psi \in \mathbb{E}, \forall \psi \in \mathbb{A}, [\exists I \in \mathbb{A}: (\text{INIT}(\psi)(I) \Rightarrow I) \wedge (\text{POST}(I) \Rightarrow I) \wedge (I \Rightarrow \psi)] \iff [\text{Proj}(\text{Post}(u^*)(\text{Init}(\psi))) \Rightarrow \psi]
\]

Theorem 4.1.2.1 also shows that we can replace \( \text{TR}(i)[j,k], i \in [1, n], j, k \in [1, G(i)] \) by upper bounds in the definitions of \( \text{INIT} \) and \( \text{POST} \). By theorems 3.4.1.1 and 4.1.2.1 the correctness of these upper bounds can be shown using an invariance proof method. Hence, proof method 4.2.1 follows the lines drawn by example 3.5 (except that no fixpoint computation is involved and equations are replaced by inequations understood as verification rules).
4.3 A Sound Variant Without Program Location Counters

For the sake of completeness in the invariance proof method 4.2.1 the assertions\(\text{Ag}\) may have to take the values of the program location counters into account. Yet, on grounds of methodological, reasonings about program location counters are usually ruled out. In order to get rid of program location counters let us introduce:

- \(\text{Ag} = [\text{Ch} \rightarrow [t \rightarrow \text{D}], \text{Ep}\in [\text{Ag} \rightarrow \text{Ag}], \text{Ap}\in [\text{Ag} \rightarrow \text{Ag}]]\)
- \(\text{Projs} \in [\text{P} \rightarrow \text{Ag}], \text{Projs} = \text{Ep}\rightarrow \text{Projs}\)
- \(\text{Fs} \in [E \rightarrow \text{Ag} \rightarrow \text{Ag}], \text{Fs} = \lambda\phi.([\text{Ep}\rightarrow \text{Fs}(\phi) \rightarrow \text{Ap}])\)

For example one can choose:

- \(\text{Ep} = \lambda\alpha.[\lambda\text{Ch}.[\lambda\text{x}.[\text{j} \in L: \alpha(x,A)]]]\)
- \(\text{Ap} = \lambda\alpha.[\lambda\text{Ch}.[\lambda(x,A).[\alpha(\text{Ch})/(x,A)]]]\)

The soundness of the corresponding invariance proof method is shown in a general setting by the following:

**Theorem 4.3.1**

If \(\text{Ep}\) is a false-strict \(\nu\)-complete morphism, \(\text{Ap}\) is upper semi-continuous, \(\text{Ep}\in E \rightarrow [\lambda(x],[\text{false}] \cap \text{Init}(\phi) \wedge \text{Post}(\mu(x), \phi \in \text{Es}))\) and \((\forall \alpha \in \text{It}, \text{Projs} = \alpha \rightarrow \text{Ap}, \text{Projs} = \alpha \rightarrow \text{Projs})\) then:

\[\forall \psi \in \text{Es}, \text{Projs}(\mu^*) \rightarrow \text{Init}(\phi) \rightarrow \text{LFP}(\text{Fs}(\phi))\]

**Corollary 4.3.2**

If moreover \(\forall \psi \in \text{Es}, \text{Fs}(\phi) \in [\text{Ag} \rightarrow \text{Ag}]\) is isotone and such that \(\text{Fs}(\phi) = \text{Fs}(\phi)\), then:

\[\forall \psi \in \text{Es}, \text{Fs}(\phi) \rightarrow [\text{Fs}(\phi)(1) \rightarrow 1] \wedge (\forall \psi \in \text{Ps}) \rightarrow [\text{Projs}(\text{Post}(\mu^*) \rightarrow \text{Init}(\phi) \rightarrow \psi)]\]

Completeness can only be established for programs involving only one or two processes (i.e. when \(\pi = 2\)).

4.4 Introducing Auxiliary Variables for Completeness

In general the reciprocal of theorem 4.3.2 is not true for programs involving more than two processes. A completeness result can nevertheless be obtained using history variables. The use of history variables (Apt, Francez & de Roever[79]), Clarke[78], Cline[73], Owinski & Gries[76]) has several drawbacks. For example, it is difficult to guess which auxiliary variables must be introduced. Only partial solutions are known (i.e. either incomplete or for restricted classes of programs (Clarke[79])) and this may be a major disadvantage for program verification systems. Another drawback is that for some proofs the number of auxiliary variables is greater than the number of variables in the original program (e.g. Gries[79]). Our invariance proof method for a CSP avoids these difficulties. A completeness result is obtained by adding a single local auxiliary variable to each process which is assigned a different value at initialization and prior to reach each communication or stop command.

4.4.1 Soundness

Let \(\text{P}x\) be a program augmented with auxiliary variables which can only appear in assignments to auxiliary variables. "x" will be postfixed to the definitions of paragraph 2 and 3 when concerning \(\text{P}x\). The set \(t(x)\) of values of the program variables will be understood as the product of the sets \(t(y)\) of values of the main variables and \(t(a)\) of values of the auxiliary variables. Assignments to auxiliary variables only
involve total functions. Therefore whenever \( \alpha=\lambda x \) or \( \alpha=\mu x \) we have:

\[
(\forall x_1, x_2 \in \tau_1, c_1, c_2 \in \text{Lx},
\exists a_1, a_2 \in \text{ta}(\{(x_1, a_1), c_1\}, \{(x_2, a_2), c_2\})) \Rightarrow (\exists e \in \text{ta}, \exists a \in \{(x_1, a_1), c_1\}, \{(x_2, a_2), c_2\})
\]

Assume the program \( \text{Prx} \) is transformed into a program \( \text{Pr} \) by replacing all assignments to auxiliary variables by null statements and by deleting all declarations of auxiliary variables. The operational semantics of \( \text{Pr} \) defines a set of program locations \( l \in \text{Lx} \), a set of states \( S=(\text{tv}, x) \) and transition relations \( I, \mu \in S \Rightarrow S \) such that:

\[
- l = \lambda ((x_1, c_1), (x_2, c_2)); [\exists a_1, a_2 \in \text{ta}(\{(x_1, a_1), c_1\}, \{(x_2, a_2), c_2\})]
- \mu = \lambda ((x_1, c_1), (x_2, c_2)); [\exists a_1, a_2 \in \text{ta}(\{(x_1, a_1), c_1\}, \{(x_2, a_2), c_2\})]
\]

A correspondence can be established between the entry specifications \( \phi \in \text{Ex} \) for \( \text{Prx} \) and \( \phi \in \text{Ex} \) for \( \text{Pr} \) by elimination of the auxiliary variables:

- \( \text{Eave} \in [\text{Ex} \Rightarrow \text{E}] \quad \text{Eave} = \lambda \phi. [\lambda i. [\lambda x. [\exists \text{ta}(i): \phi(x)(i, x, a)]]] \)
- \( \text{Aave} \in [\text{E} \Rightarrow \text{Ex}] \quad \text{Aave} = \lambda \phi. [\lambda i. [\lambda (x, a). [\phi(i)(x)]]] \)

The same way assertions \( \psi \in \text{Agx} \) interleaved in \( \text{Prx} \) can be connected to assertions \( \psi \in \text{Agx} \) interleaved in \( \text{Pr} \) by eliminating auxiliary variables:

- \( \text{Eavg} \in [\text{Agx} \Rightarrow \text{Ag}] \quad \text{Eavg} = \lambda \phi. [\lambda c. [\exists \text{ta}(\phi): \phi(c, (x, a), c)]] \)
- \( \text{Aavg} \in [\text{Ag} \Rightarrow \text{Agx}] \quad \text{Aavg} = \lambda \phi. [\lambda c. [\lambda (x, a, c, \phi(x)(c, x, c)]]] \)

Proofs about \( \text{Prx} \) using \( \text{Fsx} \) (hence referring to auxiliary variables but not to program counters) can safely be used for proving inversion properties of \( \text{Pr} \):

**Theorem 4.4.1.1**

If \( \text{Epox} \) is a false-strict \( \tau \)-complete morphism, \( \text{Apox} \) is upper semi-continuous, \( \text{Epox} \in \text{E}, \text{Itx} \Rightarrow \text{Itx}, \{(\text{false})\} \in \text{Intx} \text{Aave}(\phi) \Rightarrow \text{Post} \text{Aave}(\phi)(\alpha) : \phi \in \text{Ex}, \alpha \in \text{X} \}, \{(\text{true})\} \Rightarrow \text{X}, \text{Prox}(\alpha) \Rightarrow \text{Apox} \Rightarrow \text{Prox}(\alpha), \{(\text{true})\} \Rightarrow \text{Ex}, \{(\text{false})\} \Rightarrow \text{Agx} \Rightarrow \text{Ag} \}, \{(\text{true})\} \Rightarrow \text{Ex}, \{(\text{true})\} \Rightarrow \text{Agx} \Rightarrow \text{Ag} \}

We do not have to worry about assertion languages and interpretations which fail to be expressive since "assertions" are regarded as functions into \( \{\text{true}, \text{false}\} \). The proof of theorem 4.4.2.1 clearly indicates that auxiliary variables in \( \text{Prx} \) exactly correspond to program location counters in \( \text{Pr} \): the declaration \( \text{a}(i): \text{ta}(i) \) of a single auxiliary variable is added to each process \( \text{P}(i) \) of \( \text{Pr} \). \( \text{ta}(i) \) is such that there exists a one to one map \( \text{a}(i) \) from \( \text{ta}(i) \) onto the set \( \{(i, 1)\} \cup (1, 2) \cup (1, 1) \cup \text{locations preceding an entry, communication or stop command}. Each null command \( (\lambda (i, j-1) : \text{skip}) \) preceding a communication or stop command \( (\lambda (i, j): \text{S}(i, j)) \) is replaced by an assignment \( (\lambda (i, j-1) : \text{a}(i) := \text{a}(i)^{-1} (\lambda (i, j)) \)". No other command is changed (although the functions with domain \( \text{tv}(i) \) in \( \text{P}(i) \) are extended to domain \( \text{tv}(i) \times \text{ta}(i) \) in \( \text{P}(i) \)). The fact that auxiliary variables simulate program counters is clear from the definitions of :
4.5 Examples of Proofs

Given two disjoint sets of integers S₀ and T₀, S₀∪T₀ has to be partitioned into two subsets S and T such that |S|=|S₀|, |T|=|T₀| and every element of S is smaller than any element of T:

- Entry specifications: \( \phi_1(x,m,S) = [S=S₀ \land S₀∩T₀=\emptyset \land S₀≠S₀] \).
- Exit specifications: \( \psi(x,m,S,y,mn,T) = [S=|S₀| \land |T|=|T₀| \land S₀∪T₀=\max(S)<\min(T)] \).

The following version of a program given by Apt, Françoise & de Roever[73b] uses two parallel processes P₁ and P₂ which exchange the current maximum of S with the current minimum of T until \( \max(S)<\min(T) \).

**P₁**

```plaintext
11: \text{repeat} \\
12: mx:=\max(S); \\
13: S:=S\setminus\{mx\}; \\
14: P₂!mx; \\
15: P₂?x; \\
16: S:=S∪\{x\}; \\
17: \text{until } mx=x; \\
18: \text{stop}
```

--- We first obtain the following descriptions Tᵢ(1)(i,j) of the transformation of the values of the variables of P₁ when P₁ is executed starting at entry point or after communication point i and ending at stop point or before communication point j without intermediate communications. Since no loop is involved no inductive assertion is necessary and the equations of theorem 3.4.1.1 can be solved exactly.

```
Tᵢ(1)(1,4)(mx₁,x₁,S₁,mx₂,x₂,S₂) = [mx₂=\max(S₁) \land x₂=x₁ \land S₂=S₁\setminus\{mx₂\}] \\
Tᵢ(1)(2,5)(mx₁,x₁,S₁,mx₂,x₂,S₂) = [mx₂=\max(S₁) \land x₂=x₁ \land S₂=S₁] \\
Tᵢ(1)(5,4)(mx₁,x₁,S₁,mx₂,x₂,S₂) = [mx₂=\max(S₁∪\{x₁\}) \land x₂=x₁ \land x₁=mx₁ \land S₂=(S₁∪\{x₁\})\setminus\{mx₂\}] \\
Tᵢ(1)(6,7)(mx₁,x₁,S₁,mx₂,x₂,S₂) = [mx₂=\max(S₁∪\{x₁\}) \land x₂=x₁ \land x₁=mx₁ \land S₂=(S₁∪\{x₁\})]\)
```

The independent analysis of P₂ is similar:

**P₂**

```plaintext
21: \text{loop} \\
22: mn:=\min(T); \\
23: P₁?y; \\
24: \text{exit when } y<mn; \\
25: T:=T\setminus\{mn\}; \\
26: P₁!mn; \\
27: \text{end loop;}
```

```
Tᵢ(2)(1,3)(mn₁,y₁,T₁,mn₂,y₂,T₂) = [mn₂=\min(T₁) \land y₂=y₁ \land T₂=T₁] \\
Tᵢ(2)(2,6)(mn₁,y₁,T₁,mn₂,y₂,T₂) = [mn₂=\min(T₁) \land y₂=y₁ \land y₁=mn₁ \land T₂=\{T₁\}\setminus\{mn₁\}] \\
Tᵢ(2)(4,5)(mn₁,y₁,T₁,mn₂,y₂,T₂) = [mn₂=\min(T₁) \land y₂=y₁ \land y₁=mn₁ \land T₂=\{T₁\}] \\
Tᵢ(2)(5,6)(mn₁,y₁,T₁,mn₂,y₂,T₂) = [mn₂=\min(T₁) \land y₂=y₁ \land T₂=T₁] \\
Tᵢ(2)(6,7)(mn₁,y₁,T₁,mn₂,y₂,T₂) = [mn₂=\min(T₁) \land y₂=y₁ \land T₂=T₁] \\
Tᵢ(2)(7,8)(mn₁,y₁,T₁,mn₂,y₂,T₂) = [mn₂=\min(T₁) \land y₂=y₁ \land T₂=T₁]
```

--- The assertions I(ch₁), I(ch₂), I(ch₃) respectively associated with the communication channels ch₁=2,4,1→2,3,1> ch₂=2,6,1→1,5,1> and ch₃=2,8,1→1,5,1> of program [P₁ || P₂] are the following:

```
I(ch₁)(mx,x,S,mn,y,T) = [S=|S₀| \land |T|=|T₀| \land mx=\max(S) \land Su(mx)∪T₀=S₀∪T₀ \\
\land \text{Su}(mn食品emn)=\min(T)] \\
I(ch₂)(mx,x,S,mn,y,T) = [S=|S₀| \land |T|=|T₀| \land mn=\min(T) \land Su(T∪mn)=S₀∪T₀ \\
\land \text{Su}(mn)=y=\max(mx)] \\
I(ch₃)(mx,x,S,mn,y,T) = [S=|S₀| \land |T|=|T₀| \land \max(S)<mx=y=\min(T) \land Su(y)∪T₀=S₀∪T₀]
```
The verification conditions given by theorem 4.2.1 are the following (universal quantification is implicit):

\[
\begin{align*}
I(ch1)(mx,x,S,\text{mn},y,T) &\Leftarrow \{ \{ \exists \text{mx}',x',S':\phi_1(\text{mx}',x',s') \} \land \text{Tr}(1)(\text{mx}',x',S',\text{mx},x,S) \}\land \\
\{ \exists \text{mn}',y',T':\phi_2(\text{mn}',y',T') \} \land \text{Tr}(2)(\text{mn}',y',T',\text{mn},y,T) \}\land \\
\{ \exists \text{mx}',x',S',\text{mn}',y',T': I(ch2)(\text{mx}',x',s',\text{mn}',y',T') \} \\
\land \text{Tr}(1)(\text{mx}',x',S',\text{mn},x,S) \land \text{Tr}(2)(\text{mn}',y',T',\text{mn},y,T) \} \\
I(ch2)(\text{mx},x,S,\text{mn},y,T) &\Leftarrow \{ \exists \text{mx}',x',s',\text{mn}',y',T': I(ch1)(\text{mx}',x',s',\text{mn}',y',T') \} \\
\land \text{Tr}(1)(\text{mx}',x',s',\text{mn},x,s) \land \text{Tr}(2)(\text{mn}',y',T',\text{mn},y,T) \} \\
I(ch3)(\text{mx},x,S,\text{mn},y,T) &\Leftarrow \{ \exists \text{mx}',x',s',\text{mn}',y',T': I(ch1)(\text{mx}',x',s',\text{mn}',y',T') \} \\
\land \text{Tr}(1)(\text{mx}',x',s',\text{mn},x,s) \land \text{Tr}(2)(\text{mn}',y',T',\text{mn},y,T) \} \\
\end{align*}
\]

--- Finally the verification of the exit specification consists in proving that:

\[
\psi(\text{mx},x,S,\text{mn},y,T) \Leftarrow \{ \exists \text{mx}',x',s',\text{mn}',y',T': I(ch3)(\text{mx}',x',s',\text{mn}',y',T') \} \\
\land \text{Tr}(1)(\text{mx}',x',s',\text{mn},x,s) \land \text{Tr}(2)(\text{mn}',y',T',\text{mn},y,T) \}
\]

5. AUTOMATIC PROGRAM ANALYSIS TECHNIQUES

Automatic program analysis techniques can be used to gather information about programs in order to enhance program efficiency and reliability.

5.1 Outline of Our Approach

The design of a variety of automatic program analysis techniques (Cousot & Cousot[79]) is tantamount to defining for each program \text{PrescSp} a p-homomorphic image \text{A(F)} of \text{Pfalse}F,\text{F} using an approximation operator \text{F} which is a strict join-complete morphism. In addition to the hypotheses of paragraph 3.2, the elements of \text{A} are chosen to be computer-representable and \text{F} must be such that \forall \text{x} \epsilon, \text{LFPF} no is either iteratively computable (using any chaotic iteration strategy, Cousot[77]) or approximable from above (using a widening operator which speeds up the convergence of the iterates, Cousot & Cousot[77a]).

Once understood in this way the numerous global flow analysis algorithms which have been developed in the literature for sequential programs can be generalized to scSP. The main difficulty of these generalizations has been solved at paragraphs 3.3 and 3.4 which show how to use a system of equations obtained in a natural manner from the program text. Program locations counters can be dispensed with, but for programs involving more than two communicating processes more accurate results are obtained by introducing auxiliary variables as indicated at paragraph 4.4.2. When the approximate assertions of A can describe relationships among the values of the program variables the analysis schema can follow the three steps of paragraph 3.5 since information can be propagated through individual processes at step 1 once for all (it is sound and sometimes more accurate to intersect the results of step one with the ones obtained by a preliminary analysis of individual processes viewed as classical sequential programs by treating inputs as assignments of unknown values and outputs as null commands). When the approximate assertions cannot describe relationships among the values of variables, the first step based on theorem 3.4.1.1 is ineffective. Then during the evaluation of \text{LFPF} no is a global symbolic constant greater than 0):

5.2 Example

The analysis of Hoare[78]'s bounded buffer example (modified using output guards and explicit termination signals) considering only linear equality or inequality relationships among integer variables (as in Cousot & Halbwachs[78]) is the following (booleans are mapped onto \{0,1\}, n is a global symbolic constant greater than 0):
\{n\geq 1\}

[Producer : output : (0..n-1)portion; i : integer; i : = 0;
   while i \neq n do \{i : = i + 1 ; od\}; 6 : X[i : true]; 7 : stop]

X : buffer : (0..9)portion; in, out : integer; Pe : boolean; i : in = 0; out = 0; Pe = false;
\{n \geq 1 \land in = out = Pe = 0\}
2 : ![Pe \land in = i + 10 \land Producer?buffer(\text{out mod } 10) +
   \{(in + 1) \land 0 \leq i < i + 10 \land Pe = 0\} \land i = in + 1;
   out<in; Consumer!buffer(\text{out mod } 10) \rightarrow
   \{(in + 1) \land 0 \leq i < i + 10 \land 0 \leq Pe \leq 1\} \land out = out + 1
0 = Pe; Producer?Pe \rightarrow
   \{\text{false}\} \land 0 < Pe \land Pe = 1\} \land \text{skip}
0 = Pe; \text{in} = in + 1; Consumer!true \rightarrow
   \{\text{true}\} \land 0 < Pe \land Pe = 1\} \land \text{stop}

\{Consumer : input : (0..n-1)portion; j : integer; Xe : boolean; i : j = 0; Xe = false;
\{n \geq 1 \land j = Xe = 0\}
2 : ![Xe \land X[i : true]; 0 = Xe \land X[i + 1]
   \{i = j + 1\} \land \text{true}\} \land \text{stop}]

The assertions I(ch1), ..., I(ch4) respectively associated with the communication
channels ch1<1, 2, 3, 4>, ch2<1, 2, 3, 4>, ch3<1, 2, 3, 4> and
ch4<1, 2, 3, 4> are the following:

\[I(ch1) = \lambda(n,i,in, out, Pe, j, Xe, c1, c2, c3, c4).[(i < n \land 0 \leq j < i + 10 \land Pe = 0 \land Xe = 0 \land c1 = 2 \land c2 = 2 \land c3 = 2)]
\]
\[I(ch2) = \lambda(n,i,in, out, Pe, j, Xe, c1, c2, c3, c4).[(i < n \land 0 < j < i + 10 \land Pe = 0 \land Xe = 0 \land c1 = 2 \land c2 = 2 \land c3 = 2)]
\]
\[I(ch3) = \lambda(n,i,in, out, Pe, j, Xe, c1, c2, c3, c4).[(i < n \land 0 < j < i + 10 \land Pe = 0 \land Xe = 0 \land
   3n = 3 + 1, c1 < 2 \land c2 = 2 \land c3 = 2 \land c4 = 2 \land c5 = 2)]
\]
\[I(ch4) = \lambda(n,i,in, out, Pe, j, Xe, c1, c2, c3, c4).[(i < n \land 0 < j < i + 10 \land Pe = 0 \land Xe = 0 \land c1 = 2 \land c2 = 2 \land c3 = 2 \land c4 = 2 \land c5 = 2)]
\]

6. CONCLUSIONS

Our proof method differs from the ones introduced by Apt, Francaz & de Roever[79a]
who use trees to record communications and account for nondeterminism as in Francaz,
Hoare, Lehmann & de Roever[78]). Apt, Francaz & de Roever[79b] (who use a global
invariant) and by Chandy &Misra[78]) (who use assertions over message sequences).
More interestingly the design of our proof method has been formalized so as to open
the way to alternatives. For example, one variant we have considered consists in
choosing:
- Ag = \{(t[i] : x[k] + ) \oplus \hat{x} \mid i, j, k \in \mathbb{N}, n < \text{Ch}\}
- Proj = \{(x[k], x[k], n \in \mathbb{N} \mid x \in \text{Ch}\}.

so that the assertion associated with any channel between two processes involve only
the values of the local-variables of these two processes. This is sound and leads to
simpler verification conditions than the ones of paragraphs 3.3 and 3.4 but unfortunatly
this is not complete (e.g. for blocking states involving more than two processes).

We have said little about program analysis techniques since paragraph 3 together
with Cousot & Cousot[79a] allow for an easy generalization of the now classical methods
for sequential programs. By the way, the particular problem of data flow analysis
for concurrent processes has also been considered by Reif[79] in the different context
of asynchronous communications via buffers. His algorithm cannot be adapted to CSP
since the size and number of elements in the buffers are not taken into account. In
particular, CSP rendez-vous concept cannot be modeled. Another annoying thing is that
communication histories are completely ignored. For example, his algorithm cannot
discover that x and y are constants in the following trivial program:

\[\text{P1} = \text{P2}1; \text{P2}2; \text{P2}1 \mid \text{P2}2 = \text{x}, \text{y} : \text{integer} ; \text{x} = 1 ; \text{y} = 2 ; \text{P1}x, \text{P1}y\]

This is easily determined using constant propagation generalized along the lines of
paragraph 3.
Several generalizations are in progress. On one hand, we are considering other homomorphic images of the predicate algebra leading to different (although formally equivalent) verification conditions and richer language constructs such as distributed termination of repetitive commands, families of processes and nested parallel commands. It might also be interesting to investigate other language features (such as automatic buffering, unbounded process activation, process valued variables, shared variables) which have not been incorporated to CSP. We are curious to know if these constructions have properties which are sufficiently simple to prove for justifying their inclusion in a programming language. On the other hand, we are considering other correctness properties of CSP that can be characterized using fixpoints and which are more difficult to prove than the invariance properties considered here.
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