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Abstract

Formal methods combining abstract interpretation and model-checking have been considered for automated analysis of software.

A first category concerns symbolic methods where properties of the system are approximated using abstract domains. In this case, one considers approximated representations of sets of states.

A second category concerns abstract model checking where the semantics of an infinite transition system is abstracted to get a finite approximation on which temporal-logic/μ-calculus model checking can be directly applied. In this other case, one considers approximated representations of sets of transitions.

The objective of this paper is to develop a third complementary possibility of interaction between abstract interpretation and model-checking based software analysis methods. Here no approximation is made on sets of states or sets of transitions. Instead one performs an analysis of the system by abstract interpretation. This information is used to restrict the space of states and transitions which need to be explored during the verification process. The computational overhead of computing an abstract interpretation of a model to be checked can be avoided by doing the computation in parallel with the model checking and using intermediate abstract interpretation results as they become available.

1 Introduction

In the design and development of software using model-based automatic analysis – such as model checking or state space exploration – one is confronted with high complexity for very large systems and undecidability as soon as one has to consider infinite sets of states. Consequently, all properties of all systems cannot be automatically verified in finite or reasonable time. Some form of approximation has to be considered. For example syntax-driven proof techniques ultimately rely on some form of assistance from the user. Although one can prove very precise assertions with an interactive automatic theorem prover, the technique is necessarily approximate in the sense that the output of the theorem-prover may not be understandable by the user and/or the user’s answers may mislead the theorem-prover into dead-ends. Model-checking [Clarke et al. 1983] places no restriction on verifiable properties (CTL*, μ-calculus and the like) but consider only (quasi)-finite state systems. Program analysis by abstract interpretation [Cousot and Cousot 1977, 1979; Cousot 1996] places no restriction on systems/programming languages (which can be imperative, functional, logic, object-oriented, parallel) but places restrictions on verifiable properties since abstract properties are necessarily approximate. Both model-checking and abstract interpretation have benefited from mutual cross-fertilization. In particular model-checking can now consider infinite-state systems whereas in abstract interpretation it is common to consider properties significantly more complex than safety/invariance (see e.g. Dams et al. 1994; Fernandez 1993; Halbwachs 1994 and Steffen 1991).

We would like to consider here abstract model-based automatic analysis that is the model-based automatic analysis methods which are related to abstract interpretation and suggest further possible interactions.

First, symbolic verification [Burch et al. 1992; Henzinger et al. 1992; Daws et al. 1996] makes use of a compact symbolic formula representation of (the characteristic function
of) sets of states. For example, the symbolic formula can be encoded by BDDs [Akers 1978; Bryant 1986] or by affine inequality relations [Cousot and Halbwachs 1978]. Such abstract domains are of very common use when abstract interpretation is applied to program static analysis. Some symbolic abstract domains satisfy the chain condition [Karr 1976] and this directly guarantees the finite convergence of the analysis. However, most symbolic domains are very large or infinite so that, if one does not want to abandon the formal verification for lack of space or time, some form of widening [Cousot and Cousot 1992] must ultimately be used to enforce rapid convergence of the analysis algorithms. Examples of widenings are given by Halbwachs 1993, 1994 for affine inequality relations and Mauborgne 1994 for BDDs. In this case, one does not consider a faithful symbolic description of the software properties but instead an approximation of sets of states. The corresponding loss of information may be without consequences for the verification [Henzinger and Ho 1995; Jackson 1994], else it fails.

In a second form of reduction by abstraction, one considers exact properties of an approximate semantics. More precisely, one does not consider a faithful description of the software runtime behavior but instead an approximation of this semantical behavior. Once again, abstract interpretation has been used to obtain such sound approximations. Here, the main idea for model checking or state exploration of infinite or very large finite transition systems is to use an abstract conservative finite transition system on which existing algorithms designed for finite automata are directly applicable. In this context, conservative means upper-approximation for safety (∃) properties and lower-approximation for liveness (∃) properties. This semi-verification idea was first introduced by [Clarke et al. 1992] and progressively refined to cope with wider classes of temporal-logic [Kebk 1994; Dams et al. 1994; Clevland et al. 1995] or μ-calculus formulae [Graf and Loiseaux 1993; Loiseaux et al. 1995; Crilg 1995, 1996]. Partial-order approaches can be understood in this way, the loss of information being in this case without consequences on the completeness [Valmari 1993].

We would like here to suggest a new third possible interaction between abstract interpretation and model-based automatic analysis of infinite systems [Cousot 1995]. It is based on the remark that although the transition system is infinite, all behaviors considered in practice may be finite e.g. when there is a termination requirement, or more generally a liveness requirement excluding infinite behaviors. In this case, abstract interpretation may be used, on the infinite state system, to eliminatate the impossible potentially infinite behaviors. In the favorable case, this preliminary analysis by abstract interpretation may be used to restrict the states which must be explored to a finite number. Even in the case of finite but very large state spaces, the method can be useful to reduce the part of the state graph which need to be explored for verification, in parallel with this verification, that is at almost no cost in time.

2 Combining Abstract Interpretation and Model-Checking

The general idea is to improve the efficiency of symbolic model checking algorithms for verifying concurrent systems by using properties of the system that can be automatically inferred by abstract interpretation.

2.1 Transition Systems

The considered (real-time) concurrent system is assumed to be modeled by a transition system, that is tuple (S, t, I, F) where S is the set of states, t ⊆ S × S is the transition relation, I ⊆ S is the set of initial states and F ⊆ S is the set of final states. There is no finiteness restriction on the set S of states. Moreover initial and final states must be understood in a broad sense. For a terminating program this can be the states in which execution can start and end. For a non-terminating process this can be respectively the states in which a resource is requested and those in which it has later been allocated. For simplicity, we assume that initial and final states are disjoint (I ∩ F = ∅). An example of transition system is given in Figure 1. Such transition systems have been used to introduce abstract interpretation in a language independent way, since they model small-step operational semantics of programs [Cousot and Cousot 1979].

The complement −t of a set of states P ⊆ S is {s ∈ S | s ∉ P}. The left-restriction t− of a relation t to P ⊆ S is {(s, t′) ∈ t | s ∈ P}. The composition of relations is t ◦ s ≝ {(s, s′′) | ∃ s′ ∈ S; (s, s′) ∈ t ∧ (s′, s′′) ∈ t}. The states of the transition relation t are defined inductively by t0 ≝ 1S and tn+1 ≝ t ◦ tn for n ≥ 0. The reflexive transitive closure t∗ of the transition relation t is t∗ ≝ ∪n≥0 tn.

The pre-image pre[t] P of a set P ⊆ S of states by a transition relation t is pre[t] P ≝ {s | ∃ s′; (s, s′) ∈ t ∧ s′ ∈ P}. The post-image post[t] P of a set P ⊆ S of states by a transition relation t is post[t] P ≝ {s′ | ∃ s; s ∈ P ∧ (s, s′) ∈ t}. This is illustrated in Figure 2(a) and Figure 2(b). We have the least fixpoint characterizations pre[t] P = Ip ≝ λX. P ∪
pre[t] \times and post[t^*] P = \{p \in X \mid P \cup post[t] X \} (see e.g. Cousot 1978, 1981).

2.2 Minimum Delay Problem

The minimum delay problem (see e.g. Halbwachs 1993) consists in computing the length \( \ell \) of (i.e. number of edges in) a shortest path from an initial state in \( I \) to a final state in \( F \).

\[
\ell \overset{\Delta}{=} \min\{ n \mid \exists s \in I, s' \in F : \{s, s'\} \in t^n \}
\]

\[
\min \emptyset \overset{\Delta}{=} \infty
\]

An example of transition system and corresponding minimum delays is given in Figure 3(a).

The following symbolic model checking minimum delay algorithm is due to Campos et al. 1995:

```
procedure minimum(I, F);
R := I;
n := 0;
stable := (R \cap F \neq \emptyset);
while ~stable do
    R' := R \cup post[t] R;
    n := n + 1;
    stable := (R = R') \lor (R' \cap F \neq \emptyset);
    R := R';
od;
return if (R \cap F \neq \emptyset) then n else \infty;
```

An example of execution trace of the “minimum1” algorithm is given in Figure 4(a). In order to consider infinite state sets, it is necessary to enforce finite convergence. Abstract model checking techniques, with abstractions of transitions, are not applicable since they would lead to erroneous results. Only a lower or upper bound of the minimum delay can be obtained in this way. Classical symbolic methods for speeding up model checking algorithms such as BDDs to encode boolean formulas representing sets of states, the transition relation, and so on or “on-the-fly” property checking, without state graph generation are applicable in this case. However, there is a serious potential inefficiency problem because of useless exploration of dead-end states which are reachable but cannot lead to a final state. These dead-end states are marked \( \circ \) in Figure 4(a).

However, we can still use abstract interpretation to cut down the size of the model-checking search space by determining a super-set \( A \) of the ascendants of the final states (the principle of determination of \( A \) by abstract interpretation will be precisely defined in Section 4.1):

\[
\text{pre}[t^*] F \subseteq A,
\]

as illustrated in Figure 3(b), which can then be used to restrict the exploration of the transition graph for computing the minimum delay. The revisited minimum delay algorithm is now:

```
procedure minimum2(I, F);
R := I;
n := 0;
stable := (R \cap F \neq \emptyset);
while ~stable do
    R' := R \cup \{post[t] R \cap A\};
    n := n + 1;
    stable := (R = R') \lor (R' \cap F \neq \emptyset);
    R := R';
od;
return if (R \cap F \neq \emptyset) then n else \infty;
```

A trace of this algorithm “minimum2” is given in Figure 4(b).
Observe that:
- any upper-approximate solution \( \text{pre}[t^*] F \subseteq A \) can be used in algorithm “minimum2”;
- the upper approximation \( A \) of \( \text{pre}[t^*] F \) which is used in the loop can be different at each iteration; and
- in the worst possible case, when the analysis by abstract interpretation is totally unfruitful, we have \( A = S \) in which case algorithm “minimum2” simply amounts to algorithm “minimum1”.

2.3 Maximum Delay Problem

The maximum delay problem consists in computing the length \( m \) of (i.e. number of edges in) a longest path from an initial state in \( I \) to a final state in \( F \):

\[
m = \max \{ n \mid 3 \in I, s, s' \in F : (s, s') \in (\lnot F \cup t)^n \} \quad \text{max} \|s\| = \infty
\]

An example of maximum delays is given in Figure 5(a). The following maximum delay algorithm has been proposed by Campos et al. 1995.

```
procedure maximum1 (I, F);
R' := S;
n := 0;
while (R \neq R' \land R \cap I \neq \emptyset) do
  R' := R;
  n := n + 1;
  R := \text{pre}[t] R' \cap (S \cup F);
od;
return if \( R' = R \) then \( \infty \) else \( n \);
```

Figure 6: Execution trace of maximum algorithm

An example of execution trace of the “maximum1” algorithm is given in Figure 6(a). Although this is left unspecified by Campos et al. 1995, the correctness of this maximum delay algorithm relies on several hypotheses. First the sets of initial states \( I \) and final states \( F \) must be nonempty and disjoint. Second, there exists at least one path from some initial state to some final state. Third, there is no path starting from an initial state, ending in a blocking state (with no successor by the transition relation) never passing through a final state. Fourth and finally, there is no infinite or endless cyclic path starting from an initial state and never passing through a final state. If one of these hypotheses is not satisfied, the algorithm maximum1 returns an upper bound of the maximal path length.

Once again abstraction of the transition system would also provide an upper bound of the maximal path length hence would be incorrect. Exact symbolic methods have a potentially serious inefficiency problem because of useless exploration of dead-end states (marked \( \Phi \) in Figure 6(a)) which are not reachable from initial states or cannot lead to a final state. Observe that partial-order methods [Valmari 1993], which are based on the fact that in concurrent systems, the total effect of a set of actions is often independent of the order in which the actions are taken, would locally reduce the number of considered paths, but would not perform a global elimination of the remaining paths that are useless for the verification.

Once again an automatic analysis by abstract interpretation can determine a super-set \( U \) of the descendents of the initial states \( I \) which are descendants of the final states \( F \) (the principle of determination of \( U \) by abstract interpretation will be precisely defined in Section 4.3):

\[
U := \text{post}[t^*] I \cap \text{pre}[t^*] F = \{ s \mid 3 t s' \in I, s'' \in F : (s', s) \in t^* \land (s, s'') \in t^* \}
\]
The set of descendants of the initial states $I$ which are ascendants of the final states $F$ is illustrated by Figure 5(b). This leads to a revisited maximum delay algorithm, as follows:


code

```plaintext
procedure maximum2 (I, F);
R' := S;
n := 0;
R := (U - F);
while ($R \neq R' \cap R \cap I \neq \emptyset$) do
  $R' := R$;
  $n := n + 1$;
  $R := post[I] R' \cap (U - F)$;
od:
return if ($R' = R$) then $\infty$ else $n$;
```

An example of execution trace of the “maximum2” algorithm is given in Figure 6(b). Observe that any upper-approximation post[I] F \cap post[I] F \subseteq U of the descendants of the initial states I which are ascendants of the final states F is correct, since in the worst possible case, when U = S, algorithm “maximum2” simply amounts to “maximum1”. Moreover, a different upper approximation F of post[I] F \cap post[I] F can be used at each iteration in the loop. Notice also that this restriction idea applies both to exhaustive and on-the-fly state space exploration techniques.

In the case of symbolic model-checking, say with BDDs (or polyhedra), the intersection pre[I] R' \cap (U - F) may be a BDD (or polyhedra) of much greater size than post[I] R, although it describes a smaller set of states. In this case, the computation of the intersection is not mandatory, the information being still useful for simplifying the BDD (or polyhedra), e.g. by pruning, in order to reduce its size. Several such operators have been suggested such as the cofactor [Tonati et al. 1990], constrain [Coudert, Berthet, and Madre 1990] or restrict [Coudert, Madre, and Berthet 1990] operators on BDDs and the polyhedron simplification of [Halbwachs and Raymond 1996].

3 Classical Abstract Interpretation Problems

Finding upper (or dually lower) approximations of the sets of:
- descendants post[I] I of the initial states I [ Cousot 1981];
- ascendants pre[I] F of the final states F [ Cousot 1981]; and
- descendants post[I] I \cap post[I] F of the initial states I which are ascendants of the final states F [ Cousot 1978; Cousot and Cousot 1992a].

are classical problems in abstract interpretation with applications to:
- optimizing compilers;
- parallelization, vectorization, partial evaluation, program transformation;
- abstract debugging, and the like.

The following example of PASCAL program analysis of the descendants of the initial states using an interval approximation of set of possible values of variables [Cousot and Cousot 1977; Cousot 1981] has been given by Bourdoncle 1993. All comments \{ ... \} have been generated automatically by the analyzer. They clearly show that non-trivial information about the infinite state space (in this case run-time values of variables at each program points) can be determined automatically by abstract interpretation:


code

```plaintext
program Variant_of_function_31_of_McCarthy;
  var X, Y: integer;
  function F(X: integer): integer;
  begin
    if X > 100 then $F := X - 10$
    else
      $F := F(F(F(F(X + 33))))$;
  end;
  begin
    readln(X);
    $Y := F(X)$;
  end.
```

It has been proved automatically that the result of $F$ is necessarily greater than or equal to 91, if the call ever terminates.

The following example of approximation of the descendants of the initial states which are ascendants of the final states using interval analysis has also been given by Bourdoncle 1993. The comment \{ X \ true? \} has been included by the programmer. It is an intermittent assertion specifying the final states in that it stipulates that program execution should definitely terminate:


code

```plaintext
program Variant_of_function_31_of_McCarthy;
  var X, Y: integer;
  function F(X: integer): integer;
  begin
    if X > 100 then $F := X - 10$
    else
      $F := F(F(F((F(X + 90))))))$;
  end;
  begin
    readln(X);
    if $X > 100$ then
      $Y := F(X)$;
    \{ X \ true? \}
  end.
```

The other comment \{ X > 100 \} has been automatically generated by the abstract debugger (for short, the other automatically generated comments are not shown). If not satisfied, the program must necessarily go wrong either because of an inevitable run-time error (such as out of memory) or because of certain nontermination. This is precisely the case because of cycles such as F(100) \rightarrow F(190) \rightarrow F(180) \rightarrow F(170) \rightarrow F(160) \rightarrow F(150) \rightarrow F(140) \rightarrow F(130) \rightarrow F(120) \rightarrow F(110) \rightarrow F(100) \rightarrow \ldots and so on. The intended constant was not 90 but 91! This shows that the restriction of the set of states of a transition system to those that lie on a path from an initial state to a final state by a preliminary abstract interpretation can cut down infinite paths.

4 Parallel Combination of Abstract Interpretation and Model Checking

Abstract interpretation is a theory of semantic approximation [Cousot 1996]. Here approximation means logical implication i.e. subsets of states inclusion. Moreover the semantics to be approximated is the forward collecting semantics post[I] F, the backward collecting semantics pre[I] F.
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[Consort 1978; Consort and Consort 1979] or the descendants
post([p]F) \cap \text{pre}([p]F) of the initial states \( I \) which are ascen-
dants of the final states \( F \) [Consort 1978; Consort and Consort
1992a]. We briefly recall how the upper-approximations \( D \)
of post([p]F). A of \text{pre}([p]F) and \( U \) of post([p]F) \cap \text{pre}([p]F)
can be automatically computed by abstract interpretation.
This is necessary to show how intermediate abstract interpre-
tation results can be used, as they become available, to
reduce the size of the state space to be explored during par-
allel model-checking.

4.1 Forward Program Analysis by Abstract
Interpretation

In order to obtain an upper approximation \( D \) of post([p]F) = \text{lfp}^\downarrow \text{\lambda } \downarrow \text{i} \cup \text{post}[t]X \) one considers a Galois connection

\[ \langle \rho(S), \subseteq \rangle \sqsubseteq \langle L, \sqsubseteq \rangle \]

that is, by definition, a pair of maps \( \rho \in \rho(S) \mapsto L \) and \( \gamma \in L \mapsto \rho(S) \) from the powerset \( \rho(S) \) ordered by subset
inclusion \( \subseteq \) into the poset \( \langle L, \sqsubseteq \rangle \) of abstract properties\footnote{Weaker models of abstract interpret-
cation can be considered [Consort and Consort 1992b], which are mandatory when considering
abstract properties with no best approximation [e.g. Consort and Halb-
wichs 1978].} partially ordered by \( \subseteq \) such that:

\[ \forall P \in \rho(S) : \forall Q \in L : \alpha(P) \subseteq Q \Rightarrow P \subseteq \gamma(\alpha(P)). \]

It follows that \( \alpha \) and \( \gamma \) are necessarily monotonic. Moreover
any concrete property \( P \in \rho(S) \) has a best (i.e. most precise)
upper approximation \( \alpha(P) \) in \( L \), such that \( P \subseteq \gamma(\alpha(P)) \).
We write \( \langle \rho(S), \subseteq \rangle \sqsubseteq \langle L, \sqsubseteq \rangle \) when \( \alpha \) is surjective (or equivalently \( \gamma \) is injective or \( \alpha \circ \gamma = 1_L \) is the identity on \( L \)). In this case, the poset \( \langle L, \sqsubseteq \rangle \) is necessarily a complete
lattice \( \langle L, \sqsubseteq, \top, \bot, \sqcup, \sqcap, \sqsubseteq \rangle \) with \( \alpha(\rho(S)) = L \). \( \alpha(P) \) should
be machine-representable which, in general, may not be the case of \( P \).

The appropriate choice of the abstract domain \( L \) is problem
dependent. The design and composition of abstract domains has been extensively developed
in the abstract interpretation literature and will not be further con-
considered here. For example, Clarke et al. 1992, Cleaveland et al.
1993, Dams et al. 1994 and others implicitly consider the Galois connection \( \langle \rho(S), \subseteq \rangle \sqsubseteq \langle L, \sqsubseteq \rangle \), where \( S \) is the set of concrete states and \( A \) is the set of abstract states, is
necessarily of the form \( \rho(\alpha(X)) = \{ h(x) \mid x \in X \} \) and \( \gamma(Y) = \{ x \mid \exists h \in Y \} \) where \( \alpha(S) \mapsto L \) is the approxima-
tion mapping. If \( \alpha \) is surjective (as assumed e.g. in Jackson
1994), then so is \( \alpha \) whence \( \langle \rho(S), \subseteq \rangle \sqsubseteq \langle L, \sqsubseteq \rangle \).
We then use the fact that if \( L, \sqsubseteq, 0, \forall \) is a cpo, the
pair \( (\alpha, \gamma) \) is a Galois connection \( (M, \sqsubseteq) \sqsubseteq \langle L, \sqsubseteq \rangle \), \( T \in M \mapsto \top M \) and \( T^4 \) in \( L \mapsto \top L \) are monotonic and \( \forall y \in L : \alpha \circ T \circ \gamma(y) \preceq T(\gamma(y)) \) then \( \text{lfp}^\downarrow T \gamma \gamma(\text{lfp}^\downarrow T \gamma) \) and
equivalently \( \text{lfp}^\downarrow T \gamma \subseteq \text{lfp}^\downarrow T \gamma \), see Consort and Consort
1979. So let \( F \in L \mapsto \top L \) be such that \( \alpha \circ (\lambda X \mapsto I) \cup \text{post}[t]X \) \( \gamma \in F \) pointwise. The transfinite iteration sequence
\( F^0 \overset{\alpha(0)}{=} F, F^{n+1} \overset{\alpha}{=} F(F^n), F^\lambda \overset{\lambda}{=} \bigcup_{n<\lambda} F^n \) for limit
ordinals is ultimately stationary and converges to \text{lfp}^\downarrow L \text{f}
F .

This directly leads to an iterative algorithm which is finitely
convergent when \( L \) satisfies the ascending chain condition\footnote{Any strictly
ascending chain \( x_0 \subseteq x_1 \subseteq \cdots \) of elements of \( L \) is
necessarily finite.}.

In general however, the iterates \( F^n, \lambda \geq 0 \) do not con-
verge to \text{lfp}^\downarrow F in finitely many steps, so that one must
resort to a widening operator \( \bigvee \) which can be used both to
upper-approximate missing lubs [as in e.g. Consort and Halbwachs
1978] and to enforce finite convergence of increasing
iterations [Consort and Consort 1977]. The widening
operator \( \bigvee \in L \times L \mapsto \to \) should be an upper bound
(that is \( \forall x, y \in L : x \sqsubseteq x \sqcup y \) and \( \forall x, y \in L : x \subseteq x \sqcup y \) and enforce finite convergence (for all increasing
chains \( x^0 \sqsubseteq x^1 \sqsubseteq \cdots \subseteq x^i \sqsubseteq \cdots \) the increasing chain defined
by \( y^0 = x^0, y^{i+1} = y^i \sqcup x^{i+1}, \cdots \) is not strictly increasing).

The upward iteration sequence with widening is \( F^0 = \alpha(0), F^{n+1} = F(F^n) \) if \( F(F^n) \subseteq F \) and \( F^{n+1} = F(F^n) \) otherwise.
It is ultimately stationary and its limit \( F \) is a sound upper approximation of \text{lfp}^\downarrow F in that \text{lfp}^\downarrow F \subseteq F .

If \( F(F^n) \subseteq F \) and the iterates \( F^0 = F, F^{n+1} = F(F^n) \) and \( F^\lambda \overset{\lambda}{=} \bigcup_{n<\lambda} F^n \) for limit ordinals do not finitely converge, we use a
narrowing operator \( \Delta \) to speed up the convergence. A narrowing operator \( \Delta \in L \times L \mapsto \to \) is such that \( \forall x, y \in L : x \sqsubseteq y \Rightarrow x \sqsubseteq \Delta x \sqcup y \) and for all decreasing chains \( x^0 \sqsupseteq x^1 \sqsupset x^2 \sqsupset x^3 \cdots \) the decreasing chain defined by \( y^0 = x^0, y^1 = x^1, \cdots \) is not strictly decreasing.

So, if \( F(X) = X \sqsubseteq F(F^n) \subseteq F \) then the downward iteration
sequence with narrowing is defined by \( F^0 = F, F^{n+1} = F(F^n) \) if \( F(F^n) = F \) and \( F^{n+1} = \Delta F \sqsubseteq F \) otherwise. This
iteration sequence is ultimately stationary and its limit \( F \) is a
sound upper approximation of the fixpoint \( X \sqsubseteq F \subseteq F \) which is better than the one \( F \) obtained by widening. In
conclusion \text{lfp}^\downarrow F \subseteq F \subseteq F \) so that by monotony \text{post}([p]F) \subseteq \text{lfp}^\downarrow \text{\lambda } \downarrow \text{i} \cup \text{post}[t]X \subseteq \gamma(\text{lfp}^\downarrow F) \subseteq \gamma(\text{lfp}^\downarrow F) . It follows
that we can choose the upper approximation \( D \) of post([p]F) to be \( D \overset{\alpha}{=} \gamma(\text{lfp}^\downarrow F) . \)

As already mentioned design of the abstract algebra \( \langle L, \sqsubseteq, \top, \bot, \sqcup, \sqcap, \sqsubseteq \rangle \) and of the transformer \( F \) (usually composed out of the primitives \( f_1, \ldots, f_n \)) are problem
dependent and will not be further considered here.

4.2 Backward Program Analysis by Ab-
stract Interpretation

The situation is similar for computing an upper approxima-
tion \( A \) of \text{pre}([p]F) = \text{lfp}^\downarrow \text{\lambda } \downarrow \text{i} \cup \text{pre}[t]X \) using \( B \in \to \) \( L \) such that \( \alpha \circ (\lambda X \mapsto \top X) \circ \gamma \in B \), pointwise\footnote{More generally one could consider a different abstract domain for
backward analysis, the generalization being immediate.}.

One first uses an upward iteration sequence with widening
to converge to \( B \) followed by a downward iteration sequence
with narrowing converging to \( F \) such that \( \text{lfp}^\downarrow B \subseteq B \subseteq \text{lfp}^\downarrow F \) where
by monotony \text{pre}([p]F) = \text{lfp}^\downarrow \text{\lambda } \downarrow \text{i} \cup \text{pre}[t]X \subseteq \gamma(B) \subseteq \gamma(\text{lfp}^\downarrow F) . It follows that we can choose the upper
approximation \( A \) of \text{pre}([p]F) to be \( A \overset{\alpha}{=} \gamma(B) . \)
4.3 Combining Forward and Backward Program Analysis by Abstract Interpretation

In order to upper approximate \( \text{post} [p^*] I \cap \text{pre} [p^*] F \), we use \( \mathcal{F} \) which is \( \lambda X \cdot (I \cap \text{post} [p^*] X) \) up to abstraction and \( \mathcal{B} \) which is \( \lambda X \cdot \text{pre} [p^*] X \) up to abstraction. The following approximation sequence is always more precise than or equal to \( \mathcal{F} \cap \mathcal{B} \) [Consort 1978; Consort and Consort 1992a]:

- \( \mathcal{U}^0 \) is the limit of the upward iteration sequence with widening for \( \mathcal{F} \) and \( \mathcal{U}^0 \) is the corresponding downward iteration sequence with narrowing;

- \( \ldots \)

- \( \mathcal{U}^{2n+1} \) is the limit of the upward iteration sequence with widening for \( \lambda X \cdot (\mathcal{U}^{2n} \cap \mathcal{F}(X)) \) and \( \mathcal{U}^{2n+1} \) is the limit of the corresponding downward iteration sequence with narrowing;

- \( \mathcal{U}^{2n+2} \) is the limit of the upward iteration sequence with widening for \( \lambda X \cdot (\mathcal{U}^{2n+1} \cap \mathcal{B}(X)) \) and \( \mathcal{U}^{2n+2} \) is the limit of the corresponding downward iteration sequence with narrowing.

Observe that all iterates of the down ward iteration with narrowing for \( \mathcal{F} \) and \( \mathcal{U}^0 \) is the corresponding downward iteration sequence with narrowing.

In the case of algorithm "minimum2", the first iterates \( \mathcal{B}^0 = \emptyset, \mathcal{B}^1, \ldots \) of the upward iteration sequence with widening for \( \mathcal{B} \) are not upper approximations of \( \text{pre} [p^*] F \). It follows that one has to choose \( A = S \) while waiting for their limit to be computed. Once available, one can use the iterates \( \mathcal{B}^0 = \mathcal{B}, \mathcal{B}^1, \ldots \) of the corresponding downward iteration sequence with narrowing as successive values of \( A \) in "minimum2". However, while waiting for \( \mathcal{B} \) to be available, the successive values of \( A \) can be chosen as the downward iterates for the greatest fixpoint \( \text{gfp}^\mathcal{B} \mathcal{B} \) since they are all upper approximations of \( \text{gfp} \subseteq \mathcal{B} \) and better than \( S \).

5 Conclusion

Existing combinations of model-checking and abstract interpretation have been concerned with the symbolic representation of abstract properties and the approximation of the state transition relation, in both cases with or without loss of information. Building upon [Consort 1993], we have proposed another form of combination which, by a preliminary analysis of the system (in forward, backward or combined direction) or better, in parallel with verification, one can reduce the size of the part of the state graph that has to be explored (in the other direction) for verification by exhaustive or on-the-fly model-checking. The combination is at almost no cost since the parallel execution of the abstract interpreter and the model checker is asynchronous, abstract properties being used by the model checker as they become available. Other forms of restrictions have been proposed by Halbwachs and Raymond 1996 which are amenable to parallelization in a similar way.

This method, which makes no approximation on the states and transitions of the model, is nevertheless partial since it is not guaranteed that the reduction always leads to a finite state exploration sub-graph. Because of its precision, it should be tried first or in parallel. In case of computational verification costs which remain prohibitive despite the restriction, one can always later resort to the more classical property and transition abstraction.

Remarkably enough, the method then remains applicable to the more abstract model of properties and/or transitions. Indeed, by Consort and Consort 1992c, the abstract interpretation of the refined model will always be more precise than the analysis of the abstract model. Consequently the preliminary analysis has not been done for nothing. It follows that the idea can always be applied, and thanks to an abstract interpretation performed in parallel with the model-checking verification, should have a marginal cost only.

Similar restriction ideas apply to bisimulation equivalence checking [see e.g. Bonajjani et al. 1992; Fernandez 1993]. They seem indispensable to cope with infinite state systems, real-time systems [Halbwachs 1994] and hybrid systems [Halbwachs et al. 1994], in particular to take possible values of variables, messages, queues, and the like into account, which would be a significant step in the automated analysis of software.
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