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A Boosting

1. Let H and R be two hypothesis sets of functions mapping X to the reals and let ¢ be a loss function
define as

uh()<0, 7(x) >0,
U(yh(z),r(z)) = { ,h ' r(z) <0,

where ¢ is a positive constant less than 1/2. For simplicity, define b = 2,/ %

(a)

Let ¥y and W49 be two loss functions define as
Uy (yh(z),r(x)) = max{er(w)_yh(g”), ce_bT(w)},
and
Uo(yh(z),r(z)) = e (@)=yh(x) 4 pobr(@)
Show that ¥y is convex in (yh(z),r(x)) and it upper-bounds ¢. Show that ¥y is convex in
(yh(z),r(x)) and it upper-bounds ;.

Suppose that H = {hy, ho,--,hn} and R = {ry,r9,--,rn} for some N > 1. We denote by F the
convex hull of the set of base function pairs {(h1,71), (he,72), -, (hn,rn)}. Let ¥y 5 be the
family of functions defined by U1 5 = {(z,y) » min{¥; (yh(x),r(x)),1}, (h,r) € F}. Show that
the Rademacher complexity of ¥; g admits the following upper bound:

R (U1, 5) € R () + (b+ 1)Ryn (R).

(Hint: use Talagrand’s lemma.)
Show that for any § > 0, with probability at least 1 -, the following holds for all (h,r) € F:

R(0,1) = B0 [, 1) § 350 (b (a0) 1)) 290, (04200 1)3, (R) 5 o

Fix p > 0. Show that for any § > 0, with probability at least 1 — d, the following holds for all
(hyr)eF:

log +
R() < 2230 () o)) + 290, (30 + 2, () 1[50

=1

Conclude that for any ¢ > 0, with probability at least 1 - 4, the following holds for all (h,r) € F:

R(h,r) < % i‘lfﬂyih(mi)/ﬁ’ar(ﬂ?i)/ﬂ) + %mm(j{) * 2(b; 1)9%7”(5{) TV l(;i}'

Define the objective F(a) for a boosting-type algorithm as

1 m N
Fla)= - Zer(mi)_yih(mi) Il Z a;,

i=1 j=1

where h = Z iajhj, T = Z§V=1 ajrj, and (8 is a non-negative constant. Show that it is a convex
function of «. Briefly explain why part (d) suggests that we solve the optimization problem
mingso F(a).



(f)

Determine the best direction at iteration ¢ if you apply coordinate descent to F. You should
adopt a notation similar to the one used in class and define a distribution D, for any ¢ € [T'] over
the pairs (i,n) with i € [m] and n € {1,2}. Denote by Z; the corresponding normalization factor.
Distributions D, ; and Do are defined by D;(i,1)/Z; ; and D;(i,2)/Zs respectively, where Z ;
and Zo; are the normalization factors. For any ¢ € [T'] and j € [N], define

1 _ _
€5 = 5[1 ~Ei-p, [yihi ()], 7j1 = Eiwp,  [ri(x:)], Tj2 = Eip,, [ri(2:)].

Determine the best direction in terms of Zy ¢, Zay, €5, 75,1, 75,2, and c.

Give the pseudocode of the algorithm. The best step 1 along a given direction that preserves the
non-negativity of a can be found by line search. You do not need to explicitly write down how
to do line search in the pseudocode.



