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The Task: Vision in a Glance

Behavior: can be performed
by both human and
macaqgue,

Neurons: visual cortex
“solves” this task,

Algorithms: relatively
difficult for machine
algorithms

Practical: object recognition
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The Task: Category-level Object Recognition

Cars Fruits Animals

Planes
Chairs
""" Tables
Faces

Variation due to:
* object exemplar (pear, raspberry)
* pose of object (facing left)
* position (on the right)
* scale (close, far)
* pbackground
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What isa”
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Measuring the Neural Representation
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- Rapid serial visual presentation of the stimuli
» Grid electrodes placed in V4 and IT

- Neural feature: Multi-unit spike count, averaged over
time window locked to presentation



Measuring the

poohng

DNN

Representation

Artificial neuron 1
Artificial neuron 2
Artificial neuron 3

Artificial neuron N

« Sent images to collaborators

» They ran their trained (usually trained on ImageNet)
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DNNs on our images to compute features

* We received features from different network layers.
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« We have also run our own DNNs and verified results



The Test: Effective

An “effective

makes t

Object recog
when represe

))

h

m

Representation

representation Is one that

ition Is a complex p
ted at the pixels or

ne problem simple.

‘oblem

retinae.

—ffective systems for visual object recognition

transform the complex problem present in the
pixel representation into a simple problem.



Result: Linear-SVM Analysis
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SBut are the DNNs “Like” the Neurons??
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—Xplanation of Variance
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Accuracy Vs 1

Features
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Implications

- We now have a better quantitative understanding of

feedforward visual processing in the brain (but far from
complete!).

» DNNs likely rival and will soon surpass humans on
natural rapid visual object recognition.

» DNNs may shortly surpass any human ability in rapid
judgement (given enough data).



Caveats

* Only “image in a glance” task.

- Have we measured the “right” neurons?

- Have we used the “right” way to readout the neurons?

« Could attention influence the result?

» Could learning or exposure influence the result?

 Active decision making (animals are awake, but passive viewing).
 Limited Object Categories

- Images without context (but by design!)



