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ABSTRACT
We study the question of designing cryptographic schemes
which are secure even if an arbitrary function f(sk) of the
secret key is leaked, as long as the secret key sk is still (expo-
nentially) hard to compute from this auxiliary input. This
setting of auxiliary input is more general than the more tra-
ditional setting, which assumes that some of information
about the secret key sk may be leaked, but sk still has
high min-entropy left. In particular, we deal with situa-
tions where f(sk) information-theoretically determines the
entire secret key sk.

As our main result, we construct CPA/CCA secure sym-
metric encryption schemes that remain secure with expo-
nentially hard-to-invert auxiliary input. We give several ap-
plications of such schemes.

• We construct an average-case obfuscator for the class of
point functions, which remains secure with exponentially
hard-to-invert auxiliary input, and is reusable.

• We construct a reusable and robust extractor that remains
secure with exponentially hard-to-invert auxiliary input.

Our results rely on a new cryptographic assumption, Learn-
ing Subspace-with-Noise (LSN), which is related to the well
known Learning Parity-with-Noise (LPN) assumption.

Categories and Subject Descriptors
E.3 [Data]: Data Encryption; E.4 [Data]: Coding and In-
formation Theory; H.3.2 [Information Systems]: Infor-
mation Storage

General Terms
Theory, Security, Algorithms
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1. INTRODUCTION
In cryptography, most traditional security definitions as-

sume that no information about the secret-key is leaked, be-
yond a well defined “interface” between the challenger and
the attacker. In reality, however, the adversary may ob-
tain additional information about the secret key. This could
be due to unexpected attacks, such as side-channel attacks,
or, alternatively, users may prefer to use the same secret
key for multiple tasks. For example, some users may want
to use the same biometric data as a secret key for various
applications [8, 22]; or some users may want to use iden-
tity based cryptography [52], once again using the same key
(corresponding to their identity) for various applications.

Motivated by these considerations, in this work we study
the question of designing cryptographic schemes that are
secure even with respect to arbitrary auxiliary input f(sk)
about the secret key sk, as long as sk remains (exponen-
tially) hard to compute given the auxiliary input f(sk). We
stress that we consider even auxiliary input that information-
theoretically determines the entire secret key sk. However,
as a special case, our results also apply to the setting where
the secret key sk still has (linear) min-entropy given f(sk),
which is already interesting and highly non-trivial.

The study of cryptography with auxiliary input was initi-
ated by Canetti [10] in the context of perfect one-way func-
tions, and was later studied by [29] in the context of ob-
fuscation. However, the latter work presents mainly nega-
tive results, demonstrating the impossibility of obfuscation
with auxiliary input. The former shows a positive result;
i.e., presents a perfect one-way function that is secure with
auxiliary input. However, the assumption that it relies on
quantifies over all (polynomially) hard-to-invert auxiliary in-
puts f(sk).1 Thus, instead of dealing with the auxiliary in-
put directly, the auxiliary input was pushed into the assump-
tion. Additionally, the assumption is not necessarily “effi-
ciently falsifiable” [44], since refuting it might require a proof
that a given leakage function f is hard-to-invert. In contrast,
our goal in this work is to construct cryptographic schemes
that remain secure with (exponentially) hard-to-invert aux-

1Loosely speaking, the assumption is that it is hard to invert the
(randomized) function H(x, r) = (r, rx mod p), even given any
hard-to-invert auxiliary input f(x).



iliary input, under an efficiently falsifiable assumption [44]
which does not quantify over all auxiliary functions f .

We note that there is vast literature on cryptography with
respect to different types of leakage, all of which assumes
that the secret key still has min-entropy, conditioned on the
leakage. We discuss this in Section 1.2.

1.1 Our Main Results
We argue that a natural assumption to rely on, in this con-

text, is the (decisional)2 Learning Parity with Noise (LPN)
assumption, which states that any polynomial size set of
“noisy parities” of a random secret x is computationally in-
distinguishable from a sequence of truly random bits. More
precisely, for a random vector x ∈ {0, 1}n and any polyno-
mial t = poly(n), the distributions (A, Ax + e) and (A, U)
are computationally indistinguishable, where A is a random
t × n boolean matrix, e ∈ {0, 1}t is a “small”, randomly
generated error vector, and U ∈ {0, 1}t is uniform.

The LPN assumption, beyond its simplicity and efficiency,
has several additional advantageous properties. For exam-
ple, it is “composable” (see Section 2) and is easily seen to
be resistant to the leakage of any constant fraction of the
bits of x. In fact, we believe that it is also robust against
arbitrary auxiliary input f(x) which is exponentially hard-
to-invert, at least when the noise e is relatively high. Let us
call this assumption auxiliary-input LPN. However, simply
making the auxiliary-input LPN assumption, without any
justification, would defeat our goal of basing our schemes on
an efficiently falsifiable assumption which does not quantify
over all auxiliary functions f .

Instead, our schemes rely on a generalization of the LPN
assumption, which we call the learning subspace with noise
(LSN) assumption. The LSN assumption (see Section 2) is
efficiently falsifiable and does not quantify over all auxiliary
functions f . Nevertheless, we show (Theorem 1) that the
LSN assumption implies the auxiliary-input LPN assump-
tion (for high-enough noise). Moreover, the proof of The-
orem 1 implies that, under the LSN assumption, the LPN
assumption holds also w.r.t. min-entropy, rather than truly
random, secrets. We note that the proof of Theorem 1 con-
stitutes the bulk of the technical difficulties of this work.

Thus, the LSN assumption formally demonstrates the ap-
peal of basing cryptographic schemes on the auxiliary-input
LPN assumption. Indeed, we use the auxiliary-input LPN
assumption (implied by the LSN assumption) to build a va-
riety of cryptographic schemes secure with respect to expo-
nentially hard-to-invert auxiliary input. These applications
are described below.

We note that in all our applications, security w.r.t. auxil-
iary input can be replaced with the (incomparable) assump-
tion that the secret key is taken from an arbitrary distribu-
tion with linear min-entropy, rather than being uniform.

Symmetric Encryption Schemes. As our main appli-
cation, under the auxiliary-input LPN assumption (or the
standard LSN assumption), we construct CPA/CCA secure
symmetric encryption schemes that remain secure w.r.t. ex-
ponentially hard-to-invert auxiliary input (where the CCA
scheme also requires the existence of trapdoor permutations).

2Typically, a computational form of the LPN assumption is used.
However, since the decisional variant we use is known to be equiv-
alent to the computational variant [50], and is much more conve-
nient for cryptographic applications, this is the only variant we
use in this paper.

Our CPA scheme is very simple. To encrypt m, output
(A, c) = (A, Ax + e + ECC(m)), where x is the secret key,
ECC(m) is an appropriate error-correcting encoding of m,
A is a random matrix and e is a random noise vector. Given
the secret key x, one can recover c+Ax = e+ECC(m), from
which one can recover m. The CPA security of this scheme
follows very easily from the LPN assumption. Similarly, the
CPA security w.r.t. exponentially hard-to-invert auxiliary
input follows from the auxiliary-input LPN assumption.

Our CCA scheme is a bit more complicated, and follows a
variant of the Naor-Yung“double encryption”paradigm [45],
applied to our simple CPA encryption scheme and a public-
key CCA-secure encryption scheme. The public-key scheme
does not need to have any security w.r.t. auxiliary input,
since its secret key is never stored. It is essentially used to
encrypt the secret key x as part of the ciphertext. By cou-
pling this encryption with an appropriate simulation-sound
non-interactive zero-knowledge proof [51], we overcome the
need to store the secret key corresponding to the public-key
scheme. Moreover, we argue that the decryption oracle is
“useless” to the attacker. Intuitively, producing a valid ci-
phertext would allow one to recover the secret key x from
the public-key encryption of x, which we argue is impossi-
ble. In particular, our resulting CCA scheme is actually a
symmetric-key authenticated encryption, which is a stricter
notion than CCA security [5]. See Section 4.2 for details.

We use our encryption schemes to construct average-case
obfuscators with auxiliary input, and to construct robust and
reusable extractors.

Average-Case Obfuscation with Auxiliary Input. An
obfuscator is a compiler that takes any program and trans-
forms it into a garbled program, that has the same input-
output functionality, but is “unintelligible”. Barak et al. [3]
initiated a theoretical study of obfuscation, and demonstrated
the impossibility of obfuscation by presenting a family of
functions that cannot be obfuscated. Thereafter, several re-
sults on obfuscation have emerged [33, 42, 53, 35, 34, 31,
11]. We stress that the original definition of obfuscation did
not consider security in the presence of auxiliary input, nor
did all of the results mentioned above. Obfuscation w.r.t.
auxiliary input was defined in [29], who exhibited mainly
negative results.

We use our CPA encryption scheme (and thus rely on the
LSN or the auxiliary-input LPN assumption) to construct
an average-case obfuscator w.r.t. auxiliary input for the class
of extended point functions (such point function Ix,m out-
puts m if the input equals x and outputs ⊥ otherwise). The
construction is very simple: the obfuscator for Ix,m contains
the description of the ciphertext c = Ex(m). Given c and
any input y, the obfuscated program returns the decryption
Dy(c). We note that to prove correctness and security of this
obfuscator we rely on two additional properties of our CPA-
secure encryption scheme: the unique-key property and the
key-hiding property, which are defined in Section 4 (Defini-
tions 3 and 4, respectively). See Section 5 for details.

We stress that obfuscator is only secure on average, which
is a useful notion of obfuscation considered by [34] (and, im-
plicitly, earlier by [14, 23]). In other words, instead of
requiring that an efficient adversary cannot gain any infor-
mation from a garbled circuit (beyond black-box access) for
every function in the family we are trying to obfuscate, we
require that this holds only for a random function in the
family. So, in that respect our definition is weaker. On



the positive side, our definition allows the adversary to have
auxiliary input (that can depend on the function being ob-
fuscated).

Similarly to [34], we argue that for many cryptographic
applications average-case obfuscation suffices, whereas the
assumption of lack of auxiliary input may actually be prob-
lematic. Also, we did not know of any obfuscator (even for
the class of point functions) that is secure with auxiliary in-
put (except for the one due to Canetti [10], which was given
in the context of perfect-one-way functions, and relies on an
assumption quantifying over all auxiliary inputs).

We also stress that our obfuscator is reusable, in the sense
that even if the adversary gets many obfuscations of the
same function, all he learns is what he could have learned
from black-box access to the function. Finally, we note that
our obfuscator is closely related to a perfect one-way func-
tion [10, 14]. See Section 5 for more details.

Reusable Extractors. Standard randomness extrac-
tors [47] allow one to extract nearly uniform (statistically
secure) randomness Y from any distribution X having some
min-entropy, by using an additional random seed R. Strong
extractors require that Y is nearly uniform even given the
seed R, and are very appealing for many cryptographic ap-
plications. For example, consider the scenario where two
users, Alice and Bob, share a secret key X, but believe that
some information about their secret-key may be leaked (say
due to side-channel attacks). Using strong extractors, they
can “renew” this key as follows: Alice chooses a random
seed R, computes Y = Ext(X, R), and sends the seed R to
Bob (over a public channel), while Bob can reconstruct the
“new secret” Y by running Y = Ext(X, R).

Unfortunately, standard extractors do not allow one to
extract many (computationally) random secrets Yi from the
same X. In a reusable extractor we would like to ensure
that, for any polynomial q, the independently extracted
keys Y1, . . . , Yq all look (computationally) random and in-
dependent even conditioned on R1, . . . , Rq. We argue that
reusable extractors are important for cryptographic appli-
cations, since the users do not need to remember anything
beyond X in order to derive a fresh secret. The problem
of designing such reusable extractors was implicit as early
as [14], and is explicitly mentioned in [8, 22].

Reusable extractors are known to exist in the following
settings: (a) in the random oracle model [8]; (b) in the CRS
model where the distribution of X is independent of the CRS
(trivial application of extractors and weak pseudorandom
functions); or (c) in the standard model under a strong vari-
ant of the DDH, which assumes that DDH remains secure
even if the secret only has min-entropy [10] (i.e., the assump-
tion quantifies over all min-entropy sources, and assumes
that for every min-entropy source X the DDH remains se-
cure when the secret is distributed according X ). Finally,
we mention the recent independent work of Pietrzak [48],
which also implies such a reusable extractor, assuming the
min-entropy rate of the sources is greater than 1/2 [54], and
under the assumption that exponentially-secure weak pseu-
dorandom functions exist.

In this work we construct a reusable extractor under the
auxiliary-input LPN (or standard LSN) assumption. We use
our CPA-secure scheme to construct a reusable extractor,
for the case that X has linear min-entropy. More generally,
our extractor remains secure even in the case of auxiliary
input, as long as an efficient adversary can guess X only with

exponentially small probability. We note that our extractor
is not a strong extractor, but has the property that instead
of publishing the randomness R, one can publish a “helper
information” P such that the extracted randomness Y looks
random even given P , and Y can be reconstructed given P
and X. This is enough for all our applications (note, strong
extractors correspond to P = R).

The actual extractor is very simple: pick a random key Y
of desired length, and set P to be the CPA-secure encryption
EX(Y ) of Y , keyed by X. The security and reusability of
this extractor follows immediately from the CPA-security of
our encryption w.r.t. weak keys. Further details are given
in the full version [19].

Robust Extractors. We also construct robust extrac-
tors, a notion defined by [9, 20] in the context of biometrics.
Robust extractors address the following concern regarding
the authenticity of the helper information P . Since the user
only wishes to remember X, he needs to retrieve the helper
information P from somewhere. What if the user does not
trust the party providing this information, or this informa-
tion was changed in transit? Robust extractors solve this
problem: it is infeasible to change P into some P ′, without
the user noticing this with high probability. Moreover, the
attacker should not succeed to produce a valid P ′ 6= P , even
when given the pair (P, Y ), as opposed to just P (since the
user may have already used the extracted key Y ).

Prior to this work, robust extractors were constructed in
the following settings: (a) in the random oracle model [9];
(b) in the plain model for X with min-entropy rate greater
than 1/2 [20]; and (c) in the CRS model for any min-entropy,
but assuming that the distribution of X is independent of
the CRS (trivial application of extractors).

In this work, we give a construction of robust extractors
in the CRS model, but allowing the distribution of X to de-
pend of the CRS, which is important for applications to side-
channel attacks and exposure-resilient cryptography. Our
extractor works for linear min-entropy; or more generally,
we allow the attacker to learn arbitrary auxiliary informa-
tion f(X, CRS) as long as a PPT adversary cannot guess X
with more than exponentially small probability.

We remark that our robust extractor is also reusable. In
fact, our robust extractor is the same as our reusable extrac-
tor above, except we use our CCA-secure encryption scheme
(which uses a CRS) instead of our CPA-secure scheme. In-
tuitively, the non-malleability of the encryption will ensure
the robustness of the corresponding reusable extractor. See
the full version [19] for more details.

Polynomially-hard-to-invert Leakage? In this work
we only deal with exponentially hard-to-invert auxiliary in-
put. It is natural to ask if there exist cryptographic schemes
that remain secure even when f is polynomially hard-to-
invert? In the full version [19] we argue that constructing
such cryptographic schemes appears to be significantly more
difficult, and seems to require new techniques. However,
dealing with functions f that are sub-exponentially (or even
quasi-polynomially) hard-to-invert may be achievable, and
we leave these as open problems for future work.

Adaptive Leakage. So far we mainly talked about what
we call static auxiliary input, where the leaked function f is
specified before the secret gets used (e.g., in the context of
encryption, before the attacker starts asking encryption or
decryption queries). In Section 4.3, we extend our results to



the more general case of adaptive leakage, concentrating on
the case of symmetric encryption schemes.

Intuitively, before the scheme is used, we allow the at-
tacker to learn any “static” function f(sk), such that sk
is still hard to compute with probability better than 2−αn

(where n = |sk| and α > 0). Then, as the encryption scheme
starts to be used, and the adversary starts getting valid ci-
phertexts (or even access to the decryption oracle), we allow
the adversary to adaptively learn at most βn additional bits
of information about sk, as long as β + α < 1. Then the
adversary gets the challenge ciphertext, as usual, but can-
not learn any more information about sk. In Section 4.3,
we argue that our particular CPA/CCA-secure encryption
schemes satisfy this extended security w.r.t. adaptive leak-
age, and also that it is unclear how to define a stronger, yet
meaningful form of adaptive leakage.

1.2 Related Work
The question of designing cryptographic schemes resistant

to leakages of arbitrary (hard-to-invert) auxiliary informa-
tion, was studied, in different contexts, by Canetti [10] and
Goldwasser and Kalai [29]. However, prior to this work,
there were no schemes resisting such attacks whose security
was based on an“efficiently falsifiable”assumption which did
not quantify over all auxiliary leakage functions f .

On the other hand, there is a large body of work (sur-
veyed below) which constructs various cryptographic prim-
itives under the assumption that the secret key has min-
entropy: namely, that it is information-theoretically hard
for the attacker to guess the secret.

This study was initiated in the context of exposure-resilient
cryptography [18, 12],where the attacker is restricted to learn
individual bits of the secret. In a more advanced setting,
Ishai et al. [39, 38] consider the scenario where the adver-
sary can read (or even tamper with) a bounded number of
wires in some secret circuit.

Recently, Dziembowski and Pietrzak [27, 48] considered
the question of building stream ciphers secure against arbi-
trary side channel attacks, where the attacker can learn an
arbitrary shrinking function of the secret key, as long as this
function satisfies the axiom “only computation leaks infor-
mation” of Micali and Reyzin [43]. However, they require
that the secret key has at least n/2 min-entropy left [54].

Very recently, Akavia, Goldwasser, and Vaikuntanathan [1]
considered security against memory attacks: these are more
general than side channel attacks, since they allow leakage
even of information that was not used (but only stored).
They present a public-key encryption scheme that is seman-
tically secure against arbitrary memory attacks, as long as
the secret key has at least n(1− 1

log n
) min-entropy left.

Finally, independent of this work, is the recent result of
Pietrzak [48], which implicitly gives an alternative construc-
tion of a CPA-secure encryption (and a reusable extractor)
which is secure assuming the secret key has at least n/2
min-entropy left, and assuming the existence of exponen-
tially secure weak pseudorandom functions.

To summarize, all the results mentioned above require the
secret key to have at least n/2 min-entropy left, and do
not deal with the (more general) case of auxiliary input.
In contrast, our work can tolerate any constant fraction of
leakage (even 99% leakage), and more generally can deal
with situations where the secret key doesn’t have any min-
entropy, but is (computationally) unpredictable.

Another related “min-entropy” setting is that of bounded
retrieval model [17, 24, 25, 15, 26], where the secrets are
made intentionally huge and the attacker is assumed not to
have enough bandwidth to read all of the secret upon break-
in. Yet another related setting was recently considered by
Canetti et al. [13], who assume that most memory can only
be partially erased, giving the attacker some side information
about the secrets. However, their schemes still require a
(very small) part of the memory to be perfectly erasable.

Imperfect secrets naturally come up in the context of bio-
metrics [21, 22], where users wish to use biometrics as keys
for various cryptographic applications. One issue here is
to deal with noise or “fuzziness”: repeated readings of the
same biometric are likely to be different (although “close”).
However, even ignoring this “fuzziness” issue, a major draw-
back of the existing solutions, first pointed out by Boyen [8],
comes from the fact that it was not known how to reuse the
same biometric secret X for multiple applications. In other
words, how to construct a reusable (fuzzy) extractor capa-
ble of extracting an unbounded number of computationally
uncorrelated keys from the same biometric X? In this work,
we propose a solution to this problem (in the “non-fuzzy”
scenario), even in the more complicated setting of auxiliary
information as opposed to min-entropy.

In terms of reusing the same secret for multiple tasks, we
mention the works of [32, 16], who considered the question of
doing so for signing and encrypting in the public key setting.
Our work is much more general, as it considers arbitrary ex-
ponentially hard-to-invert auxiliary information, as opposed
to those specified by a particular (secure) application.

We also mention that the LPN assumption, whose vari-
ant is used in this work, is getting increasingly used in vari-
ous cryptographic applications; e.g., [6, 36, 40, 41]. In par-
ticular, we recently learned that a scheme, similar to our
CPA-secure scheme, was independently discovered by Ap-
plebaum [2], in the context of building encryption schemes
with key-dependent security. We stress that our notion of
security is incomparable to the notion studied in [2]. In our
case, the adversary is allowed to see arbitrary exponentially
hard-to-invert information about the key, whereas security
under key-dependent inputs allows the adversary to ask for
encryptions of messages that depend on the key.

Finally, the notion of exponentially hard-to-invert auxil-
iary input is closely related to the notion of (computational)
unpredictability entropy recently defined by [37] (see also [4]).

2. THE LPN AND LSN ASSUMPTIONS
We model PPT algorithms as families of poly-size circuits,

use≈ to denote standard computational indistinguishability,
and let negl(n) denote a negligible function of n.

Definition 1. A polynomial-time computable function f :
{0, 1}∗ → {0, 1}∗ is α-exponentially hard-to-invert if
for every PPT adversary A and for every large enough n,

Pr
x∈{0,1}n

[A(f(x)) = x] ≤ 2−αn.

A function f is exponentially hard-to-invert if there ex-
ists a constant α > 0 such that f is α-exponentially hard-to-
invert.

The LPN Assumption. Let us first recall the standard LPN
assumption (see Footnote 2): for every constant γ > 0 and



for every polynomial t = poly(n), we have

{A, Ax + e}n∈N ≈ {A, Ut}n∈N

where A ∈R {0, 1}t×n, x ∈R {0, 1}n and Ut ∈R {0, 1}t are all
uniformly distributed, and where e = (e1, . . . , et) ∈ {0, 1}t

is distributed as follows:

ei = 0 with probability γ
ei ∈R {0, 1} with probability 1− γ

The LPN assumption has some every appealing properties.

1. Efficiency. The LPN function g(x; A, e) = Ax+e can be
computed extremely efficiently. Thus, the LPN assump-
tion is very suited for applications where efficiency is a
main consideration.

2. Closure under composition. The LPN assumption is
closed under composition. Namely, for any polynomial ℓ,



“

A(i), A(i)x + e(i)
”ℓ

i=1

ff

n∈N

≈



“

A(i), U (i)
”ℓ

i=1

ff

n∈N

3. Robustness against bit-leakage. If some k bits of x
are leaked then the LPN assumption still holds, but the
security parameter decreases from n to n− k. Moreover,
the LPN assumption is robust against any linear leakage
function (as before, if a total of k bits are leaked the
security parameter decreases from n to n− k). This can
be seen by applying a change of basis.

We would like to argue that the LPN assumption is ro-
bust against any (polynomial-time) leakage function f(x),
as long as at most (1 − α)n bits are leaked, for some con-
stant α > 0. In fact, we could go even further and make the
following assumption, which we call auxiliary-input LPN as-
sumption: for any α > 0, and any α-exponentially hard-to-
invert function f , the standard LPN assumption holds even
in the presence of auxiliary input f(x). Namely,

{f(x), A, Ax + e}n∈N ≈ {f(x), A, Ut}n∈N.

However, given that the auxiliary-input LPN assumption
is not efficiently falsifiable and quantifies over all functions
f , we would like to establish this assumption under a more
standard assumption, such as standard LPN. Unfortunately,
we were not able to use the standard LPN assumption.

Instead, we introduce a generalization of the LPN assump-
tion, which we call the LSN (Learning Subspace with Noise)
assumption. As our main technical result, we show that the
LSN assumption implies the auxiliary-input LPN assump-
tion, at least when the noise rate is “high” (in particular,
polynomially close to 1; see Theorem 1).

Loosely speaking, our new LSN assumption asserts that it
is hard to learn a random subspace V ⊆ {0, 1}n of dimension
αn, if there is “enough” noise.

The LSN Assumption. For any constant α > 0 there exists
a polynomial p(n) = pα(n) such that for any polynomial t(n)
the following two distributions are computationally indistin-
guishable:

• (r1, ..., rt), where a random subspace V ⊆ {0, 1}n of di-
mension k = αn is chosen, and where each ri ∈ {0, 1}n

is chosen independently according to the following distri-
bution:

ri ∈R V with probability 1
p(n)

ri ∈R {0, 1}n with probability 1− 1
p(n)

• (r1, ..., rt), where each ri ∈R {0, 1}n is chosen indepen-
dently at random.

Notice that if the dimension of V was n − 1, then this
would be exactly the LPN assumption with very high noise
rate (1 − γ) = (1 − 1

poly(n)
). In other words, our assump-

tion corresponds to the most conservative (i.e., believable)
variant of the LPN assumption in terms of the noise, but for
a much smaller-dimensional subspace V than the standard
LPN assumption.

It was observed by Raz [49] that our LSN assumption is
false (for V of dimension αn) if we take only a constant
noise rate (1 − γ) < 1, as opposed to the noise rate (1 −
1/poly(n)) (which approaches 1 as n grows). Currently, for
any constants ǫ, α > 0, Raz’s specific attack does not go
through even for pα(n) = nǫ.3 More details about Raz’s
attack appear in the full version [19].

To make our assumption as weak as possible we allow pα

to depend on α. However, since the polynomial p = pα must
be known by our schemes, whose efficiency is indeed propor-
tional to p(n)2, there is a good motivation to try making the
degree of p as small as possible (perhaps independent of α),
as long as there is evidence that it does not violate the LSN
assumption. We leave this exploration to future work. How-
ever, for the sake of concreteness, the reader may think of
pα(n) = n for every constant α > 0.

3. TECHNICAL CONTRIBUTION
We next state our main technical result, which essen-

tially says that, under the LSN assumption, the (standard)
LPN assumption is robust against any exponentially hard-
to-invert auxiliary input, at least in the high noise regime.

Theorem 1. The LSN assumption implies the“high-noise”
auxiliary-input LPN assumption. More precisely, for any
constant α > 0 there exists a polynomial p such that for
any function f : {0, 1}∗ → {0, 1}∗ that is α-exponentially
hard-to-invert, and for any polynomial t,

{f(x), A, Ax + e}n∈N ≈ {f(x), A, Ut}n∈N

where Ut is the uniform distribution over {0, 1}t, x ∈R {0, 1}n,
A ∈R {0, 1}t×n, and e = (e1, . . . , et) ∈ {0, 1}t is distributed
as follows:

ei = 0 with probability 1
p(n)

ei ∈R {0, 1} with probability 1− 1
p(n)

In the proof of Theorem 1 we rely on the following well
known lemma, which is a generalization of the Goldreich-
Levin hard-core predicate theorem [30].

Lemma 3.1 (GL89, Corollary 1). Let f : {0, 1}∗ →
{0, 1}∗ be a poly-time computable function that is exponen-
tially hard-to-invert; i.e., there exists a constant α > 0 such
that for every PPT adversary A,

Pr[A(f(x)) ∈ f−1(f(x))] ≤ 2−αn.

Then, for every constant β < α

{(f(x), B, Bx)}n∈N ≈ {(f(x), B, Uβn)}n∈N,

where x ∈R {0, 1}n and B ∈R {0, 1}βn×n.

3However, Raz’s attack would work even in this case, but using
quasi-polynimial number of samples and quasi-polynomial time.



A significant part of the proof of Theorem 1 consists of
proving the following claim.

Claim 3.2. Assume that the LSN assumption holds. Then
for any constant β there exists a polynomial q such that for
any polynomial t,

{x, A, Ax + e}n∈N ≈ {x, A′, A′x + e′}n∈N (1)

where x ∈R {0, 1}n and A ∈R {0, 1}t×n are independently
and uniformly distributed, e = (e1, . . . , et) ∈ {0, 1}t is dis-
tributed by

ei = 0 with probability 1
q(n)

ei ∈R {0, 1} with probability 1− 1
q(n)

The matrix A′ is distributed by choosing a random subspace
V ⊆ {0, 1}n of dimension βn, and then choosing each row a′

i

independently as follows

a′
i ∈R V with probability 1

q(n)

a′
i ∈R {0, 1}n with probability 1− 1

q(n)

The vector e′ is distributed as follows: For each i ∈ [t], if a′
i

was chosen at random from V then set e′i = 0; and if a′
i was

chosen at random from {0, 1}n then choose e′i ∈R {0, 1} at
random.

Proof of Claim 3.2. Fix any constant β. Let p be the
polynomial as in the LSN assumption, q(n) , 2p(n), δ(n) ,

1
q(n)

, and let t be any polynomial. We prove Equation (1) for

this q. Notice, Equation (1) is equivalent to {x, A, e}n∈N ≈
{x, A′, e′}n∈N. And since A, A′, e, e′ are independent of x, it
suffices to show that

{{ai, ei}
t
i=1}n∈N ≈ {{a

′
i, e

′
i}

t
i=1}n∈N (2)

Without the noise e and e′, this would be exactly the LSN
assumption, which would be true even with q = p (as op-
posed to q = 2p). However, the noise e′i is correlated with
the way a′

i was chosen, so we need to argue that this depen-
dence does not prevent us from using the LSN assumption,
at least when q = 2p. For that matter, notice that ei and e′i
are identically distributed over {0, 1}. Thus, to show Equa-
tion (2), it is enough to show that for every bit b ∈ {0, 1},
the following conditional distributions are indistinguishable:

{{ai s.t. ei = b}ti=1}n∈N ≈ {{a
′
i s.t. e′i = b}ti=1}n∈N (3)

This claim is obvious for b = 1, since when ei = e′i = 1,
both ai and a′

i are truly random in {0, 1}n. So let us turn to
b = 0; i.e. ei = e′i = 0. In this case, ai is still truly random.
On the other hand, conditioned on e′i = 0, a′

i is distributed
according to the following distribution:

(1) With probability δ, sample a′
i ∈R V .

(2) With probability 1−δ
2

, sample a′
i ∈R {0, 1}n.

(3) With probability 1−δ
2

, go back to step (1).
(This corresponds to e′i = 1).

However, it is easy to see that the above distribution is iden-
tical to the following simpler distribution:

a′
i ∈R V with probability η

a′
i ∈R {0, 1}n with probability 1− η

where η =
P

i≥0 δ
`

1−δ
2

´i
≤ 2δ = 1

p(n)
. Thus, for b = 0,

Equation (3) is implied by the LSN assumption.

Proof of Theorem 1. Fix any constant α > 0, and fix
any function f that is hard-to-invert with probability 2−αn.
Lemma 3.1 implies that for any constant β < α

{(f(x), B, Bx)}n∈N ≈ {(f(x), B, Uβn)}n∈N (4)

where x ∈R {0, 1}n and B ∈R {0, 1}βn×n. Fix an arbitrary
constant 0 < β < α. Let q be the polynomial given by
Claim 3.2, and let p ≥ q be a large enough polynomial so
that the LSN assumption holds with respect to β and p.

Let (r1, . . . , rt) be a sequence of vectors, each indepen-
dently and uniformly distributed in {0, 1}n+1. Let V ⊆
{0, 1}n be a random subspace of dimension βn, and let

V ′
, {(v, vx) : v ∈ V }.

Let (r′1, . . . , r
′
t) be a sequence of vectors distributed accord-

ing to the distribution below:

r′i ∈R V ′ with probability 1
p(n)

r′i ∈R {0, 1}n+1 with probability 1− 1
p(n)

Equation (4) implies that given f(x), the subspace V ′ is
computationally indistinguishable from a uniformly chosen
subspace of dimension βn. This, together with the LSN
assumption, implies that

{(f(x), r1, . . . , rt)}n∈N ≈ {(f(x), r′1, . . . , r
′
t)}n∈N.4

Comparing the above to the statement of Theorem 1, it is
therefore sufficient to show that

{f(x), {(ai, aix + ei)}
t
i=1}n∈N ≈ {f(x), {r′i}

t
i=1}n∈N, (5)

where (r′1, . . . , r
′
t) are distributed as above, (a1, . . . , at) are

uniform and independent in {0, 1}n, and (e1, . . . , et) are
distributed as in the statement of the theorem. However,
this follows immediately from Claim 3.2, which asserts that
Equation (5) holds even if x was known.

For the sake of concreteness, note that the LSN assump-
tion with pα = n (i.e., with noise 1 − 1

n
) implies Theo-

rem 1 with p = 2n. In the subsequent sections, we refer to
the “auxiliary-input LPN assumption” to mean precisely the
variant of this assumption stated in Theorem 1.

4. SYMMETRIC ENCRYPTION SCHEMES
W.R.T. AUXILIARY INPUT

4.1 CPA Security
Our definition of CPA security for symmetric-key encryp-

tion SE = (K, E ,D) is entirely analogous to the standard
definition, except we give the adversary some auxiliary α-
exponentially hard-to-invert information f(k) about the se-
cret key k. We also notice that the efficiency of our schemes
depend on α, as explained below.

Definition 2. A symmetric-key encryption scheme SE =
(K, E ,D) with message spaceM = {Mn}n∈N is CPA secure

with exponentially hard-to-invert auxiliary input if
for any PPT adversary A, any constant α > 0, any α-
exponentially hard-to-invert function f , if the key x← K(1n)

4Technically, to use the LSN assumption, we need to take r′i ∈R

V ′ with probability at most 1
p(n+1)

which is smaller than 1
p(n)

.

We take p small enough so that this won’t be a problem.



and a bit b← {0, 1} are chosen at random, then

Pr[ALRb(x,α,·,·)(1n, f(x)) = b] ≤
1

2
+ negl(n)

where the left-or-right oracle LRb(x, α, m0, m1) takes two
messages m0, m1 ∈ Mn, and returns Ex,α(mb) if |m0| =
|m1|, and ⊥ otherwise.

Our CPA encryption scheme SE = (K, E ,D) is extremely
simple. The key generation algorithm K(1n) outputs a ran-
domly chosen secret-key x ∈R {0, 1}n (where n is the secu-
rity parameter). Given α > 0, let p(n) be the correspond-
ing polynomial so that the auxiliary-input LPN assumption
from Theorem 1 holds (for the sake of concreteness, the
reader may think of p(n) = 2n).

For any message message m ∈ {0, 1}ℓ (of any length ℓ ≤

poly(n)), let ECC : {0, 1}ℓ → {0, 1}q(n) be an error-correcting
code that efficiently corrects (with exponentially high prob-
ability in n) up to 1

2
− 1

2p(n)
random errors (meaning that

every bit of the codeword is independently flipped with this
probability). Such codes are known to exist for q(n) =
O((ℓ + n)p(n)2) = poly(n) (e.g. [28]).

The encryption algorithm E(m) picks a random matrix

A ∈R {0, 1}q(n)×n, a random error vector e ∈ {0, 1}q(n),
where it sets each ei ∈ {0, 1} to 0 with probability 1/p(n)
and picks it at random otherwise, and outputs

Ex,α(m) = (A, Ax + e + ECC(m))

The decryption algorithm D takes as input a secret key
x and a ciphertext (A, c), and outputs the decoding of the
vector c + Ax. For future convenience, we let D output ⊥
if the relative distance between c + Ax and the encoding
ECC(m) of the decoded message m is more than 1

2
− 1

3p
. By

choosing q large enough, it is easy to see that this happens
with only exponentially small probability, so this does not
affect proper ciphertexts.

Theorem 2. Under the auxiliary-input LPN (and, hence,
ordinary LSN) assumption, the symmetric encryption scheme
SE = (K, E ,D) above is CPA secure w.r.t. exponentially
hard-to-invert auxiliary input.

The proof of this theorem is immediate, since under the
auxiliary-input LPN assumption, the value

LRb(x, α, m0, m1) = (A, Ax + e + ECC(mb))

is indistinguishable from (A, Uq+ECC(mb)) ≡ (A, Uq), which
is independent of b. And the composability of the LPN as-
sumption means we can tolerate an arbitrary polynomial
number of CPA queries to the left-or-right oracle.

Additional Properties. The encryption scheme pre-
sented above has two additional properties that are useful to
us in the sequel. The first property is that with high proba-
bility, there is a single key that decrypts an honestly gener-
ated ciphertext. We refer to this property as the unique-key
property, and define it formally below.

Definition 3. Let SE = (K, E ,D) be a symmetric en-
cryption scheme. We say that SE has the unique-key prop-

erty if for every n ∈ N, x ∈ K(1n), and m ∈Mn,

Pr[∃y 6= x s.t. Dy,α(Ex,α(m)) 6= ⊥] ≤ negl(n).

Claim 4.1. The encryption scheme SE presented above
has the unique-key property.

Proof. Fix any n ∈ N, any secret key x ∈ {0, 1}n, and
any message m ∈Mn.

Pr[∃y 6= x s.t. Dy,α(Ex,α(m)) 6= ⊥] =

Pr
A,e

[∃y 6= x s.t. Dy,α(A, Ax + e) 6= ⊥] ≤

X

y 6=x

Pr
A,e

[Dy,α(A, Ax + e) 6= ⊥] ≤

X

y 6=x

Pr
A,e

»

˛

˛{i : ei = Ai(x⊕ y)}
˛

˛ ≥ q

„

1

2
+

1

3p

«–

≤

X

y 6=x

e−2q/(3p)2 ≤ 2n · e−n = negl(n)

where the first equation follows from the definition of E ; the
second follows from the union bound; the third follows from
the definition of D; the forth follows from Hoeffding bounds;
and the fifth follows from the fact that q = Ω(np2) (with a
large enough constant).

Another useful property of our scheme is what we call the
key hiding property with exponentially hard-to-invert auxil-
iary input. This property essentially says that for any mes-
sage m, given any exponentially hard-to-invert auxiliary in-
put f(x) it is hard to distinguish between an encryption of m
with the secret key x and an encryption of m with a random
secret key y. A formal definition follows, while Claim 4.2 fol-
lows immediately from the auxiliary-input LPN assumption
(or regular LSN assumption by Theorem 1).

Definition 4. Let SE = (K, E ,D) be a symmetric en-
cryption scheme with message space M = {Mn}n∈N. We
say that SE has the key hiding property with exponen-

tially hard-to-invert auxiliary input if for every con-
stant α > 0, every α-exponentially hard-to-invert auxiliary
input f ,

{Ex,α(m), f(x)}n∈N,m∈Mn
≈ {Ey,α(m), f(x)}n∈N,m∈Mn

where x, y ∈R K(1n) are chosen independently at random.

Claim 4.2. Under the auxiliary-input LPN (or standard
LSN) assumption, the encryption scheme SE presented above
has the key hiding property with exponentially hard-to-invert
auxiliary input.

4.2 CCA security
In this section we present our CCA secure scheme w.r.t.

exponentially hard-to-invert auxiliary input. Due to lack of
space, this section does not contain precise definitions nor
proofs.

The definition of CCA security w.r.t. exponentially hard-
to-invert auxiliary input is very similar to Definition 2, ex-
cept we give the attacker the decryption oracle Dk,α, for-
bidding it to only decrypt ciphertexts previously returned
by the left-or-right oracle. We next propose a scheme that
meets this definition.

To this end, we give a general method of converting any
symmetric encryption scheme SE = (K, E ,D) that is CPA
secure w.r.t. exponentially hard-to-invert auxiliary input,
such as the scheme from the previous section, into a scheme
which is CCA secure w.r.t. exponentially hard-to-invert aux-
iliary input.

We use the commonly used paradigm (originating in [45])
of adding a component to the encryption which makes the



decryption algorithm “useless”. In fact, our symmetric-key
scheme is an authentication encryption scheme (w.r.t. aux-
iliary input), which is a strictly stronger notion than CCA
security [5]. In other words, our scheme is (1) CPA secure
and also (2) ciphertext unforgeable: given oracle access to
the encryption oracle Ek,α, it is infeasible to produce a valid
ciphertext not returned by this oracle. As we mentioned,
(1)+(2) imply CCA security.

For our construction, in addition to our CPA-secure scheme
SE (w.r.t. auxiliary input), we need a CCA-secure public-key
encryption scheme Epk (without auxiliary input), a univer-
sal one-way hash function (UOWHF) h : {0, 1}n → {0, 1}ǫn,
where ǫ > 0 is a sufficiently small constant, and a simulation-
sound non-interactive zero-knowledge (NIZK) proof system
Π for NP [51]. All these components exist from trapdoor
permutations [45, 46, 51].

The secret key of our new scheme SE ′ consists of the orig-
inal secret-key x for SE , a hash z = h(x) of x, a public-key
pk for the public-key scheme Epk, and a common reference
string σ for the NIZK proof system. We note that we only
think of x as the secret-key, and we think of z, pk, σ as pub-
lic parameters. Alternatively, one can think of z, pk, σ as
part of the secret-key that does not need to be kept secret.
In particular, when we refer to exponentially hard-to-invert
auxiliary input, we mean that it is exponentially hard-to-
invert w.r.t. x (but allow the leakage function to depend
on z, pk and σ). Notice, however, that since the output z of
h(x) is only ǫn bits, where ǫ can be made smaller than α, the
leakage function f is still exponentially-hard-to-invert even
given z. Moreover, since the CRS and the public key pk are
independent of x, f should be exponentially-hard-to-invert
even given the trapdoor to the CRS and the decryption key
for Epk.

We now describe the (authenticated) encryption and de-
cryption procedures of our new scheme. To encrypt m, we
compute c = Ex,α(m), d = Epk(c, x), and attach a NIZK
proof π for the statement “the input (pk, z, c, d) satisfies the
claim that there exist secret x, message m and randomness
r, such that z = h(x), x decrypts c to m, and d is the encryp-
tion of the pair (c, x) using randomness r”. The ciphertext is
C = (c, d, π). To decrypt C′ = (c′, d′, π′) using (x, z, pk, σ),
one first checks the validity of the proof π′. If valid, output
Dx,α(c′), else output ⊥.

Theorem 3. If SE is CPA-secure w.r.t. exponentially hard-
to-invert auxiliary input, Epk is a CCA-secure public-key
encryption scheme, h is a UOWHF, and Π is a simulation-
sound NIZK, then the above scheme SE ′ is a secure authen-
tication encryption scheme (and hence CPA/CCA-secure)
w.r.t. exponentially hard-to-invert auxiliary input. In par-
ticular, one can build such a scheme assuming the existence
of trapdoor permutations and the LSN assumption.

The theorem is formally proven in the full version [19].
Here, we only comment on the intuition. First, the zero-
knowledge of π and the CPA-security of Epk are used to
argue that SE ′ is still CPA-secure (w.r.t. auxiliary input).
As for ciphertext unforgeability, the non-malleability of Epk

and the simulation-soundness of π are used to argue that,
despite seeing many “fake” public-key encryptions returned
by the “simulated” encryption oracle (where we will use the
trapdoor to the CRS), a forged ciphertext C∗ contains a
valid encryption d∗ of some (c∗, x∗), where (among other
things) x∗ is such that h(x∗) = h(x) = z. By the universal

one-wayness of h, this means that x∗ = x. But then, using
the decryption key for E, we can extract the correct x from
such a valid decryption query C∗. And this contradicts the
CPA-security of SE .

4.3 Dealing with Adaptive Leakage
In Section 4 we presented CPA/CCA secure symmetric

encryption schemes w.r.t. what we call static exponentially
hard-to-invert auxiliary input. Namely, we assumed that
the auxiliary input f(x) was fixed before the attack started;
i.e., that f(x) is independent of the information given by the
encryption and decryption oracles.

A more realistic scenario is the adaptive one, where the
auxiliary information can be adaptively gathered. For ex-
ample, the adversary may receive a bunch of ciphertexts,
and then may try to obtain additional information about
the secret-key that depends in some way on these cipher-
texts.

The first question we address is: how do we define security
in this setting? Since there may be dependencies between
the auxiliary input and the information given by the encryp-
tion/decryption oracles, it is natural to provide a guarantee
of the form: As long as the total information gathered by the
adversary is such that it is exponentially hard to guess the
secret-key then the scheme remains secure. However, this
definition is meaningful only if the encryption function itself
is exponentially hard-to-invert. The encryption schemes we
present (in Section 4) are not exponentially hard-to-invert,
since they are based on the LSN assumption (described in
Section 2), and thus one can use the algorithm of Blum,

Kalai, and Wasserman [7] to invert them in time 2O(n/ log n).
Nevertheless, we would like to guarantee security against
adaptive leakage. Therefore, we require that at most βn
bits are adaptively leaked (for any constant β < 1).

Namely, in the adaptive setting, we give the adversary
oracle access to an arbitrary boolean function (that out-
puts only one bit), and we allow the adversary to query this
function at most βn times (this function should be easy to
compute given the secret key). We say that a scheme is
CPA/CCA secure w.r.t. adaptive leakage if for every
(easy to compute) boolean function f(sk, ·) and every con-
stant β < 1, no PPT adversary A, who is given oracle access
to f(sk, ·) can win the CPA/CCA game, after querying the
oracle f(sk, ·) at most βn times.

More generally, we add the (static) auxiliary input into the
adaptive setting, and say that a scheme is CPA/CCA secure

w.r.t. adaptive leakage if for every constants α, β > 0
such that α + β < 1, the scheme remains secure given any
(static) α-exponentially hard-to-invert auxiliary input f(sk)
(i.e., it is hard to invert f with probability 2−αn), and given
any (adaptive) leakage of size βn. Note that this adaptive
model generalizes the static one.

In the next two theorems, whose proofs are deferred to
the final version [19], we show that the encryption schemes
presented earlier are also secure w.r.t. adaptive leakage.

Theorem 4. Under the auxiliary-input LPN (or standard
LSN) assumption, the scheme SE = (K, E ,D) presented in
Section 4.1 is CPA secure w.r.t. adaptive leakage.

Theorem 5. Under the auxiliary-input LPN (or standard
LSN) assumption and the existence of a trapdoor permuta-
tions, the scheme SE ′ = (K′, E ′,D′) presented in Section 4.2
is CCA secure w.r.t. adaptive leakage.



5. AVERAGE-CASE OBFUSCATION WITH
AUXILIARY INPUT

We next show how to use the CPA encryption scheme, de-
fined in Section 4.1, to construct an average-case obfuscator
w.r.t. exponentially hard-to-invert auxiliary input, for the
family of extended point functions I = {Ix,m}, where Ix,m

is the function that on input z outputs ⊥, unless z = x in
which case it outputs a (possibly secret) message m.

In what follows, we give formal definition of average-case
obfuscation w.r.t. auxiliary input. For simplicity, we only
consider static auxiliary input. Moreover, our obfuscator
depends on the “hardness” of the auxiliary input. Namely,
to get security w.r.t. α-exponentially hard auxiliary input
our obfuscator depends on this constant α.5

Definition 5. An average-case obfuscator w.r.t. α-
exponentially hard-to-invert auxiliary input for a fam-
ily of circuits C = {Cn}n∈N is an algorithm Oα that satisfies
the following:

1. Functionality: For every n ∈ N and every C ∈ Cn,
Pr[∀x, Oα(C)(x) = C(x)] ≥ 1−negl(n), where the prob-
ability is over the randomness of O.

2. Polynomial slowdown: There exists a polynomial p,
such that for every n ∈ N and every C ∈ Cn, |Oα(C)| ≤
p(|C|).

3. Average-case black-box property w.r.t. auxiliary

input: For every PPT adversary A there exists a PPT
simulator S such that for every α-exponentially hard-to-
invert function f , the following difference is negl(n):

|Pr[A(Oα(C), f(C)) = 1]− Pr[SC(1n, f(C)) = 1|,

where the probabilities are over C ∈R Cn and over the
random coin tosses of A and S.

We stress that our definition requires security only on av-
erage. Namely, instead of requiring that a PPT adversary
cannot gain any information from a garbled circuit (beyond
black-box access) for every function in the family, we require
that this holds for a random function in the family. So, in
that respect our definition is weaker than the standard defi-
nition. However, our definition allows the adversary to have
auxiliary input (that depends on the function being obfus-
cated). We believe that for many cryptographic applica-
tions, average-case obfuscation suffices, whereas the lack of
auxiliary input consideration may actually be problematic.

We notice that we do not know of any obfuscator (even
for the class of point functions) that is secure with auxiliary
input, except for the one due to Canetti [10], which was
given in the context of perfect one-way function. We remark
on the connection between point function obfuscation and
perfect one-way functions at the end of this section.

Our Obfuscator. Our obfuscator Oα uses any symmetric
encryption scheme SE = (K, E ,D), that is CPA secure w.r.t.
α-exponentially hard-to-invert auxiliary input, and has the
unique key property and the key hiding property, as defined
in Section 4.1 (Definitions 3 and 4, respectively). The actual
construction is very simple. It takes as input a pair (m, x),

5 We note that if we strengthen the LSN assumption, and require
that the polynomial p = pα does not depend on α then we get a
single obfuscator that is secure w.r.t. any exponentially hard-to-
invert auxiliary input.

and outputs a circuit C that has a value c← Ex,α(m) hard-
wired into it. The circuit C, on input z, outputs Dz,α(c).

Theorem 6. For every constant α > 0, if SE is CPA
secure w.r.t. α-exponentially hard-to-invert auxiliary input,
and has the unique key property and the key hiding prop-
erty, then the above construction Oα is an average-case ob-
fuscator w.r.t. α-exponentially hard-to-invert auxiliary in-
put, for the family of extended point functions {Ix,m}.

Corollary 1. Under the auxiliary-input LPN (or stan-
dard LSN) assumption, for every constant α > 0 there is
an average-case obfuscator Oα w.r.t. α-exponentially hard-
to-invert auxiliary input, for the family of extended point-
functions {Ix,m}.

We defer the formal proof of Theorem 6 to the final ver-
sion [19]. However, we give a brief intuition. The correct-
ness property follows from the correctness of the encryption
and the unique key property of the underlying encryption
scheme. The polynomial slowdown property follows from
the fact that the operation of decrypting given a secret-key
is a poly-time operation. The average-case black-box prop-
erty w.r.t. auxiliary input follows from the security of the
underlying CPA encryption scheme w.r.t. auxiliary input,
and from the key hiding property.

Remark. One can think of this obfuscator as a perfect
one-way function [10, 14]. Loosely speaking, a perfect one-
way function is a function that hides all partial information
about its input. It is formalized as a probabilistic function,
and it is required to be verifiable. Namely, a perfect one-way
hash function is associated with a pair of functions (H, V ),
and it is required that for every x ∈ {0, 1}n,

Pr
R

[V (x, H(x, R)) = 1] = 1.

Under the auxiliary-input LPN (or standard LSN) as-
sumption, for every constant α > 0 we construct a per-
fect one-way function with the guarantee that for every α-
exponentially hard-to-invert function f , and for every poly-
nomial t,

˘

f(x), {H(x, Ri)}
t
i=1

¯

≈
˘

f(x), {H(xi, Ri)}
t
i=1

¯

(6)

where the probabilities are over randomly and independently
chosen x, x1, . . . , xt, R1, . . . , Rt. We note that the Canetti [10]
constructs a perfect one-way function w.r.t. auxiliary input,
however his assumption quantifies over all auxiliary inputs.
Other known constructions [14] do not deal with auxiliary
input. Moreover, they can only handle x that is uniformly
distributed, or in the CRS model they can handle x that has
min-entropy, though this min-entropy must be independent
of the CRS.

However, we do point out that the constructions in previ-
ous work were collision resistant; i.e., it was guaranteed to
be hard to generate a string c and two distinct strings x, x′

such that V (x, c) = V (x′, c) = 1. Our function only has
the guarantee that with overwhelming probability (over R),
given c = H(x, R), there does not exist x′ 6= x such that
V (c, x) = V (c, x′) = 1. (Loosely speaking, we guarantee
target collision resistance, whereas previous work guaran-
teed collision resistance). However, this form of collision
resistance seems to be sufficient for many applications.



6. REUSABLE AND ROBUST EXTRACTORS
Due to lack or space, the details of these applications are

deferred to the full version [19]. In brief, the reusable ex-
tractor will use our CPA encryption, while the reusable and
robust extractor will use the CCA encryption (in the CRS
model, but allowing the auxiliary function to depend on
the CRS). We also remark that, prior to this work, exist-
ing reusable extractors were either based on assumptions
which are not efficiently falifiable [10], or required exponen-
tial assumptions and min-entropy rate above 1/2 [48].
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