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Abstract

Modern additive fabrication technologies can manufacture shapes whose geometric complexities far exceed what existing computational design tools can analyze or optimize. At the same time, falling costs have placed these fabrication technologies within the average consumer’s reach. Especially for inexpert designers, new software tools are needed to take full advantage of 3D printing technology.

This thesis develops such tools and demonstrates the exciting possibilities enabled by fine-tuning objects at the small scales achievable by 3D printing. The thesis applies two high-level ideas to invent these tools: two-scale design and worst-case analysis.

The two-scale design approach addresses the problem that accurately simulating—let alone optimizing—the full-resolution geometry sent to the printer requires orders of magnitude more computational power than currently available. However, we can decompose the design problem into a small-scale problem (designing tileable structures achieving a particular deformation behavior) and a macro-scale problem (deciding where to place these structures in the larger object). This separation is particularly effective, since structures for every useful behavior can be designed once, stored in a database, then reused for many different macroscale problems.

Worst-case analysis refers to determining how likely an object is to fracture by studying the worst possible scenario: the forces most efficiently breaking it. This analysis is needed when the designer has insufficient knowledge or experience to predict what forces an object will undergo, or when the design is intended for use in many different scenarios unknown a priori.

The thesis begins by summarizing the physics and mathematics necessary to rigorously approach these design and analysis problems. Specifically, the second chapter introduces linear elasticity and periodic homogenization.
The third chapter presents a pipeline to design microstructures achieving a wide range of effective isotropic elastic material properties on a single-material 3D printer. It also proposes a macroscale optimization algorithm placing these microstructures to achieve deformation goals under prescribed loads.

The thesis then turns to worst-case analysis, first considering the macroscale problem: given a user’s design, the fourth chapter aims to determine the distribution of pressures over the surface creating the highest stress at any point in the shape. Solving this problem exactly is difficult, so we introduce two heuristics: one to focus our efforts on only regions likely to concentrate stresses and another converting the pressure optimization into an efficient linear program.

Finally, the fifth chapter introduces worst-case analysis at the microscopic scale, leveraging the insight that the structure of periodic homogenization enables us to solve the problem exactly and efficiently. Then we use this worst-case analysis to guide a shape optimization, designing structures with prescribed deformation behavior that experience minimal stresses in generic use.
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Chapter 1

Introduction

3D printing technology has placed powerful fabrication tools within the average consumer’s reach. It is now affordable to produce customized, one-off designs, whether they be sculptures, jewelry, or special-purpose tools invented to solve specific problems. Browsing the thousands of designs in online 3D printing marketplaces like Shapeways, Kraftwürx, and i.materialize, one sees just how diverse and exciting the applications can be.

The promise of additive fabrication extends far beyond customizing the same types of shapes that engineers and sculptors have designed for centuries, though. New fabrication technologies like projection micro-stereolithography and direct laser writing enable a qualitatively different class of designs, with complex geometry on the scale of micrometers. Moreover, objects of this type, with thousands of intricate features at the microscopic scale, cost no more to produce—in terms of money and fabrication time—than traditional, simple shapes.

It has long been known that the optimal solutions to several important engineering problems, such as finding the stiffest structure not exceeding a weight bound, are designs with microscopic perforations. Using additive fabrication, we can finally hope to realize
such structures. Indeed, as this thesis explores, by tuning fine-scale geometry, we can create objects exhibiting interesting and useful deformation behavior impossible to achieve with solid designs.

However, navigating this expanded design space to take full advantage of additive fabrication technologies is a challenging task, calling for the development of new software tools to analyze and optimize designs. Existing design tools running on modern workstations are incapable of directly analyzing and optimizing shapes at the resolutions we can now fabricate: the B9Creator, the inexpensive stereolithography printer which fabricated many of the results in this thesis, has a maximum resolution of over eight billion voxels ($1920 \times 1080 \times 4000$).

### 1.1 Two-Scale Design

To reduce the design problem’s complexity while still leveraging the 3D printer’s full resolution, this thesis employs a two-scale design approach. We take advantage of the fact that fine-scale structure, when fabricated at a small enough scale relative to the full object, behaves approximately like a homogeneous material with some particular macroscopic properties (density, elasticity, etc.). This approximation allows us to divide the design problem into two stages: first, we design a database of structures that, when tiled periodically, achieve as wide a range of macroscopic material properties as possible. Second, we solve a coarse-resolution design problem, where the variables are now the material properties at each point. After we obtain an optimal coarse design, we convert it into a high-resolution, single material object by replacing each point’s chosen material with a structure approximating it.

This thesis focuses primarily on designing objects that can be fabricated on a single-material printer to meet specified deformation goals under prescribed forces. For many applications, these goals are impossible without modulating the printing materials’ prop-
erties using fine-scale structures: most solid printing materials are far too stiff to deform perceptibly under forces of reasonable magnitude. Even in engineering applications where deformations are intended to be small, they still need to be controlled precisely.

For deformation goals, the relevant material properties are encoded by *elasticity tensors*, which generalize the concept of a spring constant to specify the elastic forces arising when a linear 3D material is stretched or sheared. General linear 3D materials can behave counter-intuitively, for instance shearing in response to a uniaxial force, or exhibiting drastically different stiffness when stretched along different directions. This anisotropic behavior can be useful for many applications, but this thesis chooses to focus on designing structures with *isotropic* elastic properties.

Isotropic materials are more intuitive to work with than general anisotropic materials due to their orientation invariance: they respond identically no matter how the material is rotated relative to the stretch. They also yield particularly simple variables for the coarse-resolution design problem: the homogenized material is described by only two parameters, each with intuitive physical significance. Several parametrizations can be used to specify isotropic materials, but we choose the Young’s modulus (specifying stiffness), and the Poisson’s ratio (specifying how the material expands or contracts orthogonally in response to a uniaxial stretch). Finally, since the isotropic material property space has just two dimensions, we can design a database of structures densely sampling the space; the curse of dimensionality precludes this for, e.g., orthotropic materials (described by nine parameters).

Chapter 3 details a full software pipeline implementing this two-scale approach. It discusses in detail how to design periodic microstructures emulating a broad range of isotropic material properties using shape optimization. One key distinction from previous work in the engineering and mathematics communities is that our structures are constrained to be directly *manufacturable* on off-the-shelf 3D printers like the B9Creator. Another is that we design a large, dense collection of structures uniformly sampling the
full range of achievable material properties, as opposed to designing a few structures
demonstrating extremal behavior. This dense coverage permits fine-tuned control of
properties throughout the full achievable range. The chapter also shows how to automatically place these microstructures in a macroscopic object to best achieve a deformation goal and demonstrates that objects designed with this approach do indeed produce the desired deformations when fabricated.

1.2 Worst-Case Stress Analysis

A key problem emerges for practical 3D printing applications, especially when producing objects with small features: objects are often fragile and may not even survive the printing process. Particularly for consumers without backgrounds in mechanical engineering, it is difficult to design objects that will survive typical force loads (or predict what these loads may be to begin with). Even for seasoned engineers, the designs may be so complex due to the intricate details permitted by 3D printing that analysis is difficult. To provide a designer with guarantees that their shape is sufficiently robust, we turn to worst-case analysis.

Worst-case stress analysis refers to finding the greatest stress that could possibly occur at a point in the object when the shape is subjected to any load from some space of possible forces. If we can determine that, for every point in the object, this stress level falls below the printing material’s yield stress, we can reassure the user that their design is sound. On the other hand, if we discover a worst-case load that induces stresses exceeding this threshold, we can warn the user, providing a visualization of the dangerous forces and deformations. Even better, we can automatically adjust the design to relieve these worst-case stresses while constraining the object to still meet its performance goals.

As implied above, worst-case analysis involves a maximization over the space of forces, performed separately for each point in the object. Unfortunately, this optimization turns
out to be non-convex, making the analysis for even just a single point quite difficult. This is because even though we wish to optimize a convex quantity (the maximum eigenvalue of stress) over a convex set of forces (bounded pressure quantity on each boundary point), our goal is to maximize rather than minimize. However, Chapter 4 argues that, in worst-case scenarios, one stress tensor eigenvalue typically dominates so that the maximum principal stress can generally be approximated by the stress tensor’s trace. This approximation converts the optimization into a linear program, which can be solved reasonably efficiently. To further accelerate the analysis, we predict regions likely to experience high stresses by analyzing the object’s vibrational modes and restrict the worst-case analysis to only these regions (as opposed to every element in the simulation mesh). The result is a pipeline allowing novice users to analyze the structural stability of their designs without needing to know ahead of time what forces might break it.

For several reasons, worst-case structural analysis is an even more essential design tool for the two-scale design approach we advocate. First, the microstructures we construct to emulate various macroscopic behaviors tend to concentrate stresses. Particularly for emulating soft, flexible materials, the structures end up quite fragile and tend to break under even small loads. Detecting and correcting these stress concentrations is essential. Second, because a robust, efficient design tool requires pre-computing a database of microstructures for the full range of achievable material properties (rather than attempting to design microstructures on-the-fly when the course-resolution optimization requests them), all microstructure design is performed before the specific use-case is known. The structures must perform well in all possible macroscopic designs in which they might be used, necessitating analysis of the worst case. Finally, there is a large degree of redundancy in our structure’s coverage of isotropic elastic properties: for each covered elasticity tensor, there is generally an entire space of structures achieving that tensor. Within this space, there is dramatic variation in pointwise stress behavior, meaning that incorporating worst-case stress consideration into the microstructure design tool can produce a collection of significantly more robust structures.
Fortunately, periodic homogenization happens to substantially simplify the worst-case stress analysis problem, to the point where it can be solved exactly at every element in the simulation mesh with negligible computational cost. Further, the simple formulation makes it straightforward to differentiate the worst-case stress with respect to perturbations of the shape, enabling shape optimization.

Chapter 5 applies this insight to design microstructures producing prescribed isotropic elasticity tensors while experiencing reduced peak stresses in the worst case. In order to ensure every design can be fabricated, we perform this optimization over a parametric design space (where fabrication constraints can be formulated as simple inequality constraints on the design variables) instead of using a traditional SIMP or level-set topology optimization algorithm. To obtain meaningful stress reduction and good coverage of macroscopic properties, the design space must be defined carefully. We start with the truss-like structures introduced in Chapter 3, but enrich the designs with additional parameters controlling the smoothness of the joints. This enriched space leads to a substantial increase in material property coverage over Chapter 3 (extending the lower bound of Poisson’s ratios from -0.16 down to -0.7 and the upper bound of relative Young’s moduli up from 0.1 to nearly 1) and achieves a typical stress reduction of $5 \times$. 

Chapter 5 uses implicit surface modeling to define the microstructure geometry, as such modeling techniques are well suited for defining smooth, organic structures. However, existing techniques for constructing smooth joints in the implicit surface modeling communities violate our fabrication constraints. One of the primary contributions of this work is a new shape blending operator that restricts where material is added during the joint smoothing process to ensure fabrication constraints are not violated.
Chapter 2

Background

This chapter provides a brief introduction to linear elasticity and periodic homogenization used throughout the thesis.

2.1 Linear Elasticity

We use linear elasticity to solve for the static equilibrium of solid objects—both macroscopic and microscopic—under prescribed forces and displacements. We provide a brief, informal derivation of linear elasticity and introduce notation.

The state of a deformed body is encoded by a displacement vector field, $\mathbf{u}$, defined over its original, undeformed configuration, $\Omega$ (so that each point $\mathbf{x} \in \Omega$ is moved to point $\mathbf{x}' = \mathbf{x} + \mathbf{u}(\mathbf{x})$ by the deformation). As the body deforms, its material at each point stretches and exerts restoring forces. To fully describe the stretch and resulting forces at a point requires two $3 \times 3$ matrices: the stress and strain tensors.
2.1.1 Strain Tensor

The quantity giving rise to internal restoring forces is the amount by which the deformation stretches or compresses an arbitrarily-oriented line segment between two infinitesimally spaced material points in $\Omega$. We describe this line segment by the tangent vector $v$ and note that the deformation stretches it into the new segment $(I + \nabla u) v \overset{\text{def}}{=} Fv$ in the deformed body, where $F$ is the Jacobian of the deformation map $x \mapsto x + u(x)$. We define a strain tensor to measure the change in length of this segment.

There are several different ways to measure strain for large deformations used in practice, each defining a corresponding strain tensor that can be computed from the deformation’s Jacobian $F$ (or its inverse) [34]. Since each strain tensor reduces to the same linear elasticity strain tensor for small deformations, we consider only the simplest: the Green-Lagrange strain.

We derive this tensor by computing (half) the change in the tangent vector’s squared length. Since the squared length after the deformation is $\|Fv\|^2 = v^T F^T F v$, this quantity can be written as a quadratic form:

$$\frac{1}{2} \left( \|Fv\|^2 - \|v\|^2 \right) = \frac{1}{2} v^T \left( F^T F - I \right) v = \frac{1}{2} v^T \left( \nabla u + \nabla u^T + \nabla u^T \nabla u \right) v.$$ 

The Green-Lagrange tensor is the matrix corresponding to this quadratic form, $\frac{1}{2}(\nabla u + \nabla u^T + \nabla u^T \nabla u)$, and thus encodes the change in length for every oriented infinitesimal line segment at a point in the undeformed body.

For small deformations, $\|\nabla u\| \ll 1$, and we can neglect the nonlinear term $\nabla u^T \nabla u$, arriving at the linear Cauchy strain tensor:

$$\varepsilon(u) \overset{\text{def}}{=} \frac{1}{2} \left( \nabla u + (\nabla u)^T \right).$$

This linear strain tensor is also referred to as the “symmetrized gradient” because it is...
the symmetric part of $\nabla \mathbf{u}$.

Symmetrization projects out the antisymmetric part $\frac{1}{2} (\nabla \mathbf{u} - (\nabla \mathbf{u})^T)$, which is the infinitesimal (linearized) rotation applied by the displacement $\mathbf{u}$. Consequently, the linear strain measure is approximately invariant to small rotations, which is desirable since rotations do not stretch the material. Unfortunately, large rotations are not filtered out properly by the symmetrization, leading to inaccurate behavior for large deformations, where rotations are interpreted as stretching the material. This is the price we pay for using the simple linear elasticity equations.

2.1.2 Stress Tensor

When the material at a point is strained, it applies internal forces to the surrounding material. Consider a plane through the point in question with normal $\mathbf{\hat{n}}$. The material on the positive side of this plane, $m^+$, will apply traction (force per unit area) $\tau(\mathbf{\hat{n}})$ to the material on material on the negative side, $m^-$. One can show that, for the net forces acting on an infinitesimal tetrahedron (“Cauchy’s tetrahedron”) to be finite, $\tau(\mathbf{\hat{n}})$ is actually a linear function. Thus $\tau$ can be expressed as a matrix: $\tau(\mathbf{\hat{n}}) \equiv \sigma \mathbf{\hat{n}}$. This matrix is the stress tensor.

Further, one can show that $\sigma$ must be symmetric in order for the torque on an infinitesimal cube of material to be finite. This means there are always three principal stresses (the eigenvalues) acting on planes with mutually orthogonal normals (the eigenvectors). The maximum eigenvalue, the “maximum principal stress,” will be used to establish failure criteria in Chapters 4 and 5.
2.1.3 Elasticity Tensor

For small deformations, the material’s response to strains is approximately linear. This is expressed by Hooke’s law:

\[ \sigma = C : \varepsilon(u), \]  

(2.1)

or in index notation (where repeated indices are summed over the range 0, 1, 2):

\[ \sigma_{ij} = C_{ijkl} [\varepsilon(u)]_{kl}. \]

Operation “:” is called double contraction; it is similar to matrix multiplication, but instead of summing over the single innermost index, it sums over the inner two indices.

Here, \( C \) is a rank-four tensor implementing the linear map from strain to stress, generalizing the 1D spring constant to 3D solids. This tensor fully encodes the body’s (linear) elastic material properties (which can vary from point to point). In Chapters 3 and 5, we design structures to achieve particular elasticity tensors in the sense of periodic homogenization, described in Section 2.3 below.

2.1.4 Static Equilibrium

Here, we derive the (linear elastostatic) equations solving for the deformation putting body \( \Omega \) in static equilibrium with the applied external loads.

Consider how internal and external forces must balance for a small internal portion of material, \( D \subset \Omega \), in static equilibrium. The material experiences a net internal force from the material surrounding it of:

\[ f_{\text{internal}} \overset{\text{def}}{=} \int_{\partial D} \sigma \hat{n} \, dA(x) = \int_D \nabla \cdot \sigma \, dx. \]
The second equality follows from Green’s theorem. The region also experiences some total external force, \( f_{\text{external}} \), and for force balance:

\[
 f_{\text{internal}} + f_{\text{external}} = 0
\]

If we assume \( f_{\text{external}} \) is distributed smoothly throughout the object, we can consider a small enough portion of material \( D \) that the force density (force per unit volume), \( f \), is essentially constant over \( D \): \( f_{\text{external}} \approx f |D| \) (where \( |D| \) is the region’s volume). Also, assuming stresses are sufficiently smooth, \( \nabla \cdot \sigma \) is also essentially constant over \( |D| \), so force balance looks like:

\[
 (\nabla \cdot \sigma)|D| + f|D| = 0 \implies -\nabla \cdot \sigma = f \text{ in } D.
\]

But, for \( D \) overlapping the boundary, we of course find that the external forces due to boundary tractions (force per unit area) are fundamentally different from \( f \): they not smooth, or even finite, when viewed as a volume force density. To see this, notice that we can shrink \( D \)’s volume to zero while keeping it overlapping the same boundary region \( \Gamma \defeq \partial D \cap \partial \Omega \) by making it arbitrarily skinny.

So to formulate the boundary force balance, it is difficult to work in terms of volume force densities in the interior; instead we directly consider tractions (area force densities) on \( \partial \Omega \). Recall that, by definition, the material inside \( \Omega \) pushes back on \( \Gamma \) with traction \(-\sigma \hat{n}\). So the net force acting on the surface is:

\[
 \int_{\Gamma} -\sigma \hat{n} \, dA(x) + f_{\text{external}} = 0.
\]

Note that \( f_{\text{external}} \) now has zero contribution from \( f \)—i.e. all forces measured in this equation live solely on the surface \( \Gamma \)—because we have shrunk \( |D| \) to zero.

Now, assuming \( f_{\text{external}} \) is spread smoothly over \( \Gamma \), for small enough \( \Gamma \) we have an
approximately constant force area density (traction) \( g = \frac{f_{\text{external}}}{|\Gamma|} \). Since \( \sigma \) is also assumed smooth over \( \Gamma \), the surface force balance can be rewritten as:

\[
-\sigma \hat{n}|\Gamma| + g|\Gamma| \implies \sigma \hat{n} = g \text{ on } \Gamma.
\]

Considering regions \( D \) around all points in the interior and on the boundary of \( \Omega \), we argue that for the whole body to be in static equilibrium the following must hold:

\[
\begin{align*}
-\nabla \cdot \sigma &= f \quad \text{in } \Omega \\
\sigma \hat{n} &= g \quad \text{on } \partial \Omega.
\end{align*}
\]  

Again, the units of the first equation are force per unit volume (divergence has units of inverse distance), and the units of the second equation are force per unit area. This equation can be expressed in terms of the unknown displacement field, \( u \), using Hooke’s law and the linear strain tensor:

\[
\begin{align*}
-\nabla \cdot C : (\nabla u + (\nabla u)^T) &= f \quad \text{in } \Omega \\
\hat{n} \cdot (\nabla u + (\nabla u)^T) &= g \quad \text{on } \partial \Omega.
\end{align*}
\]  

Finally, instead of specifying tractions on the full boundary (Neumann boundary conditions), we can directly specify the displacement on part or all of the boundary with a Dirichlet boundary condition. This condition will enforce the desired displacement by applying whatever traction necessary to the boundary region.

### 2.2 Right and Left Nullspace of Linear Elasticity

To formulate well-posed simulations, it is useful to know precisely the space of displacement fields inducing no internal forces in the material (the right nullspace), and precisely the space of force fields that cannot arise from elastic forces (the left nullspace).
2.2.1 Infinitesimally Rigid Motions

Because the displacement field only enters into (2.3) via the strain tensor strain tensor (which computes a derivative), obviously all global translations (spatially constant displacements) are in the nullspace. These are spanned by the 3 canonical basis vectors $e_i$.

However, as mentioned when deriving the linear strain tensor, symmetrization drops exactly the skew-symmetric part of $\nabla u$. This means that any displacement vector field with a skew symmetric Jacobian at every point is in the nullspace (and, assuming $C$ is positive definite, no other displacement fields are). The space of skew symmetric matrices is 3 dimensional, and it turns out that the integrability condition $\nabla \times \nabla u = 0$ (applying the curl to each row) requires the skew-symmetric component of $\nabla u$ to be globally constant. This proves the intuitively clear statement that symmetrizing $\nabla u$ expands the nullspace by exactly 3 dimensions corresponding to global infinitesimal rotations. We exhibit an explicit basis for these additional dimensions by noting:

$$
\varepsilon(e_l \times x) = \varepsilon(\delta_{lr} x_s \epsilon_{rst} e_l) = \frac{1}{2} \left( \frac{\partial x_s \epsilon_{lst} \delta_{ti}}{\partial x_j} + \frac{\partial x_s \epsilon_{lst} \delta_{tj}}{\partial x_i} \right) = \frac{1}{2} (\epsilon_{lj} + \epsilon_{lj}) = 0.
$$

Here we used the Levi-Civita symbol:

$$
\epsilon_{ijk} \overset{\text{def}}{=} \begin{cases} 
1 & \text{if } (i, j, k) \text{ is an even permutation of } (0, 1, 2), \\
-1 & \text{if } (i, j, k) \text{ is an odd permutation of } (0, 1, 2), \\
0 & \text{if any index is repeated,}
\end{cases}
$$

to express the cross product:

$$
a \times b = a_j b_j e_k \epsilon_{ijk},
$$

with implied summation over $i$, $j$, and $k$. The antisymmetry property $\epsilon_{lj} + \epsilon_{lj} = 0$ used above follows from the definition of $\epsilon$.
Hence, our explicit basis for the right nullspace of the linear elasticity operator comprises the vector fields:

\[ \{ e_0, e_1, e_2, e_0 \times x, e_1 \times x, e_2 \times x \} \].

(2.4)

2.2.2 Zero Net Force and Torque

Vector fields (2.4) also happen to form a basis for the left nullspace. This is not surprising, since taking an inner product of a force field, \( f \), with the forces arising from a stress field, \( \sigma \):

\[
\int_{\Omega} -f \cdot (\nabla \cdot \sigma) \, dx + \int_{\partial \Omega} f \cdot \sigma \hat{n} \, dA(x) = \int_{\Omega} \varepsilon(f) : \sigma \, dx,
\]

(using integration by parts (2.7)). So, for this inner product to vanish for arbitrary \( \sigma \), the symmetrized gradient of \( f \) must vanish, which was the condition leading to (2.4).

In this context, the first three basis fields show that the net internal force vanishes:

\[
\int_{\Omega} e_i \cdot (-\nabla \cdot \sigma) \, dx + \int_{\partial \Omega} e_i \cdot \sigma \hat{n} \, dA(x) = e_i \cdot \left( \int_{\Omega} -\nabla \cdot \sigma \, dx + \int_{\partial \Omega} \sigma \hat{n} \, dA(x) \right).
\]

(Vanishing net force could also be proved directly by applying divergence theorem to the right-hand side). The remaining three show that net torque vanishes:

\[-\int_{\Omega} (e_i \times x) \cdot (\nabla \cdot \sigma) \, dx + \int_{\partial \Omega} (e_i \times x) \cdot \sigma \hat{n} \, dA(x) = e_i \cdot \left( -\int_{\Omega} x \times \nabla \cdot \sigma \, dx + \int_{\partial \Omega} x \times \sigma \hat{n} \, dA(x) \right).\]

One could also directly show that net torque around the origin vanishes using an
integration by parts:

\[
\int \omega \frac{\partial \sigma_{jd}}{\partial x_d} \epsilon_{ijk} \, dx = -\int \omega \frac{\partial x_i}{\partial x_d} \sigma_{jd} \epsilon_{ijk} \, dx + \int_{\partial \omega} n_d x_i \sigma_{jd} \epsilon_{ijk} \, dA(x)
\]

\[
= -\int \omega \sigma_{jd} \epsilon_{ijk} \, dx + \int_{\partial \omega} n_d x_i \sigma_{jd} \epsilon_{ijk} \, dA(x),
\]

where the canceled integrand vanishes because a symmetric tensor (\(\sigma\)) is double-contracted with an antisymmetric tensor (\(\epsilon\)). Interpreting this identity in index-free notation, we see that net torque vanishes:

\[
\int \Omega \mathbf{x} \times \nabla \cdot \sigma \, dx = \int_{\partial \Omega} \mathbf{x} \times \sigma \mathbf{n} \, dA(x).
\]

2.2.3 No Rigid Motion Constraint

We can use the nullspace bases above to formulate no-rigid-motion and no-net-force constraints. By setting equal to zero the inner product of displacement field \(\mathbf{u}\) with each basis field from (2.4), we find:

\[
\int_{\Omega} \mathbf{u} \, dx = 0, \quad \int_{\Omega} \mathbf{u} \times \mathbf{x} \, dx = 0.
\]  

(2.5)

Likewise, by taking the inner product of the basis with loads \(f\) and \(g\), we obtain the no net force/torque constraints:

\[
\int_{\Omega} f \, dx + \int_{\partial \Omega} g \, dA(x) = 0, \quad \int_{\Omega} f \times \mathbf{x} \, dx + \int_{\partial \Omega} g \times \mathbf{x} \, dA(x) = 0.
\]  

(2.6)

If the no-rigid-motion constraint (2.5) is applied to the simulation, then the Lagrange multipliers for this constraint apply an additional force to counter whatever net force/torque arise from the explicitly applied forces.

For the worst-case stress problem in Chapter 4 (formulated with no-rigid-motion
constraints), it will therefore be essential to additionally require forces to satisfy (2.6) to prevent additional “ghost” Lagrange multiplier forces not accounted for in the force budget (and violating the model of user interaction which only permits inward surface forces).

### 2.2.4 An Integration by Parts Formula

We derive a useful integration by parts formula for linear elasticity that “moves the strain operator off of” an arbitrary vector field \( \phi \):

\[
\int_{\Omega} \varepsilon(\phi) : \sigma \, d\mathbf{x} = \int_{\Omega} \frac{\partial \phi_i}{\partial x_j} \sigma_{ij} \, d\mathbf{x} \\
= \int_{\Omega} \frac{\partial}{\partial x_j} \left( \phi_i \sigma_{ij} \right) - \frac{\partial \sigma_{ij}}{\partial x_j} \phi_i \, d\mathbf{x} \\
= \int_{\partial \Omega} \phi_i \sigma_{ij} n_j \, dA(x) - \int_{\Omega} \phi_i \sigma_{ij} \, d\mathbf{x} \\
= \int_{\partial \Omega} \phi \cdot \sigma \hat{n} \, dA(x) - \int_{\Omega} \phi \cdot \left( \nabla \cdot \sigma \right) \, d\mathbf{x}. \tag{2.7}
\]

The first step uses the symmetry of \( \sigma \) to drop the explicit symmetrization of \( \phi \)’s gradient, the second applies the product rule, the third applies the divergence theorem, and the last reinterprets the result in index-free notation.
2.3 Periodic Homogenization for Linear Elasticity

Figure 2.1: Base cell geometry \( \omega \) is tiled with period \( \epsilon \) throughout \( \Omega \) to obtain a porous, microstructured object \( \Omega^\epsilon \). As \( \epsilon \to 0 \), \( \Omega^\epsilon \) behaves identically to a solid version of \( \Omega \) filled with “homogenized” material \( C^H \).

In solid mechanics, we model objects as continua. That is, we assume that an object is of large enough size that we needn’t consider its individual molecules and their interactions. We instead capture the effect of all these micro-scale interactions using a constitutive relation, like Hooke’s law (2.1), describing how much force is required to stretch an infinitesimal piece of the object.

But what if the object is porous or a fine-scale composite of multiple materials? Can we apply the same assumptions at a larger length scale to still model the object as a solid, homogeneous continuum? It turns out that we can, and homogenization theory gives a rigorously justified method to do it.

This thesis employs periodic homogenization to determine the effective elastic material properties of a periodic microstructure when printed using a single material printer.
2.3.1 Periodic Homogenization

Our goal is to find the homogenized elasticity tensor $C^H$, which represents the effective properties of the microstructure when it is fabricated at a small enough scale, $\epsilon$. That is, if we fabricate a solid version of $\Omega$ with material $C^H$, it will deform identically to microstructured object $\Omega^\epsilon$ for small enough $\epsilon$ (Figure 2.1).

One might ask: why not just spatially average the elasticity tensor over the microstructure period cell? But it is clear even from the 1D case why this does not give the correct answer: consider two equal-length springs connected in series with very different spring constants $k_1 \ll k_2$. The spatial averaging approach would claim that the coupled spring’s effective spring constant is $\frac{1}{2}(k_1 + k_2)$. However, the combined springs are much less stiff than this; the true effective stiffness is the harmonic mean of $k_1$ and $k_2$, much closer to $k_1$ than to the average. In the limiting case $k_1 \to 0$, it is intuitively obvious that the full system’s stiffness should also approach 0.

Framework

The homogenization process is simplified by considering periodic microstructures. This means that our microstructured object, $\Omega^\epsilon$, is determined by tiling $\Omega$ with the geometry $\omega$ contained in period cell $Y$. Parameter $\epsilon$ determines the scaled-down size of cell $Y$, so the smaller $\epsilon$ becomes, the more repetitions of $\omega$ are fit into $\Omega$, and the closer we get to a homogeneous material (in theory).

We formalize the tiling process as follows. We define an infinite tiling of the period cell $Y$, with the microscopic variable $y$ specifying locations in this grid. The material properties of the tiled microstructure at each point $y$ then define a periodic function $C(y)$, with period in each coordinate direction given by the dimensions of $Y$. At a given length
scale, $\epsilon$, we define the material properties a point $x \in \Omega^\epsilon$ by evaluating this periodic function $C$ at location $y = x/\epsilon$.

For our application, fabricating single-material porous objects rather than composites, the periodic, spatially-varying elasticity tensor is given by:

$$C(y) = \begin{cases} 
C_{\text{base}} & \text{if } (y \mod |Y|) \in \omega \\
0 & \text{otherwise} 
\end{cases}, \quad (2.8)$$

where $C_{\text{base}}$ is the printing material.

**Static Equilibria**

We express the static equilibrium conditions (from (2.3)) for both the microstructured object $\Omega^\epsilon$ and the “homogenized” solid object $\Omega$:

$$\begin{align*}
-\nabla \cdot C \left( \frac{x}{\epsilon} \right) : \varepsilon(u^\epsilon) &= f \quad \text{in } \Omega \\
\hat{n} \cdot C \left( \frac{x}{\epsilon} \right) : \varepsilon(u^\epsilon) &= g \quad \text{on } \partial \Omega
\end{align*}$$

Static equilibrium for $\Omega^\epsilon$

$$\begin{align*}
-\nabla \cdot C^H : \varepsilon(\bar{u}) &= f \quad \text{in } \Omega \\
\hat{n} \cdot C^H : \varepsilon(\bar{u}) &= g \quad \text{on } \partial \Omega
\end{align*}$$

Static equilibrium for $\Omega$

(2.9)

Our goal is to determine the spatially-constant elasticity tensor $C^H$ such that $\bar{u}$ found on the right matches $u^\epsilon$ (after its high-frequency components are filtered out) in the limit $\epsilon \to 0$ for any smooth loads $f$ and $g$.

**Heuristic Derivation**

The microstructured object’s equilibrium displacement $u^\epsilon$ has a high frequency periodic component that, as period $\epsilon \to 0$, averages out to $\bar{u}$. So $\bar{u}(x)$ can be thought of as the average displacement over the infinitesimal base cell $Y$ at point $x$. Likewise, $\varepsilon(\bar{u})$ is the average strain in the cell. For the object to be in equilibrium, (2.9, right) should
represent a balance of the average forces over the cell, meaning $C^H : \varepsilon(\bar{u})$ should be the average stress tensor. That gives the following intuitive interpretation of $C^H$: it maps the average strain applied at a point to the average stress resulting within the microstructure geometry.

Thus, applying $C^H$ to $\varepsilon(\bar{u})$ is equivalent to simulating the microstructure’s deformation under that average strain and averaging its stress. We formulate this simulation inside a single base cell $Y$ by assuming that the displacement consists of a linear term (with constant strain $\varepsilon(\bar{u})$) plus a $Y$-periodic “microscopic fluctuation” term, $w$ (with zero average strain by periodicity). This assumption is reasonable because, by the translational symmetry of an infinite tiling, every cell will deform identically (i.e. the strain field will be periodic). Now we simply solve for the particular fluctuation displacement, $w$, putting the tiled structure in equilibrium:

$$ - \nabla \cdot \left( C(y) : [\varepsilon(w(y)) + \varepsilon(\bar{u})] \right) = 0 \text{ in } Y, $$

where $y$ is the microscopic variable (the coordinate in $Y$). Then the average stress is $C^H : \varepsilon(u) = \frac{1}{|Y|} \int_Y C : [\varepsilon(w) + \varepsilon(u)] \, dy$.

We can extract the components of $C^H$ by applying it to the six canonical symmetric rank 2 basis tensors, $e^{kl} := \frac{1}{2} (e_k \otimes e_l + e_l \otimes e_k)$. Each application amounts to solving the cell problem:

$$ - \nabla \cdot \left( C^{\text{base}}_{kl} : [\varepsilon(w^{kl}) + e^{kl}] \right) = 0 \text{ in } \omega, $$

$$ \hat{n} \cdot \left( C^{\text{base}}_{kl} : [\varepsilon(w^{kl}) + e^{kl}] \right) = 0 \text{ on } \partial \omega \setminus \partial Y, $$

$$ w^{kl} \text{ } Y\text{-periodic,} $$

$$ \int_{\omega} w^{kl} \, dy = 0, $$

where we rephrased the microscopic force balance as a PDE over $\omega$ with constant coef-
ficients using (2.8). The last constraint in (2.11) eliminates the rigid translation degrees of freedom that still remain after enforcing $Y$-periodicity.

Intuitively, solving these six equations corresponds to probing the base cell with six constant strain stretches to determine how the microstructure reacts.

The homogenized elasticity tensor components are finally just the average over $Y$ of the stress components corresponding to $e^{kl}$:

$$C^{H}_{ijkl} = \frac{1}{|Y|} \int_{\omega} C^{\text{base}}_{ijpq} [\varepsilon(w^{kl}) + e^{kl}]_{pq} \, dy. \quad (2.12)$$

It is worth noting that $C^{H}$ does not depend at all on the macroscopic details (shape $\Omega$, or force terms $f$ and $g$).

**Derivation by Asymptotic Expansion**

We now give the standard, more rigorous derivation by a two-scale asymptotic expansion (though this approach is still heuristic since we must assume the existence of such an expansion). The derivation here follows roughly that in [2] with some clarifications and added intuition.

This two-scale approach is motivated by inspecting the deformation of a periodically tiled object, noticing the emergence of behavior at two distinct length scales (Figure 2.2). There is a high-frequency fluctuation—at the same scale as the microstructure—superimposed atop a smooth deformation. The two-scale approach will allow us to determine the smooth “macroscopic” behavior as $\epsilon \to 0$. It begins with us guessing that the equilibrium displacement for a small $\epsilon$ can written as an asymptotic expansion:

$$u^{\epsilon}(x) = \sum_{p=0}^{\infty} \epsilon^p u_p \left( x, \frac{x}{\epsilon} \right),$$
Figure 2.2: Separation of macroscopic and microscopic length scales: notice that the deformation appears smooth (left), but when we zoom in closely, we see a periodic fluctuation in the displacement field. The original, undeformed object was a square, and a uniform compression was applied to its top and bottom edges; if it weren’t for the microstructure, the square would contract uniformly in the vertical direction (an isotropic material with Poisson’s ratio 0 was used).

with \( u_p(x, y) \) constrained to be \( Y \)-periodic in \( y \). Each function \( u_p \) distinctly separates its spatial dependence at the macroscopic and microscopic length scales. The periodicity constraint formalizes our intuition that the fluctuations are periodic (from Figure 2.2).

We plug this guess into the force balance equation (2.9) and equate coefficients of \( \epsilon^p \) on the left- and right-hand sides. We use the chain rule to compute:

\[
\frac{d u_p}{d x_j} = \frac{\partial u_p}{\partial x_j} + \frac{1}{\epsilon} \frac{\partial u_p}{\partial y_j}.
\]

Letting \( \nabla_x \) and \( \nabla_y \) be the vectors of partial differentiation operators with respect to the macroscopic and microscopic variables respectively, the force balance equation becomes:

\[
- \sum_{p=0}^{\infty} \epsilon^p \left( \nabla_x + \frac{1}{\epsilon} \nabla_y \right) : \left[ C(y) : \left( \frac{\epsilon_x(u_p)}{\epsilon} + \frac{1}{\epsilon} \frac{\epsilon_y(u_p)}{\epsilon_y} \right) \right] = f(x) \quad \text{in} \ \Omega,
\]

where \( \epsilon_x(u) = \frac{1}{2} (\nabla_x u + (\nabla_x u)^T) \) and \( \epsilon_y(u) = \frac{1}{2} (\nabla_y u + (\nabla_y u)^T) \) are the microscopic
and macroscopic strain operators, respectively. Expanding, we find:

\[- \sum_{p=0}^{\infty} \left( \epsilon^p \nabla_x \cdot [C(y) : \varepsilon_x(u_p)] + \epsilon^{p-1} (\nabla_x \cdot [C(y) : \varepsilon_y(u_p)] + \nabla_y \cdot [C(y) : \varepsilon_x(u_p)]) + \epsilon^{p-2} \nabla_y \cdot [C(y) : \varepsilon_y(u_p)] \right) = f(x),\]

and by equating powers of \( \epsilon \), one obtains an infinite system of equations.

As one might suspect, \( u_0 \) ends up being the macroscopic displacement, and we derive the periodic homogenization equations by considering only the equations in which it appears. These are just the three lowest order equations:

\[
\begin{align*}
\epsilon^{-2} : & \quad - \nabla_y \cdot [C : \varepsilon_y(u_0)] = 0 \\
\epsilon^{-1} : & \quad - \nabla_y \cdot [C : \varepsilon_y(u_1)] - \nabla_x \cdot [C : \varepsilon_y(u_0)] - \nabla_y \cdot [C : \varepsilon_x(u_0)] = 0 \\
\epsilon^0 : & \quad - \nabla_y \cdot [C : \varepsilon_y(u_2)] - \nabla_x \cdot [C : \varepsilon_y(u_1)] - \nabla_y \cdot [C : \varepsilon_x(u_1)] - \nabla_x \cdot [C : \varepsilon_x(u_0)] = f(x).
\end{align*}
\]

We notice immediately that a function of the form \( u_0(x, y) = u(x) \) (independent of \( y \)) satisfies (2.13). The Fredholm alternative proves this solution is unique [2, Lemma 2.3.21], but this is intuitive: (2.13) is a force balance equation for \( u_0 \) in each instance of the periodic cell (i.e., at each point \( x \)). The periodicity requirement pins down the (infinitesimal) rotational degrees of freedom of \( u_0 \), and all that remains is the translational degree of freedom: a function \( u(x) \) independent of \( y \). This \( u(x) \) ends up being the macroscopic displacement, as we will soon see.

Plugging in \( u_0 = u(x) \) simplifies (2.14) to:

\[- \nabla_y \cdot (C(y) : [\varepsilon_y(u_1) + \varepsilon_x(u)]) = 0,\]
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where we used linearity to collect the strain terms. For fixed \( u \), this equation yields a unique solution for \( u_1(x, y) \) at each point \( x \) up to a constant. Notice also that it is linear in \( \varepsilon_x(u) \), so if we find \( u_1 \) for each of 6 sample \( u \)'s carefully chosen to have (macroscopic) strains spanning the 6-dimensional space of strain tensors, then we can find \( u_1 \) for any \( u \) by superposition. Notice that this equation is identical to (2.10), solving for the microscopic fluctuation placing the structure in static equilibrium under constant strain \( \varepsilon(u) \).

Finally, we consider the \( \varepsilon^0 \) equation:

\[
-\nabla_y \cdot \left( C(y) : \left[ \varepsilon_y(u_2) + \varepsilon_x(u_1) \right] \right) = \nabla_x \cdot \left( C(y) : \left[ \varepsilon_y(u_1) + \varepsilon_x(u) \right] \right) + f
\]

Integrating both sides of this equation over \( Y \) and applying the divergence theorem on the left:

\[
-\int_{\partial Y} \left( C(y) : \left[ \varepsilon_y(u_2) + \varepsilon_x(u_1) \right] \right) \hat{n} dA(y) = \int_{Y} \nabla_x \cdot \left( C(y) : \left[ \varepsilon_y(u_1) + \varepsilon_x(u) \right] \right) + f \, dy
\]

Periodicity of \( C(y) : \left[ \varepsilon_y(u_2) + \varepsilon_x(u_1) \right] \) \((C, u_1, \text{and } u_2 \text{ are periodic in } y)\) means that the left-hand side is 0. Thus, for this equation to have a solution, we must have:

\[
0 = \int_{Y} \nabla_x \cdot \left( C(y) : \left[ \varepsilon_y(u_1) + \varepsilon_x(u) \right] \right) + f \, dy
\]

Exchanging the \( x \) divergence with the \( y \) integration, and pulling out \( f \) (constant wrt. \( y \)) this equation becomes:

\[
- \nabla_x \cdot \left( \int_{Y} C(y) : \left[ \varepsilon_y(u_1) + \varepsilon_x(u) \right] dy \right) = |Y| f \quad (2.17)
\]

This is beginning to look like simply another force balance equation! Recall that \( u_1 \), up to a constant, depends linearly on \( \varepsilon_x(u) \) (see (2.16)), meaning that \( \varepsilon_y(u_1) + \varepsilon_x(u) \) is a linear function of \( \varepsilon_x(u) \). We can express this relationship with a rank 4 tensor \( G \) that
maps macroscopic strain to microscopic strain at \( y \). This allows us to simplify:

\[
C(y) : [\varepsilon_y(u_1) + \varepsilon_x(u)] = C(y) : G(y) : \varepsilon_x(u)
\]  

(2.18)

Using this in (2.17) and pulling \( \varepsilon_x(u) \) (constant wrt. \( y \)) outside the integral, we arrive at:

\[
-\nabla_x \cdot \left( \frac{1}{|Y|} \int_Y C(y) : G(y) \, dy : \varepsilon_x(u) \right) = f.
\]

Setting \( C^H = \frac{1}{|Y|} \int_Y C(y) : G(y) \, dy \), we finally obtain our homogenized force balance equation:

\[
-\nabla_x \cdot [C^H : \varepsilon_x(u)] = f \quad \text{in } \Omega,
\]

agreeing with (2.9).

**Cell Problems**

All that remains is to use (2.16) to determine rank 4 tensor \( G \) appearing in \( C^H \). First we introduce the canonical basis for symmetric rank 2 tensors:

\[
e^{ij} = \frac{1}{2} (e_i \otimes e_j + e_j \otimes e_i).
\]

Then we can trivially expand the macroscopic strain at any point in this basis:

\[
\varepsilon_x(u) = e^{kl} [\varepsilon_x(u)]_{kl}
\]

We now take advantage of linearity to state that if \( Y \)-periodic \( w^{kl}(y) \) solves (2.16) for \( \varepsilon_x(u) = e^{kl} \):

\[
-\nabla_y \cdot (C(y) : [\varepsilon_y(w^{kl}) + e^{kl}]) = 0,
\]

(2.19)
then \( u_1 = w^{kl} [\varepsilon_x(u)]_{kl} \) is a solution to (2.16) for arbitrary \( u \):

\[
-\nabla_y \cdot \left( C(y) : [\varepsilon_y(u_1) + \varepsilon_x(u)] \right) = \left( -\nabla_y \cdot (C(y) : [\varepsilon_y(w^{kl}) + e^{kl}]) \right)[\varepsilon_x(u)]_{kl} = 0.
\]

Since this solution \( u_1 \) is unique up to a constant wrt. \( y \), we know

\[
\varepsilon_y(u_1) = \varepsilon_y(w^{kl})[\varepsilon_x(u)]_{kl},
\]

which in turn means that macro-to-micro tensor \( G_{ijkl}(y) = [\varepsilon_y(w^{kl}) + e^{kl}]_{ij} \). Plugging this into the equation for the homogenized elasticity coefficients, we get in index notation:

\[
C^{H}_{ijkl} = \frac{1}{|Y|} \int_Y C_{ijpq}(y)G_{pqkl}(y) \, dy = \frac{1}{|Y|} \int_Y C_{ijpq}(y)[\varepsilon_y(w^{kl}) + e^{kl}]_{pq}(y) \, dy. \tag{2.20}
\]

Thus, once we know each \( w^{ij} \), we can compute the homogenized elasticity tensor with a simple integration over the base cell. We find these by solving the 6 cell problems:

\[
-\nabla_y \cdot (C(y) : [\varepsilon_y(w^{ij}) + e^{ij}]) = 0 \quad \text{in } Y
\]

\[
\begin{align*}
w^{ij}(y) & \quad \text{Y-periodic} \\
\int_\omega w^{ij}(y) \, dy &= 0,
\end{align*}
\tag{2.21}
\]

one for each canonical basis tensor, \( e^{ij} \). The last constraint pins down the remaining translational degree of freedom; since we only care about strain \( \varepsilon_y(w^{ij}) \), we can arbitrarily choose to enforce an average displacement of 0 over the microstructure geometry.

Writing (2.21), (2.20) in terms of \( \omega \) using the fact elasticity tensor \( C(y) \) vanishes outside \( \omega \) for our solid-void microstructures, we arrive at the formulas we derived intuitively (2.11), (2.12).
2.3.2 Homogenized Tensor’s Energy Form

From here on, we drop the \( y \) subscripts, as only microscopic variables remain. The homogenized elasticity tensor can be written in the following “energy-like” form, which turns out to be easier to differentiate:

\[
C_{ijkl}^H = \frac{1}{|Y|} \int_\omega (\varepsilon(w_{ij}) + \epsilon_{ij}^*) : (\varepsilon(w_{kl}) + \epsilon_{kl}^*) \, dy.
\]  
(2.22)

This means that when we use the homogenized elasticity tensor to compute the elastic energy density stored at point \( \mathbf{x} \) by some macroscopic strain \( \bar{\varepsilon} \):

\[
\bar{\varepsilon} : C_{ijkl}^H : \bar{\varepsilon} = \frac{1}{|Y|} \int_\omega \bar{\varepsilon}_{ij}(\varepsilon(w_{ij}) + \epsilon_{ij}^*) : (\varepsilon(w_{kl}) + \epsilon_{kl}^*) \bar{\varepsilon}_{kl} \, dy,
\]
what we get is the average energy density stored by the true microscopic deformation.

To prove (2.22), we notice that the weak form of cell problem \( kl \) is:

\[
\int_\omega \varepsilon(\phi) : C^{\text{base}} : [\varepsilon(w_{kl}) + \epsilon_{kl}^*] \, dy = 0 \quad \forall \phi,
\]  
(2.23)

(constraining the trial/test functions to be periodic with zero mean). Since \( w_{ij} \) is in the space of (trial and) test functions, the \( \varepsilon(w_{ij}) \) term of (2.22) right-hand side vanishes, leaving:

\[
\frac{1}{|Y|} \int_\omega (\epsilon_{ij}^* : C^{\text{base}} : (\varepsilon(w_{kl}) + \epsilon_{kl}^*) \, dy = \left[ \frac{1}{|Y|} \int_\omega C^{\text{base}} : (\varepsilon(w_{kl}) + \epsilon_{kl}^*) \, dy \right]_{ij} = C_{ijkl}^H.
\]
Chapter 3

Printable Microstructure Design for Isotropic Elastic Properties

This chapter, based on publication [75], introduces a method to design 3D printable microstructures emulating isotropic material properties and implements a design pipeline employing them to achieve deformation goals in macroscopic objects. This project was joint work with Qingnan Zhou, Luigi Malomo, Nico Pietroni, Paolo Cignoni, and Denis Zorin. I contributed the periodic homogenization and shape optimization parts, as well as the finite element library used throughout. I also generalized and implemented the material optimization algorithm (originally proposed by Qingnan Zhou).

Section 3.8 on material optimization has been expanded in this thesis, discussing the problem in a more general setting and proving the convergence of a local-global material optimization closely related to the original algorithm we proposed in [75].
Figure 3.1: Six basic elastic textures are used to obtain a large range of homogenized isotropic material properties. A $3 \times 3 \times 1$ tiling of each pattern is shown, along with rendered (left) and fabricated (right) cell geometry below. The naming convention is explained in Section 3.4.

This work introduces *elastic textures*: a set of parametric, tileable, printable, cubic patterns achieving a broad range of isotropic elastic material properties. The softest pattern is over a thousand times softer than the stiffest, and the Poisson’s ratios range from below zero to nearly 0.5. Using a combinatorial search over topologies followed by shape optimization, we explore a wide space of truss-like, symmetric 3D patterns to obtain a small family. This pattern family can be printed without internal support structure on a single-material 3D printer and can be used to fabricate objects with prescribed mechanical behavior. The family can be extended easily to create anisotropic patterns with target orthotropic properties. We demonstrate that our elastic textures are able to achieve a user-supplied varying material property distribution. We also present a material optimization algorithm to choose material properties at each point within an object to best fit a target deformation under a prescribed scenario. We show that, by fabricating these spatially varying materials with elastic textures, the desired behavior is achieved.
3.1 Introduction

Rapid advances in the accessibility of additive fabrication has a significant impact on how manufacturable geometric models are constructed. A key distinctive feature of common additive fabrication technologies is that the cost and time of production is practically uncorrelated with structural complexity: in fact, a complex structure using less material may be both cheaper and faster to produce.

Complex structures, aside from potentially reducing costs, open up many new possibilities, in particular for manufacturing deformable objects. By varying a small-scale structure, one can adjust a variety of material properties, from elasticity to permeability. Importantly, these properties can be varied nearly continuously over the object, something that is not commonly done in traditional processes. As it was observed in prior work, this opens up many new possibilities for object behavior.

Small-scale structures present a set of new design challenges: in all but the simplest cases, these are hard or impossible to design by hand to meet specific goals. At the same time, computational optimization of fine-scale variable structure over a whole object, even of moderate size, can easily result in numerically difficult topology and shape optimization problems with millions of variables.

In this paper, we describe elastic volumetric textures, a library of tileable parameterized 3D small-scale structures that can be used to control the elastic material properties of an object. Applying such textures to a hex mesh with target material properties specified per element is similar to using dithering to achieve a continuous variation of brightness or color.

In a sense, almost all material properties owe themselves to small-scale structures at the molecular or crystal level, and a large body of work in nanoscience aims to control material properties precisely by structure design. These works must accommodate constraints imposed by the specific properties of the elements and molecules used, the need
for self-assembly, and other considerations.

Our focus is on larger-scale structures, which can be manufactured using existing 3D printing technology. With feature sizes at the scale of 10µm-100µm, these are well described by conventional elasticity theory. While this type of structure was also extensively studied, typically this was in the context of a specific problem, such as optimizing strength for a given material volume fraction. Our goal is to maximize the range of effective material properties that can be obtained using a single material by varying the structure.

We consider variable-thickness truss-like structures—i.e. structures composed of connected bars—as these cover a considerable range of properties on the one hand, and on the other hand, allow us to work with a relatively small number of parameters. We present a method for building a dictionary of structures that cover a large space of material properties. These structures are tileable, which makes it possible to vary material properties across an object, and printable.

We demonstrate that elastic volumetric textures allow one to control the deformation behavior of objects, either by painting material properties directly or by a two-stage shape optimization procedure, involving solving for variable continuous properties then approximating them using our texture dictionary. We validate our results by measuring samples for different choices of parameters and topologies and by demonstrating the deformation behavior of objects fabricated with spatially varying structures.

3.2 Related Work

Microstructure design and optimization. There is a huge literature on theoretical studies of effective moduli of composites (our periodic structures are an extreme example of a composite combining a material with void). Recent monographs include [29, 68,
Much of the literature focuses on identifying microstructures with extremal effective behavior, i.e., with effective elasticity properties at the boundary of the achievable zone for a given class of composites [3, 26, 68]. Many classes of extremal structures were described (see, e.g., [23]), however most of these classes—e.g. sequentially laminated microstructures [9] and microstructures based on inclusions [38, 64]—are either difficult or impossible to manufacture at this time. Interchangeable composites and other structures were found that maximize simultaneously, e.g., the bulk modulus and permeability [40] or electrical conductance [102, 103, 101], but these designs are of limited use for tailoring elastic behavior.

The closest work to ours is [93], which constructs truss microstructures with prescribed elasticity tensors. It starts with a full “ground structure” containing about 2000 candidate members, then optimizes the members’ thicknesses but not offsets to obtain a microstructure period cell whose homogenized properties (computed using a truss model) match the desired properties. Neither tileability of structures for different parameters nor printability can be guaranteed. We discuss the differences in greater detail at the end of Section 3.4. Further exploration of periodic structures of this type was done more recently in [27], comparing different methods for optimizing these structures.

A number of microstructures were obtained using various types of topology optimization, which was originally designed for global structure optimization. In the case of microstructure design, these methods look for a periodic structure minimizing, e.g., compliance for a fixed total volume fraction. The result is normally a single-scale structure, with scale controlled by the resolution of the simulation grid or other types of regularization. Important methods proposed for solving these problems include solid isotropic material with penalization (SIMP) and rational approximation of material properties (RAMP) [14, 15, 73]. [83] demonstrated design of isotropic materials maximizing bulk modulus.

Topology optimization offers more flexibility in the choice of structure, but it requires
a relatively expensive optimization for each specific problem. The ability to undergo topological transitions under continuous parameter changes is both a strength, as it allows exploration of a broader space of structures, and a weakness, as it considerably complicates design of parametric families satisfying printability and tileability constraints, which motivates our approach.

**Microstructure fabrication.** Several groups focusing on additive fabrication have recently obtained encouraging results. In particular, materials previously thought to be unmanufacturable were produced and behave as expected. Notably, the work of Hollister and collaborators [62, 61, 47, 51] in the context of bone scaffold design and fusion cage design demonstrated the use of optimized microstructures. The possibility of manufacturing auxetic (negative Poisson’s ratio) materials was demonstrated in [39], and in [89, 22, 7].

The idea of fabricating tileable structures with varying properties also appears in [46] in which the authors discuss “digital materials,” as composed of a set of discrete voxels with predefined shapes that can be connected. Similarly, a building-block based approach was also used in the context of bio-printing [69], where the authors use spheroids of living materials with evolving and controllable composition, varying material and biological properties in time.

**Compliant mechanisms.** The material optimization method that we present solves a similar problem to that of compliant mechanism design. [15] reviews several existing approaches to designing mechanisms that maximize mechanical advantage/output deflection or tune an output displacement to a particular path. These approaches have little control over the resulting structure’s macroscopic shape, whereas tuning deformation behavior using our microstructure approach creates a “mechanism” that still looks like the input shape.
**Fabrication and computer graphics.** A broad variety of fabrication-related work has been done in the computer graphics community. Several techniques have been proposed to design paper craft objects [70], plush objects [71], and objects made of interlocking planar slices [28, 87, 45]. Other techniques use geometric techniques to change surface appearance by synthesizing surface microgeometry [108] or changing the shape to generate custom target caustics [88].

Another close work to ours, [17], introduces an optimization process to find the best combination of stacked layers to satisfy an input deformation, enabling fabrication of objects with complex heterogeneous materials using multi-material 3D printers. Our work can be viewed as complementary, focusing on the design of structures that can be, e.g., used as a part of deformation behavior design; our material optimization method provides an alternative to the method in that paper. In [94], multi-material printing and discrete material optimization is used in a similar way on complex characters to achieve desired deformations with actuation. Our elastic textures can be viewed as a tool for solving this type of problem. Our structures also can be employed in systems like [25] and [107].

**Homogenization.** A central tool in our work, homogenization was used in graphics for reducing complexity of physical models in [52], finding the constitutive parameters of a low resolution discretization that best approximates the behavior of the original higher complexity material. The periodic homogenization method that we use is based on the one described in [3].

### 3.3 Overview and Main Results

In this section, we describe our overall approach, visualized in Figure 3.2, and a specific set of patterns that we have obtained.
Figure 3.2: Overview of elastic texture generation and use.

**Problem.** The general problem we solve can be formulated as follows: *for each tensor \( C \) from a given range of elasticity tensors, and an isotropic base material with Young’s modulus \( E^b \) and Poisson’s ratio \( \nu^b \), find a structure made out of the base material in a unit cubic cell, such that if the cell is infinitely tiled in space, the resulting homogeneous material has elasticity tensor \( C \).*

As discussed in the introduction, we aim to construct a family of patterns that are printable and tileable to enable creation of variable material properties.

Printability is heavily dependent on the choice of technology. We focus on printability criteria related to stereolithography, the most accurate 3D printing method available at this time, but our approach can be easily modified to handle other technologies.

As the printing process proceeds layer-by-layer, we assume that the structure is defined with respect to a fixed coordinate system \( X, Y, \) and \( Z \) aligned with the printer, with \( Z \) being vertical. The (idealized) printability criteria that we use are:

1. There are no enclosed voids.
2. For any point of the structure, the extent covered by the structure in the \( X, Y, \) and \( Z \) directions from the point are above a printability threshold \( d_{\text{min}} \).
3. Every point of the pattern is supported: for every \( XY \) slice, all connected compo-
nents of the slice have at least one point connected to lower points in the structure by a segment contained in the structure. While this condition does not prevent long horizontal bars supported at single points, which can be difficult to print, we have found it sufficient in practice for pattern sizes up to 10mm and a $d_{\text{min}}$ of 0.3mm.

We also make our primary goal to generate periodic structures with isotropic homogenized properties. Such patterns have the elasticity tensor $C$ defined by two parameters, Young’s modulus $E$ and Poisson’s ratio $\nu$, and its inverse, compliance tensor $S$, has the (Voigt notation) form

$$S = \frac{1}{E} \begin{pmatrix} 1 -\nu & -\nu & 0 & 0 & 0 \\ -\nu & 1 -\nu & 0 & 0 & 0 \\ -\nu & -\nu & 1 & 0 & 0 \\ 0 & 0 & 0 & 2(1 + \nu) & 0 \\ 0 & 0 & 0 & 0 & 2(1 + \nu) \end{pmatrix} \tag{3.1}$$

Expressing in terms of the shear modulus, $G = E/(2(1 + \nu))$, the last three diagonal terms of $S$ are simply $1/G$.

While for many tasks anisotropic materials are either sufficient or preferable, periodic structures with isotropic homogenized properties are easiest to use, as cell orientation is decoupled from material properties. In addition, once an isotropic starting point is obtained, it is easy to obtain a controlled anisotropic behavior.

Searching the space of all possible structures in a cell, even at a finite resolution, is an impossible task. Instead, we choose a space of structures with a limited but sufficiently large set of parameters, that can be optimized to achieve specific material properties.

**Truss-like structures.** We focus on truss-like structures (patterns) as shown in Figure 3.1, consisting of bars of different thicknesses connecting a set of nodes in the cell.
Unlike real truss structures, the connections between bars are not pin joints, and flexural rigidity at the nodes plays a major role.

This particular space of structures is motivated by several considerations. First, the space is known to contain both very stiff and very weak patterns, providing a broad range of behaviors. Second, tileability and printability requirements yield specific geometric conditions, expressed mostly as constraints on the structure’s geometry. For example, the requirement of no enclosed voids is automatically satisfied if the frame structure has no self-intersections; the bound on extents can be obtained by bounding the thickness from below; and the support condition is easily formulated as a constraint on node positions. These conditions are detailed in Section 3.4.

Symmetry considerations, as well as restrictions on the number and placement of nodes, yield a space of patterns parametrized by their set of edges connecting some subset of the 15 candidate nodes we define on a tetrahedron (their topology), thicknesses of these edges, and offsets of the nodes from their default positions. This space is still very large, and we explore it using both topology and geometry searches, described in Section 3.4. These rely fundamentally on the homogenization and shape optimization procedures described in Sections 2.3 and 3.6.

**Resulting family.** The search procedure’s final result is shown in Figure 3.3; the six pattern topologies themselves are illustrated in Figure 3.1. The complex boundaries of the \((E, \nu)\) regions arise from the multiple types of geometric constraints enforcing printability. On the right, Figure 3.3 shows some patterns with topology “\((E1,E2)(E1,E4)(E2,E4)\).”

The family of topologies covers a large range of Young’s moduli, with a largest-to-smallest Young’s modulus ratio of 1800, and a sizable range of Poisson’s ratios, −0.16 to 0.48.

We note that the range of negative Poisson’s ratios is somewhat limited, while on
the high end, we are able to achieve ratios close to the theoretical maximum. This observation is consistent with [93]: while it is relatively easy to obtain more extreme negative Poisson’s ratios for patterns with cubic symmetry but with shear modulus too low for isotropy, the isotropy requirements restrict the range. Printability constraints restrict it further.

Quite remarkably, four out of the six topologies can be transformed into each other by simple operations (single vertex splits, addition of cross-shaped supports connecting some nodes). The other two are also related to each other by a simple transform, but are not related to the first sequence.

We do not claim that the proposed family is in any sense optimal. It is most likely possible to extend the coverage or to cover the same domain with fewer topologies. However, the presented set is already quite useful for controlling material properties, as the examples of Section 3.7 show.

Figure 3.3: Left: region of the \((E, \nu)\) space covered by the selected set of patterns. Each topology’s coverage is shown in a different color. Right: Samples of the \((E, \nu)\) space reached by patterns with topology \(\text{“}(E1,E2)(E1,E4)(E2,E4)\text{”}\).

**Accuracy.** We fabricated eight patterns with different homogenized Young’s moduli using the B9Creator SLA printer and tested their stiffness using the BOSE ElectroForce 3200 measurement system. The machine gradually compressed our samples in the \(Z\) direction between two compression plates and measured the displacement resulting from
the applied force at each step. We used $6 \times 6 \times 2$ tilings of 5mm cells for this test.

We note that our measured force/displacement slopes are roughly proportional to the homogenized Young’s moduli (Figure 3.4a), implying that the measurements are consistent with some (unmeasured) base Young’s modulus. The curvature seen could be explained partly by friction in the compression testing setup (Figure 3.4b). Another significant source of error is the inaccuracy of our B9Creator, which tends to thicken thin geometries.

We used a lower-accuracy setup to measure Poisson’s ratio but still obtained reasonable agreement with homogenization (Figure 3.5). We compressed the microstructures in the $Z$ direction between two lubricated metal blocks and manually measured the expansion/contraction in the $X$ and $Y$ directions. From these displacement measurements, we computed the $X$, $Y$, and $Z$ strains and their ratios.

![Compression Test Measurements](image1)

![Compression Test Simulations](image2)

**Figure 3.4:** Compression test results for eight patterns with varying homogenized Young’s moduli ($6 \times 6 \times 2$ tiling of 5mm cells). (a) Slopes extracted from the measured force vs. displacement curves along with a best-fit line through the origin. (b) Moduli extracted from simulated compression tests, with and without modeling compression plate friction. Without friction, the simulated test agrees with homogenization perfectly, but friction introduces error.

We also validated the patterns’ isotropy by printing a block filled with a tiled pattern that was rotated by 45° around the $Z$ axis and clipped (Figure 3.6). The measured
Figure 3.5: Poisson’s ratios measured from $3 \times 3 \times 1$ printed tilings of 10mm cells vs. homogenized properties. The $\nu = -0.67$ sample, outside our family’s range, violates isotropy and printability constraints (we added support structure manually for this experiment).

effective Young’s moduli in the rotated orientations were in good agreement with the unrotated orientation: a compression test in the $X$, $Y$, and $Z$ directions extracted effective Young’s moduli of 0.635MPa, 0.6293MPa, and 0.628MPa for the example shown.

Figure 3.6: We extracted a 45° rotated rectangular block from a regularly tiled 10mm cell microstructure to test Young’s modulus in non-axis aligned directions.

**Base Material.** We used estimated base material properties of $E^b = 200$MPa and $\nu^b = 0.35$ for all results. We estimated $E^b$ using a three point bending test on rectangular bar samples, but the base Young’s modulus can also be estimated from the microstructure compression test.

Using a different base Young’s material would not qualitatively change our results, apart from making the patterns uniformly softer or stiffer. The homogenized Young’s
moduli depend linearly on $E^b$, and the Poisson’s ratios are independent of $E^b$, so scaling the base modulus simply softens/stiffens every pattern by the same factor. In particular, for the displacement-based material optimization of Section 3.7, fabricating the solution with a different base Young’s modulus maintains the same target deformation behavior (although the required force will change).

We note that our patterns are not very sensitive to moderate changes in the base Poisson’s ratio. Changing from $\nu^b = 0.35$ to $\nu^b = 0.35 \pm 0.05$ results in a median relative change in Young’s modulus of 0.683% (max: 1.88%) and a median absolute change in Poisson’s ratio of 0.00229 (max: 0.0129) over all patterns. Since most additive fabrication materials fall within this range, we expect similar results for other printers and materials.

3.4 Searching for Patterns

In this section, we describe the class of patterns that we consider and the main steps of the search method.

**Ground class of patterns.** The topology of patterns is defined by a set of edges connecting nodes in the cube cell. We generate the geometric variations by adding offsets to the node positions and by changing edge thicknesses.

Motivated by the isotropy requirement, we constrain our search to patterns with cube symmetries, which are guaranteed to have the same Young’s moduli and Poisson’s ratios in every axis-aligned direction. That is, the compliance tensor has the form (3.1) except the last three diagonal entries $1/G$ may not equal $2(1+\nu)/E$. This yields an easy-to-check isotropy measure:

$$A = \frac{2(1+\nu)G}{E},$$

which we use to identify isotropic patterns in our search. The symmetry will also dra-
matically reduce the space of pattern topologies to a tractable size after a few additional constraints are introduced. Note, however, that cube symmetry is not necessary for isotropy; other isotropic structures exist with, e.g., tet symmetry.

Consider the group of symmetries of a cube $O_h$, which includes reflections about three symmetry planes orthogonal to the $X,Y,Z$ axes and the six planes orthogonal to the bisector of each pair of axes. By partitioning the cube according to these symmetry planes, we obtain 48 equal tetrahedra as in Figure 3.7a. $O_h$ maps a single one of these tetrahedra to any other, so it is sufficient to define the nodes and edges of the pattern graph—as well as their offsets and thicknesses—on a single tetrahedron.

We generate the different topological configurations by changing the connectivity between 15 nodes on a tetrahedron (see Figure 3.7a): vertex nodes $\{V_0, V_1, V_2, V_3\}$, edge nodes $\{E_0, E_1, E_2, E_3, E_4, E_5\}$, faces nodes $\{F_0, F_1, F_2, F_3\}$, and a single internal node, $T_0$. Configurations are named by their graphs’ edge sets (see labels in Figure 3.1). Each node is constrained to stay on its respective simplex to preserve the topology, so vertex nodes are fixed, edge nodes have a single offset, and so on (Figure 3.7b).

Figure 3.8 shows an example topology colored by its node and edge orbits with respect to symmetry group $O_h$, and Figure 3.9 demonstrates the effects of the node offset and edge thickness parameters.

The space of possible connectivities, even after accounting for symmetries, is far too
Figure 3.8: Symmetry orbits are colored with yellow, red and green. Left: vertex symmetry orbits. Right: edge symmetry orbits.

Figure 3.9: The results of varying the thickness (top) and offset (bottom) parameters of a particular pattern topology.
large to explore completely (on the order of $10^{32}$ configurations). We enforce the following constraints to reduce the space of patterns:

- **Connected**: the tiled pattern is a single connected component.

- **No coinciding edges**: no edge is contained within another. E.g., if graph edge $(V_0, V_1)$ is chosen and $E_0$ is the midpoint node of the corresponding tet edge, graph edge $(V_0, E_0)$ is forbidden since it overlaps the first for any offset.

- **No dangling edges**: every node has valence greater than 1.

- **Number of edges**: at most 3 graph edges per tetrahedron.

- **Max node valence**: node valences do not exceed 7.

Valences are computed on the graph after periodic tiling of the cube cell. The first two criteria reduce the space to 16221 topologies, and the remaining three to 1205 topologies.

Figure 3.10: Two pattern topologies from each of three different families, shown with the families’ *interfaces* (nodes on the cube cell faces).

**Printability.** For truss-like patterns, printability is affected by two main factors: the pattern graph structure and the edge thicknesses.

The first printability criterion can be defined on the nodes by considering their offset positions. We say that a node $n_1$ has supporting node $n_2$, if these are connected by an edge and $n_1$ is strictly above $n_2$. We say that $n_1$ and $n_2$ are at the same level if they have equal $Z$ coordinates. A pattern is printable only if every connected set of nodes at one level has at least one supporting node.

Printability can be tested by a simple algorithm: we first mark as supported all nodes
with a supporting node (considering periodicity). Then we propagate the front of supported nodes to neighbors at the same level. When this breadth first search terminates, the pattern is printable if and only if all nodes are marked as supported. The procedure is illustrated in Figure 3.11. We also note that this constraint can be expressed algebraically as a set of inequality constraints on the offset variables, which can be enforced by an optimization solver.

Figure 3.11: 2D examples of the printability detection algorithm. Vertices with supporting nodes are marked (green), then a breadth-first search extends the supported vertex front to horizontal neighbors. The remaining unmarked nodes are unsupported (red). Two cases are shown: unprintable (top) and printable (bottom).

**Tileability.** The tileability requirement means that all pattern topologies should belong to the same family, meaning topologies with the same set of nodes and edges appearing on the faces of the cube cell (Figure 3.10).

**Searching the space of topologies.** The goal of our search is to identify a family of pattern topologies that covers as much as possible of the \((E, \nu)\) space while satisfying the printability and tileability requirements.

The initial space consists of all pattern topologies satisfying the constraints on graph connectivity mentioned previously. We proceed in the following steps:
1. **Coarse geometry sweep.** Geometric variations are generated for each pattern topology by trying thicknesses of 0.3mm and 0.7mm and node offsets corresponding to barycentric coordinates of 0.2, 0.35, 0.5, 0.65, and 0.8 on the associated tetrahedron simplex. The resulting printable patterns are meshed, self-intersecting meshes are discarded, and the remaining patterns’ effective elasticity parameters are computed using periodic homogenization (Section 2.3).

2. **Isotropy filtering.** We select a subset of the patterns closest to isotropic (we use a heuristic bound of $0.8 < A < 1.2$), which we consider promising candidates as starting points for optimizing pattern parameters to precisely match a range of isotropic elasticity tensors.

3. **Topological family selection.** At this point, we have a rough map of the area in $(E, \nu)$ space covered by our set of patterns. We obtain a rough estimate of each topology’s coverage by taking the convex hull associated with its nearly isotropic geometric configurations. We manually pick the single family whose pattern topologies cover the largest region of $(E, \nu)$ based on these estimates.

4. **Selection of a minimal covering set of topologies.** For the selected family, we run a finer sweep of offsets and thicknesses, again filtering for printability, to compute a more precise estimate of the boundary of the $(E, \nu)$ domain that each pattern topology can cover. Among all topologies in the family, we selected 6 such that the union of their coverage areas contains most of the domain covered by the family.

5. **Lookup map construction.** Finally, using the shape optimization machinery of Section 3.6 and the initial nearly-isotropic points for each of the 6 topologies chosen, we optimize each patterns’ parameters to reach a grid of isotropic elasticity tensors evenly spaced in $(\log(E), \nu)$.

Our procedure is similar to [93], but with several key differences. First, [93] uses a simplified truss model, whereas our method directly homogenizes and optimizes the
printable geometry. Second, by using a full topology (including all possible edges between nodes in a ground structure) and permitting zero edge thickness in optimization, the work avoids the topology enumeration stage. As a side-effect, it cannot accommodate the lower thickness bounds or support criteria needed for printability. While a mixed-integer formulation like [67] could allow enforcement of $d_{\text{min}}$ by introducing separate binary variables to disable members, this would involve a difficult mixed-integer nonlinear programming problem in our tensor-fitting setting. Finally, by introducing offset variables, our novel shape optimization approach enables much finer control of the elasticity tensors as the design is not limited to the discrete node positions of a ground structure.

3.5 From Patterns to Material Properties

We use periodic homogenization to find the homogenized elasticity tensor $C^H$ of a microstructure, describing its effective material properties when fabricated at a small enough scale and periodically repeated to fill space.

This process involves probing the infinitely tiled microstructure by stretching it with the six canonical basis strain tensors and measuring its force response. This process is detailed in Section 2.3, and requires solving a periodic elasticity equation on the microstructure cell (2.11).

3.5.1 FEM implementation.

The cell problems (2.11) are solved numerically by a quadratic tetrahedral FEM discretization of $\omega$. The piecewise linear integrand in (2.12) is integrated with exact quadrature.

Given the wire network of the microstructure, defining its topology (Section 3.4), a
A volume mesh is generated following the STRUT algorithm given in [41]: (i) A polygon is created around both ends of each segment. (ii) For each vertex, the convex hull of the nearby polygons and the vertex is constructed and the polygons themselves are removed from the hull. (iii) For each edge, the convex hull of its two polygons is constructed, and again the two polygons are removed from the hull. A tetrahedral volume mesh is finally created from the resulting closed surface.

The linear elasticity solver must support periodic boundary conditions, which requires the tetrahedral mesh to have an identical tessellation on the opposite periodic cell faces.

### 3.5.2 Convergence rate.

Remarkably, we have observed that the homogenized coefficients remain accurate when the microstructure varies across cells (with few or no repetitions). In our experiments, the deformation behavior of even very coarse tilings closely matches the homogenized behavior (Figure 3.12), and we expect similar agreement in general for smoothly varying loads.

![Figure 3.12: Deformation of an object with varying material properties per voxel, and the same object with the material in each voxel replaced with the corresponding pattern. The deformed objects are colored by max stress.](image)
3.6 Optimizing Pattern Parameters

An essential step for creating a map of elastic textures is optimizing a pattern with fixed topology to match particular elasticity parameters. This is achieved using shape optimization with respect to the pattern parameters.

**The optimization problem.** Our goal is to minimize a functional, $J(\omega)$, measuring the difference between the homogenized elastic properties of the pattern and a target elasticity tensor $C^*$. We choose an objective that is suitable for designing material distributions with large deformations under moderate forces. The distance of compliance tensors, $S^H - S^*$, as opposed to elasticity tensors, is the better choice, since the strain for a constant stress is directly proportional to $S^H$, not $C^H$. In fact, minimizing the Frobenius norm of $S^H - S^*$ can be interpreted as a multi-objective least squares optimization to fit the displacements of two cubes—one filled with $C^H$ and the other with $C^*$—under a set of axis-aligned stretching and shearing loads.

We choose this Frobenius norm as our functional:

$$J(\omega) = \frac{1}{2} \| S^H(\omega) - S^* \|^2_F,$$

which we optimize by varying the microstructure shape, $\omega$.

In our case, the microstructure boundary $\partial \omega$ is determined by a small number of parameters $p$, consisting of wire mesh node offsets and thicknesses. While the number of parameters is small, we still expect multiple solutions for minimizing $J(\omega)$ with respect to these parameters. A simple regularization term (staying close to the initial point of optimization) picks a unique solution. We note that instead some quantity of importance (e.g., weight) can be optimized as it is typically done (cf., [93]), adding another nonlinear term to the functional.
The derivative of the boundary $\partial \omega$ with respect to a parameter $p_\alpha$ is a vector field $v_{p_\alpha}(y)$ defined at points $y$ of $\partial \omega$, with $v_{p_\alpha}(y)$ being the velocity of $y$ if parameter $p_\alpha$ changes at unit speed.

Using parameters $p$ as variables, the minimization problem can be written as

$$\arg\min_{\text{admissible } p} J(p) \text{ where } J(p) = \frac{1}{2} \| S^H(p) - S^* \|_F^2. \quad (3.4)$$

The admissibility of parameters is determined by geometric intersection constraints and printability constraints.

The derivative of the objective function with respect to $p_\alpha$ can be obtained from $v_{p_\alpha}$ using the chain rule:

$$\frac{\partial J}{\partial p_\alpha} = [S^H - S^*] : \frac{\partial S^H}{\partial p_\alpha} = [S^H - S^*] : dS^H[v_{p_\alpha}], \quad (3.5)$$

where $dS^H[v_{p_\alpha}]$ is the shape derivative of $S^H$ applied to $v_{p_\alpha}$.

**Shape derivative of elasticity tensor** The derivative of the microstructure’s homogenized elasticity tensor in the direction of shape perturbation $v$ is defined as the Gâteaux derivative,

$$dC^H[v] \overset{\text{def}}{=} \lim_{t \to 0} \frac{C^H(\omega(t, v)) - C^H(\omega)}{t}, \quad (3.6)$$

where $\omega(t, v) \overset{\text{def}}{=} \{ x + t v : x \in \omega \}$.

We apply our differentiation to the homogenized tensor’s “energy-like” expression, which due to its similarity to the self-adjoint compliance functional, has a surprisingly simple shape derivative.

Consider the perturbation of the shape’s boundary, $\delta \omega$, caused by advecting the
boundary infinitesimally in direction $\mathbf{v}$. The resulting variation of $C_{ijkl}^H$ for $ij \neq kl$ ($ij = kl$ has an equivalent result by product rule) is:

$$\delta C_{ijkl}^H = \left\langle \frac{\partial C_{ijkl}^H}{\partial w^{ij}}, \delta\omega \right\rangle + \left\langle \frac{\partial C_{ijkl}^H}{\partial w^{kl}}, \delta w^{ij} \right\rangle + \left\langle \frac{\partial C_{ijkl}^H}{\partial w^{kl}}, \delta w^{ij} \right\rangle.$$  

We now evaluate the linear functional $\left\langle \frac{\partial C_{ijkl}^H}{\partial w^{ij}}, \cdot \right\rangle$ on an arbitrary admissible perturbation of $w^{ij}$ (periodic and with no rigid translation component), $\phi$:

$$\left\langle \frac{\partial C_{ijkl}^H}{\partial w^{ij}}, \phi \right\rangle \overset{\text{def}}{=} \lim_{h \to 0} \frac{d}{dh} \int_{\omega} \left( e^{ij} + e(w^{ij} + h\phi) : C_{\text{base}} : (e^{kl} + e(w^{kl})) \right) dy$$

Differentiating under the integral and using the linearity of strain,

$$\left\langle \frac{\partial C_{ijkl}^H}{\partial w^{ij}}, \phi \right\rangle = \frac{1}{|Y|} \int_{\omega} e(\phi) : C_{\text{base}} : (e^{kl} + e(w^{kl})) dy = 0,$$

which vanishes by the weak form of the $kl^{th}$ cell problem (2.23). The same argument holds for $\left\langle \frac{\partial C_{ijkl}^H}{\partial w^{kl}}, \phi \right\rangle$, so we have

$$\left\langle \frac{\partial C_{ijkl}^H}{\partial w^{ij}}, \delta w^{ij} \right\rangle = \left\langle \frac{\partial C_{ijkl}^H}{\partial w^{kl}}, \delta w^{kl} \right\rangle = 0$$

without solving an adjoint problem. Thus Reynold’s transport theorem gives the full shape derivative:

$$dC_{ijkl}^H[\mathbf{v}] \overset{\text{def}}{=} \delta C_{ijkl}^H = \left\langle \frac{\partial C_{ijkl}^H}{\partial \omega}, \delta\omega \right\rangle = \frac{1}{|Y|} \int_{\partial\omega} \left[ (e^{ij} + e(w^{ij})) : C_{\text{base}} : (e^{kl} + e(w^{kl})) \right] \mathbf{v} \cdot \hat{n} dA(y). \quad (3.7)$$

Be aware that, though this shape derivative formula—whose derivation only holds exactly in the continuous case—proved accurate enough for the plain tensor-fitting application in this chapter, later we will derive a more accurate formula that is discretely exact (A.24).
**Shape derivative of compliance tensor.** The compliance tensor is the symmetric rank 4 inverse of elasticity tensor, i.e. \( S_{ijkl}C_{klmn} = \frac{1}{2}(\delta_{im}\delta_{jn} + \delta_{in}\delta_{jm}) \). Differentiating and solving for \( dS^H \):

\[
\] (3.8)

Combining the results from (3.5), (3.7), and (3.8), one can compute \( \frac{\partial J}{\partial p_\alpha} \); the shape derivative and an example velocity field \( v_{p_\alpha} \) are shown in Figure 3.13.

Figure 3.13: Left: a shape derivative, visualized as a steepest ascent normal velocity field for objective (3.3). Right: the shape velocity induced by one of the pattern’s thickness parameters.

**Numerical computation.** The integrand in (3.7) is cubic over each boundary element \( (\varepsilon(w^{ij}) \) and \( v \cdot \hat{n} \) are both linear), and we use quadrature that evaluates the surface integral exactly. To evaluate the gradient for a given shape we need (a) to mesh the shape (we use the TetGen package [92]); (b) solve 6 periodic elasticity problems to obtain \( w^{ij} \), as for homogenization. The cost of a single gradient evaluation (roughly 4.75s on a single core of an Intel Xeon E-2690 v2) is dominated by the cost of periodic meshing and the elasticity solves, which take roughly equal time. We use the Ceres solver [1]’s Levenberg-Marquardt implementation to minimize the objective; the convergence of the solver is quite fast (Figure 3.14).
3.7 Applications

While our primary focus is on the design of our pattern family and the exploration of its coverage, we demonstrate the application of our elastic textures in two settings: painted material properties and specified deformation behavior. All printing was done using a B9Creator printer at 50 micron resolution with Cherry resin.

**Overall workflow.** The result of the preceding sections is a lookup map that, for a given \((E, \nu)\), produces an isotropic microstructure with nearby parameters. We assume that we are given a coarse volume mesh filled with identical cube cells.

First, we assign a pair \((E_i, \nu_i)\) to each cell \(i\), either directly or via material optimization as described below. For each cell, we retrieve a corresponding pattern (topology id, thicknesses, and offsets) from the lookup table. The microstructures in adjacent cells are stitched together by averaging the offsets of each pair of shared face nodes so that they coincide. This might raise the lower node of the pair above some node it supports, \(n_s\), violating printability, but printability can be restored by lowering the pair to \(n_s\)’s height.

After this step, the resulting connected wire mesh is inflated with retrieved bar thick-
Material painting. The simplest approach to specifying the material properties \((E, \nu)\) is to paint them on a voxel grid. We have created an editor enabling us to paint these layer by layer. The results of fabricating several structures of this type are shown in Figure 3.15.

3.8 Material Optimization

Manually defining material properties to achieve desired behavior may be difficult, and a more systematic approach is to solve for them. For example, consider the following problem: for given applied forces on some part of the object’s boundary, we would like to get some target deformation—e.g., compressing a bar along the Z-axis causes it to twist in the X-Y plane—by varying the material properties.
3.8.1 Direct Approach

In this problem’s most natural formulation, we wish to find the spatially varying tensor \( C_p(x) \) (parametrized by a vector of per-cell isotropic parameters \( p \)) solving:

\[
\min_{C_p} \int_{\Gamma_t} \| u - u_t \|^2 \, dA(x) \tag{3.9}
\]

subject to:

\[
- \nabla \cdot [C : \varepsilon(u)] = 0 \quad \text{in } \Omega
\]

\[
\hat{n} \cdot [C : \varepsilon(u)] = \tau \quad \text{on } \Gamma_n
\]

\[
u = u_d \quad \text{on } \Gamma_d,
\]

where \( \tau \) and \( u_d \) are the applied loads and boundary displacements on the compressed area, and \( u_t \) are the target displacements of the surface \( \Gamma_t \). In our implementation, these target/applied conditions can be specified on a per-component basis, e.g. to set up the twisting bar example.

For the input to make sense, it should satisfy \( \Gamma_n \cup \Gamma_d = \partial \Omega \), \( \Gamma_n \cap \Gamma_d = \emptyset \), and \( \Gamma_t \subseteq \Gamma_n \) (i.e. the full boundary’s loading is specified, the Neumann and Dirichlet regions do not overlap, and the target region does not overlap the Dirichlet region).

The gradient can be computed efficiently using the adjoint method, but we’ve found this optimization problem difficult to solve robustly. Nevertheless, this approach was used in [19], and [48] applies a similar approach where the traction condition can be made a soft constraint to improve robustness. To further improve robustness and accelerate convergence, [48] searches over a reduced subspace of smooth material distributions.

3.8.2 “Local-Global” Strain-Fitting Approach

Instead of fitting displacements directly, we found an iterative strain-fitting approach to work better. The idea is to run two simulations: one with the loading scenario only and the other with the target condition added as a Dirichlet constraint. These problems are
called the “Neumann” and “Dirichlet” problems (with solutions $u_N$ and $u_D$) because the former applies the Neumann condition on the target region $\Gamma_t$, while the latter enforces the target displacement on $\Gamma_t$ using a Dirichlet condition:

**“Neumann Problem”**

$$-\nabla \cdot [C_p : \varepsilon(u_N)] = 0 \quad \text{in } \Omega$$

$$\hat{n} \cdot [C_p : \varepsilon(u_N)] = \tau \quad \text{on } \Gamma_n$$

$$u_N = u_d \quad \text{on } \Gamma_d$$

*\text{“Dirichlet Problem”}\ *

$$-\nabla \cdot [C_p : \varepsilon(u_D)] = 0 \quad \text{in } \Omega$$

$$\hat{n} \cdot [C_p : \varepsilon(u_D)] = \tau \quad \text{on } \Gamma_n \setminus \Gamma_t$$

$$u_D = u_d \quad \text{on } \Gamma_d$$

$$u_D = u_t \quad \text{on } \Gamma_t$$

(3.10)

(recall $\Gamma_t \subseteq \Gamma_n$). Unless the current material field $C_p(x)$ already achieves the target deformation, the strain fields of the two simulations will differ. We can view $\varepsilon(u_D)$ as an estimate of the target deformation’s strain field (since it integrates to the correct target boundary displacement). We can also view $\sigma(u_N)$ as an estimate of the internal stresses in the target deformation (since it satisfies the loading conditions). This suggests updating $C(x)$ to minimize the Frobenius norm distance between $\varepsilon(u_D)$ and the strain corresponding to stress estimate $\sigma(u_N)$:

$$C_{p_{i+1}} = \arg\min_C \frac{1}{2} \int_{\Omega} \|C^{-1} : \sigma(u_N) - \varepsilon(u_D)\|^2_F \, dx.$$  

(3.11)

This least-squares minimization can be done over any subspace of material fields. For instance, in the results shown in Section 3.9.3, we minimize over the space of piecewise-constant isotropic materials, parametrized by a Young’s modulus and a Poisson’s ratio per voxel. We add a Laplacian regularization term to encourage smooth variation, but model reduction could be used as in [48]. We can then use $C_{p_{i+1}}$ in the next round of simulations (3.10).

To summarize, our material optimization algorithm consists of repeating the following two steps:
• Solve the “Neuman” and “Dirichlet” problems (3.10) for $u_N$ and $u_D$.

• Update the material property field by solving (3.11).

We initialize these iterations with a uniform elastic tensor field $C_p(x)$.

Without the Laplacian regularization, the strain-fitting step (3.11) can be performed independently in each voxel, and our iterations alternate between global PDE solves and local fitting. This is very similar in spirit to the ARAP deformation and parametrization techniques, and we adopt the local-global name (even though the regularization term makes it really a global-global iteration...).

3.9 Convergence

While it’s not immediately clear that this strain-fitting local-global iteration should converge, we found it extremely robust in practice; the typical convergence behavior of the local-global approach is shown in Figure 3.16.

![Material Optimization Convergence](image)

Figure 3.16: Convergence of material optimization.

We can see why this might be the case by considering a similar but more “symmetric” fitting energy. First, notice that instead of fitting strains as in (3.11), we could just as
easily have fit stresses:

\[ C_{p+1} = \arg\min_C \frac{1}{2} \int_{\Omega} \| \sigma(u_N) - C \cdot \varepsilon(u_D) \|_F^2 \, dx. \]

In fact, in force-feedback applications (as opposed to target deformation applications),
this version is probably preferable as it penalizes deviation of internal forces directly.
A natural compromise between the two is to perform the fitting in a space “halfway
between” stress and strain:

\[ C_{p+1} = \arg\min_C \frac{1}{2} \int_{\Omega} \| (C^{-\frac{1}{2}} : \sigma(u_N) - C^{\frac{1}{2}} : \varepsilon(u_D) \|_F^2 \, dx. \]  

This symmetric fitting energy has a very nice property: we can prove local-global itera-
tions always decrease the fitting energy (3.12). First, we expand the energy:

\[
\frac{1}{2} \int_{\Omega} \| \sigma(u_N) : C - C : \varepsilon(u_D) \|_F^2 \, dx \\
= \int_{\Omega} \frac{1}{2} \sigma(u_N) : C^{-1} : \sigma(u_N) + \frac{1}{2} \varepsilon(u_D) : C : \varepsilon(u_D) - C : \varepsilon(u_D) : \varepsilon(u_D) \, dx.
\]

Integrating the “I” term by parts (using (2.7)):

\[
I = -\int_{\Omega} \left( \nabla \cdot \sigma(u_N) \right) \cdot u_D \, dx + \int_{\Gamma} \left( \sigma(u_N) \hat{n} \right) \cdot u_D \, dA(x).
\]

### 3.9.1 Simple Case: Full-boundary Target Condition

We first consider the case where \( \Gamma_n = \Gamma_t = \partial \Omega \) and \( \Gamma_d = \emptyset \). In other words, tractions
and target displacements are specified on the entire boundary, and no Dirichlet conditions
exist in the loading scenario. Then:

\[
I = \int_{\partial \Omega} \left( \sigma(u_N) \hat{n} \right) \cdot u_D \, dA(x) = \int_{\partial \Omega} \tau \cdot u_t \, dA(x) = \text{const},
\]
and the “I” term is just a constant depending on the prescribed forces and target displacements. In this simplest case, it’s clear that the fitting energy (3.12) is really just the sum of two elastic energies (up to a constant): the elastic energies of the two simulations! Thus, we can view our “local-global” simulate-then-fit iterations for (3.12) as an alternating minimization,

\[ C^* = \arg\min_C \min_{\begin{array}{c}
\nabla \sigma_N = 0 \\
\sigma_N \hat{n} = \tau \text{ on } \partial \Omega \\
\varepsilon_D = \varepsilon(u_D) \end{array}} \min_{\begin{array}{c}
u \cdot \sigma_N = 0 \\
\sigma_N \hat{n} = \tau \text{ on } \partial \Omega \\
\varepsilon_D = \varepsilon(u_D) \end{array}} \frac{1}{2} \int_\Omega \| C_{-\frac{1}{2}} : \sigma_N - C_{\frac{1}{2}} : \varepsilon_D \|_F^2 \, dx \]

(3.13)

proving that each step decreases the energy. In particular, minimizing complementary potential energy over divergence-free \(\sigma_N\) satisfying the traction condition is equivalent to the “Neumann” simulation, and minimizing potential energy over integrable strain fields whose corresponding boundary deformations satisfy the target conditions is equivalent to the “Dirichlet” simulation.

### 3.9.2 General Case

In general, we can decompose the “I” term into three surface integrals:

\[ I = \left( \int_{\Gamma_t} + \int_{\Gamma_n \setminus \Gamma_t} + \int_{\Gamma_d} \right) \left( \sigma(u_N) \hat{n} \right) \cdot u_D \, dA(x). \]

The first integral depends only on the prescribed tractions and target displacements, as in the simple case. Thus, up to a constant, we can write

\[ I = \int_{\Gamma_n \setminus \Gamma_t} \tau \cdot u_D \, dA(x) + \int_{\Gamma_d} \left( \sigma(u_N) \hat{n} \right) \cdot u_d \, dA(x). \]

The first integral is the work done by the prescribed traction \(\tau\) in the “Dirichlet problem,” and the second is the work done by imposing the Dirichlet loading condition \(u_d\) in the
“Neumann problem.” This means we can rewrite the strain fitting energy (3.12) as:

\[
\frac{1}{2} \int_{\Omega} \sigma(u_N) : C^{-1} : \sigma(u_N) \, dx - \int_{\Gamma_d} \left( \sigma(u_N) \hat{n} \right) \cdot u_d \, dA(x)
\]

Total Complementary Potential Energy of “Neumann Simulation”

\[
+ \frac{1}{2} \int_{\Omega} \varepsilon(u_D) : C : \varepsilon(u_D) \, dx - \int_{\Gamma_n \setminus \Gamma_t} \tau \cdot u_D \, dA(x).
\]

Total Potential Energy of “Dirichlet Simulation”

Finally, as in (3.13), we can express the local-global iteration as an alternating minimization of the symmetric fitting energy:

\[
C^* = \arg\min_C \min_{\nabla \cdot \sigma_N = 0 \text{ on } \Gamma_N} \min_{\varepsilon_D = \varepsilon(u_D)} \frac{1}{2} \int_{\Omega} \|C^{-\frac{1}{2}} : \sigma_N - C^{\frac{1}{2}} : \varepsilon_D\|_F^2 \, dx
\]

where again the inner minimizations are performed by the two global elasticity solves (3.10).

3.9.3 Examples

We have used a number of simple voxelized shapes and created a variety of deformation behaviors shown in Figure 3.18. Finally, we have also generated a set of anisotropic samples, with controlled anisotropy ratio, one of which is shown in Figure 3.17.

3.10 Conclusions

We have presented a family of tileable and printable patterns that can be used to approximate varying isotropic material properties. The family has proved useful on a number of simple shape optimization examples: remarkably, all examples in Section 3.7
worked as predicted by simulation without requiring much tuning.

**Limitations.** There are several limitations of our pattern family. First, some parts of the \((E, \nu)\) space are poorly covered. While it is difficult to predict which part of space is theoretically reachable, we conjecture that the space may be significantly broadened. All our simulations and constructions work in the linear regime, not taking into account, e.g., the potential for pattern buckling or other damage. Fortunately, isotropy is correlated with sufficiently high shear modulus, which makes the patterns less prone to buckling. Nevertheless, including this and other nonlinear effects in pattern design is important.

For practical use, it is difficult to restrict the tessellations of objects to equal sized cubes (though one can construct cut cells covered with relatively soft skin). A desirable solution would be to allow patterns to distort to fill arbitrary reasonably well-shaped hex cells.
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Chapter 4

Worst-Case Stress Analysis for Macroscopic Objects

The two-scale pipeline presented in Chapter 3 proved to be an effective tool for designing objects to achieve deformation goals when fabricated on a single-material 3D printer. However, we found the resulting objects often fractured in practice, even under mild deformations. For practical applications of 3D printing, and particularly for objects with fine-scale structure, it is essential to keep in mind objects’ stress behavior as we design them.

Traditionally, stress analysis requires that one specify the forces applied to his or her design. For many design tasks, the loads a design will undergo in practice are unknown a priori, either because the designer has insufficient experience or—in the case of designing a microstructure database—because the design is inherently multi-purpose. This chapter tackles the problem of stress analysis under unknown loads at the macroscopic level, preparing us for the minimal-stress microstructure design problem in Chapter 5. It is based on publication [115], which was joint work with Qingnan Zhou and Denis Zorin.

I worked on dramatically speeding up the stress analysis algorithm, comparing var-
ious different formulations of the linear stress objective, and developing an algorithm to provide intuitive visual summaries of the worst-case force fields.

I also developed a “mesh-free” worst-case analysis tool (described in Section 4.7), bypassing the need to mesh the shape’s interior. This is important, as volume meshing fails for the ill-behaved (self-intersecting, non-manifold) geometry often present in users’ designs: it is the analysis pipeline’s bottleneck in terms of robustness. This tool works by embedding the object in a regular grid of bilinear or trilinear finite elements and carefully handling the “cut cells” overlapping the object’s boundary. Unfortunately, as discussed in Section 4.7, this method has limitations: the stresses computed at the cut cells along the boundary tend to be inaccurate. This material appears here for the first time (it was not part of [115]).

![Figure 4.1: Worst-case analysis pipeline.](image)

This chapter presents a method to identify structural problems in objects designed for 3D printing based on geometry and material properties only, without specific assumptions on loads and manual load setup. We solve a constrained optimization problem to determine the “worst” load distribution for a shape that will cause high local stress or large deformations. While in its general form this optimization has a prohibitively high computational cost, we demonstrate that an approximate method makes it possible to solve the problem rapidly for a broad range of printed models. We validate our method both computationally and experimentally and demonstrate that it has good predictive power for a number of diverse 3D printed shapes.
4.1 Introduction

We present an algorithm approximating the solution of the following problem: *From the shape of an object and its material properties, determine the easiest (in terms of minimal applied force) ways to break it or severely deform it.*

Our work is largely motivated by applications in 3D printing. The cost of 3D printing has decreased significantly over the past few years, and the industry is undergoing a rapid expansion, making customized manufacturing in an increasingly broad variety of materials available to a broad user base. While many of the users are experienced creators of digital 3D shapes, engineering design expertise is far less common, and widely used 3D modeling tools lack accessible ways to predict the mechanical behavior of a 3D model.

There are a number of reasons why a 3D model might fail, either during or after manufacture:

(1) the dimensions of thin features (walls, cylinder-like features, etc.) are too small for the printing process, resulting in shape fragmentation at the printing stage;

(2) the strength of the shape is not high enough to withstand gravity at one of the stages of the printing process;

(3) the shape is damaged during routine handling during the printing process or shipment;

(4) the shape breaks during routine use.

In most cases, the first problem is addressed by simple geometric rules ([98]), and the second is a straightforward direct simulation problem. Our focus is on the other two problems. On the one hand, many 3D printed objects are manufactured with a specific mechanical role in mind, and full evaluation is possible only if sufficient information on expected loads is available. On the other hand, jewelry, toys, art pieces, various types
of clothing, and gadget accessories account for a large fraction of products shipped by 3D printing service providers. These objects are often expected to withstand a variety of poorly defined loads (picking up, accidental bending or dropping, forces during shipping, etc.).

To predict structural soundness of a printed object, we look for worst-case loads, within a suitably constrained family, that are most likely to result in damage or undesirable deformations. A direct formulation results in difficult nonlinear and nonconvex optimization problems with PDE constraints. We have developed an approximate method for this search, reducing it to an eigenproblem and a sequence of linear programming problems.

We demonstrate experimentally that our approach predicts the breaking locations and extreme deformations quite well. While primarily designed for 3D printing applications, our method can be applied in any context where loads are unpredictable and structural weaknesses need to be identified.

4.2 Related work

Computational analysis of structural soundness of mechanical parts and buildings is broadly used, but almost always in the context of known sets of loads. While engineers routinely need to evaluate soundness of structures and mechanisms under worst-case scenarios, in most cases, worst-case loads are designed empirically for specific problems (e.g., construction of buildings to withstand loads from flooding or earthquakes). Automatic methods are less common: an important set of methods in the context of modeling under uncertainty is based on the idea of anti-optimization (e.g., [32]). Our work is partially inspired by these concepts.

In aerospace engineering, filter-based methods were developed to predict worst-case
gusts and turbulence encountered by an airplane. E.g., [113, 35] model the aircraft’s response to turbulence as a linear filter’s response to Gaussian white noise. From this model, a worst-case noise sample and resulting strain are obtained.

In the context of analysis tailored to 3D printing applications of the type considered in this paper, the closest work to ours is [97]. The paper proposes to evaluate 3D shapes in two main scenarios to discover structure weakness: applying gravity loads and gripping the shape using 2 fingers at locations predicted by a heuristic method. This set of fixed usage scenarios is often insufficient to expose the true structure weakness for many printed shapes, as discussed in greater detail in Section 4.5. The paper also describes methods for automatic improvement of objects. [98] focuses on purely geometric ways to evaluate whether a structure is suitable for 3D printing based on empirical rules formulated by the 3D printing industry ([110], [90]).

Structural stability for simple furniture constructed from rigid planks connected by nails is analyzed at interactive rates in [104]. Their system also suggests corrections when shapes with poor stability are detected.

A number of recent works address various aspects of computational design for 3D printing. [18] provide a pipeline to print objects in a composite material that reproduces desired deformation behavior. To achieve this goal, the authors accurately model the nonlinear stress-strain relationship of their printing materials and how printed models will respond to imposed loads. The space of deformations is a user-supplied input, and structural soundness of the design with respect to other loads is not considered. While some specialized work on CAD for 3D printing exists, (e.g., the system for heterogeneous material design [54]), overwhelmingly, standard tools with little or no analysis support are used.

[65] proposes a framework to decompose 3D shapes into smaller parts that can be assembled without compromising the physical functionality of the shape so that larger
objects can be printed using printers with a small working volume. They use a standard finite element simulation to estimate stress of the input shape under gravity in a user specified upright orientation. Other works aim to print articulated models that maintain poses under gravity but do not require manual assembly. [24] designs and fits a generic, parametrized printable joint template based on a ball and socket joint. Their joint provides enough internal friction and strength to hold poses and survive manipulation, but they tune its parameters experimentally instead of using a physically-based optimization. [10] designs a similar ball and socket joint and a hinge joint. An approximate geometric optimization of stresses is performed by maximizing certain cross-sectional areas of the joint.

3D printing has also been used to reproduce appearance: [44] and [31] optimize the layering of base materials in a 3D multi-material printer to print objects whose subsurface scattering best matches an input BSSRDF.

Our method relies on using eigenmodes of the shape. Modal analysis has proven useful in many contexts. The use of Laplacian eigenmodes of simple shapes for computation predates computers [99] and has a long history in model order reduction for a variety of applications including nonlinear elasticity (e.g., [74]). In graphics literature, [78] first introduced eigenmodes as a basis suitable for simulation applications, and more recently, a number of deformation-related algorithms based on eigenmode bases were proposed, e.g., [43, 11, 12].

At the same time, experimental modal analysis (applying periodic forces with different frequencies and measuring displacements at various points) is broadly used to detect structural damage [33].

Finally, [80] presents an overview of several simulations and experiments exploring how printing parameters (build orientation, layer thickness, scan path and speed, temperature, etc.) affect the accuracy and strength of simple shapes. The goal of these
works is to evaluate and improve printing technology itself rather than detecting or fixing deficiencies in the input shape.

4.2.1 3D printing processes

To motivate the design of our structural analysis process, we briefly review the most commonly used 3D printing processes and the types of structural problems one can expect. The most relevant aspects of 3D printing processes for structural analysis are the mechanical characteristics of materials produced at different stages and typical loads on the object during and after the production process.

Common single-stage 3D printing processes either deposit the liquid material only in needed places (e.g., FDM) or deposit material in powder form layer-by-layer and then fuse or harden it at points inside the object (e.g., stereolithography uses photosensitive polymers, and laser sintering fuses regular polymers by heat).

These processes typically use flexible polymers with large elastic and plastic zones in their stress-strain curves. These polymers rarely break if geometric criteria for printability are satisfied, but they can undergo large plastic deformations.

Printing metal, ceramics, and composite materials often involves multiple stages. For example, the object may be printed layer-by-layer in metal powder with polymer binder. At the next stage, the binder is cured in a furnace, resulting in a green state part, and at the last stage, the metal is fused in a furnace and extra metal is added. Green state is brittle and has low strength, so parts in this state are easily damaged. A simpler multistage process is used for relatively brittle composite materials, e.g., gypsum-based multicolor materials: a second curing stage is used to give the material additional strength. Both the green state and the final material are relatively brittle. Whenever binding polymer is mixed layer-by-layer with a different material, the resulting material is likely to be highly anisotropic.
To summarize, both brittle and ductile materials are of importance. The former requires predicting where the material is likely to break, and the latter requires predicting extreme deformations likely to become plastic. Due to the layer-by-layer nature of the printing process, anisotropy is common and needs to be taken into account. Some of the loads even during production stages are hard to predict and quantify.

**Goals.** These considerations lead to several possible structural analysis goals, unified by a common theme of identifying *worst-case* loads in a family of loads satisfying some constraints (bounds on total force, pressure, direction etc.). The worst-case load is understood to be the one that leads to maximal damage, which can be measured by a norm of stress, maximal displacements, and various functions of these quantities.

### 4.3 Worst-case structural analysis

Next, we present a formal description of the problem. This formulation is computationally intractable, but it is needed as a foundation for a practical approximate version described in Section 4.4.

**Linear elasticity.** We use an anisotropic linear material model and the linear elasticity equations to model object behavior for the purposes of determining weak spots and worst-case force distributions. This model is adequate for some materials used in 3D printing, but nonlinear models may be necessary for others, as discussed in greater detail in Section 4.6. We emphasize that a distinction should be made between simulation with given loads used to determine precise stress distributions and computation used to determine approximate worst-case loads: lower accuracy is acceptable for the latter. We briefly review the standard elasticity equations for convenience—refer back to Section 2.1 for the details. The stress-strain relationship is linear, and stress is related linearly to
displacement:

\[ \sigma = C : \epsilon \quad \epsilon = \frac{1}{2} (\nabla u + \nabla u^T), \tag{4.1} \]

where \( \epsilon \) is the strain tensor, \( \sigma \) is the stress tensor, and \( u \) is the displacement. \( C \) is the rank-4 elasticity tensor, \( C_{ijkl} \), and the notation \( C : \epsilon \) denotes application of this tensor to the strain tensor \( \epsilon, \sum_{l,m} C_{ijkl} \epsilon_{lm} \). We discuss the choice and effects of elasticity tensor \( C \) in greater detail in Section 4.6. We assume an orthotropic material, for which the tensor \( C_{ijkl} \) has up to 9 independent parameters. In a coordinate system aligned with the material axes, if we represent \( C \) as a \( 6 \times 6 \) matrix acting on vectors of components of the symmetric strain tensors \([\epsilon_{11}, \epsilon_{11}, \epsilon_{33}, 2\epsilon_{23}, 2\epsilon_{31}, 2\epsilon_{12}]\), its inverse is given by

\[
\begin{bmatrix}
\frac{1}{Y_1} & -\frac{\nu_{12}}{Y_2} & -\frac{\nu_{13}}{Y_3} & 0 & 0 & 0 \\
-\frac{\nu_{12}}{Y_2} & \frac{1}{Y_2} & -\frac{\nu_{23}}{Y_3} & 0 & 0 & 0 \\
-\frac{\nu_{13}}{Y_3} & -\frac{\nu_{23}}{Y_3} & \frac{1}{Y_3} & 0 & 0 & 0 \\
0 & 0 & 0 & 1/G_{23} & 0 & 0 \\
0 & 0 & 0 & 0 & 1/G_{31} & 0 \\
0 & 0 & 0 & 0 & 0 & 1/G_{12}
\end{bmatrix}
\]

where \( Y_i \) are directional Young’s moduli, \( G_{ij} \) are shear moduli, and \( \nu_{ij} \) are Poisson ratios for different pairs of directions, satisfying \( \nu_{ij}/Y_i = \nu_{ji}/Y_j \).

For dynamic linear problems with volume force density \( F \), the equation of motion is

\[ \rho \ddot{u} = \nabla \cdot \sigma + F, \tag{4.2} \]

where \( \rho \) is the density, and the dot signifies the time derivative. We are primarily interested in static problems, but as we use modal analysis at an intermediate stage, we retain the term \( \rho \ddot{u} \).

Equation 4.2 is subject to boundary conditions: we primarily use a surface force density \( F_S \), which is captured by the condition \( \sigma \hat{n} = F_S \) on the boundary of the object. If the object is attached to a rigid support, Dirichlet conditions \( u = 0 \) can be imposed on a part of the boundary.
If the equation of motion (4.2) is written directly in terms of displacement $u$, we get

$$-\nabla \cdot \left( C : \frac{1}{2} (\nabla u + \nabla u^T) \right) := Lu = F - \rho \ddot{u}. \quad (4.3)$$

**Rigid motion, torque and translation constraints for static problems.** If the object is not fixed at least at 3 non-collinear points, an arbitrary force distribution will result in motion of the whole object. As we are interested in considering unknown forces with no assumptions on attachment, we need to be able to eliminate global motion. We achieve this by imposing zero total force and zero total torque constraints, which can be written as

$$\int_{\Omega} F dV + \int_{\partial \Omega} F_S dA = 0,$$

$$\int_{\Omega} F \times (x - x_c) dV + \int_{\partial \Omega} F_S \times (x - x_c) dA = 0. \quad (4.4)$$

(See the derivation of (2.6)).

Displacements enter into this system only in the form $Lu$, and the operator $L$ has infinitesimal rigid motions in its nullspace (Section 2.2). To have a unique solution in $u$, we impose a zero rigid motion constraint, similar to total torque and force constraints:

$$\int_{\Omega} u dV = 0, \quad \int_{\Omega} u \times (x - x_c) dV = 0. \quad (4.5)$$

(See the derivation of (2.5)).

**Surface force model.** In cases of interest, the only volume force is gravity. In all but most extreme cases, gravity does not have a major effect, so we concentrate on surface forces. We restrict the forces in three ways.

- **Only inward-pointing normal forces allowed:** $F_S = -p\hat{n}$, where $\hat{n}$ is the surface normal, and $p$ is a positive pressure value, thus ignoring friction. This is a reasonable
assumption, as for most situations described in Section 4.2.1, friction forces are likely to be significantly lower than normal forces. At the same time, it is hard to model the bounds on ratios between normal and tangential components accurately in the absence of detailed knowledge of loads and surfaces. Without such bounds, any optimization is likely to produce unrealistic tangential results. Similarly, negative surface forces (e.g., electrostatic attraction), are unlikely to play a major role in practice and are excluded.

• **Pointwise pressure is bounded:** \( p < p_{\text{max}} \). If a pressure may be unbounded, an arbitrarily high stress may be produced at a point on the surface. While highly concentrated forces are possible, these are rare, and we assume that a realistic bound on surface pressure is available.

• **The total force is fixed.** Again, by increasing the total force, arbitrarily high stresses can be obtained.

For example, if our primary target is simulating manual handling situations, one can bound the force by a typical force a human can apply by squeezing, and the maximal pressure is derived from the size of the finger tips.

**Problem formulation.** It remains to specify the objective function. One commonly used measure of interest is *maximal principal stress*, \( \max_0 \max_{i=1,2,3} |\sigma_i| \), where \( \sigma_i \) are the eigenvalues of the stress tensor. The complete problem of finding the worst-case force distribution satisfying the constraints of our model and optimizing this objective
function, has the form

$$\max \max_{i=1,2,3} |\sigma_i| \rightarrow \max;$$

$$Lu = 0 \text{ on } \Omega, \quad \hat{n} \cdot C : (\nabla u + \nabla u^T) = -p\hat{n} \text{ on } \partial\Omega,$$

$$\int_{\partial\Omega} p\hat{n} \hat{n} dA = 0, \quad \int_{\partial\Omega} p\hat{n} \times (x - x_c) dA = 0,$$

$$\int_{\Omega} u dV = 0, \quad \int_{\Omega} u \times (x - x_c) dV = 0,$$

$$0 \leq p \leq p_{\max} \text{ on } \partial\Omega, \quad \int_{\partial\Omega} p dA = F_{\text{tot}}.$$

Maximal principle stress is a suitable measure if we are interested in failure of materials, which occurs when the stress in a direction exceeds a bound. For plastic transition, the norm or some other function of the deviatoric stress, \(\sigma - \frac{1}{3} \text{tr} \sigma I\), may be of interest.

We make an interesting observation when the material is isotropic so that \(C = Y\hat{C}\), where \(Y\) is the Young’s modulus, and \(\hat{C}\) is nondimensional, depending only on the Poisson ratio. Then maximal stress does not depend on \(Y\) but only on the Poisson ratio.

Solving this problem yields the worst-case principal stress and, importantly, the pressure distribution on the surface resulting in this stress. The maximal stress makes it possible to evaluate the likelihood of damage during the production process, shipping or use. Examining the pressure distribution makes it possible to evaluate how likely such loads would be and determine how the structure of the object can be strengthened.

We observe that all constraints in this problem are linear equality and inequality constraints, i.e., the constraints are convex. At the same time, the functional is highly non-linear (in fact, not smooth) and non-convex. Replacing maximal principal stress with another point measure maximized over the surface does not change the nature of the problem.

A brute-force solution can be obtained by solving a sequence of problems in which the objective functional \(\max |\sigma_i|^2\) is maximized for every point and then taking the maximum.
of all results. Because we are interested in maximizing the norm, even these simpler per-point problems remain nonconvex and nonlinear.

We conclude that solving the optimization problem in general form is impractical, and due to non-linearities and non-convexity, any optimization is likely to get stuck in local minima.

**Extension to displacements.** An obvious extension of the algorithm is optimizing for maximal displacements. The main change is replacing $\sigma$ with $u$ in the functional: $\max_{\Omega} |u| \to \max$. This formulation is more relevant for flexible materials.

### 4.4 Efficient approximate algorithm

**Overview.** Figure 4.1 shows the main components of the efficient approximate algorithm for solving (4.6).

There are two problems we need to address to make the solution of (4.6) practical: (1) the need to solve an optimization problem for each point of the object to determine which one results in minimal stress; and (2) the nonlinearity and nonconvexity of each subproblem.

To address the first problem, we use a modal-analysis based heuristic that we found to work remarkably well. The second problem is solved by using $\text{tr} \sigma$ as the linear objective functional. The reasons this substitution is possible for a broad range of cases are discussed in detail below.

**Modal analysis and weak regions.** A crucial ingredient of our method is modal analysis, which we use to restrict the part of the object where we need to maximize the stress or another functional.
Computational modal analysis refers to computing eigenvectors (eigenmodes) $u_i$ and eigenvalues $\lambda_i$ of $L$:

$$Lu_i = \lambda_i u_i, \ i = 1, 2 \ldots$$

Modal analysis is widely used in engineering and graphics for a variety of purposes. In the context of structural analysis, the most common application is predicting damage or deformations in presence of vibrations.

Our idea is similar in spirit, however there is a significant difference. We do not consider vibrations, i.e., periodically changing loads; rather, we consider static or quasi-static loads. We make the following

**Assumption 1:** Examining a small number of eigenmodes allows us to find all regions of an object where the stress may be high under arbitrary deformation. While this observation is difficult to prove mathematically, physical intuition suggests that vibrations of an object at different frequencies will result in high stress in all structurally weak regions of the object. Weak regions are those where high maximal stress can be obtained with low energy density relative to other parts of the object.

To validate this assumption, we have performed a brute-force optimization on a number of models (Figure 4.6) and compared with the results obtained using weak regions only. We obtain a remarkably good agreement in all cases.

We search for locations of potentially high stress by computing a number, $M_m$, of eigenmodes and considering a fraction $1 - \epsilon$ of points with highest stress under these deformations.

We define weak regions to be the connected components of this set. Each mode has multiple weak regions, typically associated with local stress maxima. For each mode we select $M_r$ weak regions.
Approximate convex problem. The second important change to the problem is to replace the functional in (4.6) with a functional that can be optimized efficiently and that is minimized by a similar pressure distribution, $p$, to the original. We focus on the maximal stress, although a similar approach can be used for other functionals. We observe that almost invariably for any deformation and any compressible material with Poisson ratio $\nu$ sufficiently different from $1/2$:

*For points where a principal stress is maximal, other principal stresses are small relative to the principal stress.*

We have performed a validation of this observation by running simulations with a variety of loads and computing the ratio of the maximal principal stress to $|\text{tr} \sigma|$. Over 36 models tested, the average ratio is 0.96 with standard deviation 0.25. Figure 4.2 illustrate that the distributions of trace and maximal principle stress are visually similar.
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Figure 4.2: The top 10% volume of largest principal stress (left) and largest trace (right) are visually similar.

We observe that when this is true, the difference between $|\sigma_{\text{max}}| = \max_{i=1,2,3} |\sigma_i|$ and $|\sum_{i=1}^{3} \sigma_i|$, i.e., $|\text{tr} \sigma|$ is small, and we can approximate the maximal principal stress with the absolute value of the trace.

As weak regions correspond to the highest stress area, and estimated stress tends to have a significantly lower accuracy vs. displacement, we use a weighted average of the
stress over each weak region. The choice of weighting, as long as it falls off towards the boundary of the region, has relatively small effect on the result. We choose the $L_2$ norm of the stress computed from the eigenmode as the weight $w$ for averaging the stress trace over each weak region. We also predict whether each point will stretch or compress under the worst-case load by computing $\text{tr} \sigma$ under the modal displacement. We choose $w$’s sign to match this quantity.

We finally arrive at the following approximate problem formulation:

For each eigenmode $i$, $i = 1 \ldots M_m$ and each of its weak regions, $D_{ij}$, $j = 1 \ldots M_r$, we solve the following linear programming problem:

$$\int w \text{tr} \sigma dV \rightarrow \max \text{ w.r.t. } u \text{ and } p;$$

$$Lu = 0 \text{ on } \Omega, \quad \hat{n} \cdot C : (\nabla u + \nabla u^T) = -p\hat{n} \text{ on } \partial\Omega,$$

$$\int_{\partial\Omega} p\hat{n}dA = 0, \int_{\partial\Omega} p\hat{n} \times (x - x_c)dA = 0,$$

$$0 \leq p \leq p_{\text{max}} \text{ on } \partial\Omega, \int_{\partial\Omega} pdA = F_{\text{tot}}. \quad (4.8)$$

Unlike the original problem, this problem has a unique solution that can be computed efficiently using a convex solver.

**Discretization and additional optimizations.** We discretize the problem in the simplest conventional way, using piecewise-linear finite elements. The downside of this approach is that a suitable tetrahedral mesh needs to be generated for each input. For 3D printed models, the task is somewhat simplified: as the cost of printing is dominated by the amount of material used, almost all objects printed in practice are effectively thick shells to the extent this is allowed by the structural requirements. For this reason, tet meshing does not increase the number of vertices used to represent the object as much as one would expect.

Let $n$ be the number of vertices, $n_b \leq n$ be the number of boundary vertices, and $m$ be
the number of elements. The discretized quantities are: \( p \) the vector of pressures defined at boundary vertices of dimension \( n_b \); and \( u \), the vector of displacements of dimension \( 3n \).

In the discrete formulation, we optimize the functional

\[
    w^T VDBu.
\]

(4.9)

In this formula, \( V \) is a \( 6m \times 6m \) matrix, with the volume of element \( j \) repeated 6 times on the diagonal for the 6 components of the stress tensor. \( D \) is a \( 6m \times 6m \) block-diagonal matrix. For each element, the corresponding \( 6 \times 6 \) block is the rank-4 tensor \( C \) in matrix form. \( B \) is a \( 6m \times 3n \) applying the FEM discretization of \( \nabla + \nabla^T \). Finally, \( w^T \) is a vector that computes and weights the stress tensor traces, so that \( w^T Vx \) discretizes \( \int_\Omega \text{tr} \ x dV \).

The discretized static elasticity equation combined with boundary conditions takes the form

\[
    Ku = -NAp,
\]

(4.10)

where \( K \) is the standard FEM \( 3n \times 3n \) stiffness matrix, \( K = B^T VDB \). The matrix \( N \) is a \( 3n \times n_b \) matrix of components of surface normals, returning per-vertex components of external forces (0 for internal vertices, \( pn \) for the boundary), and matrix \( A \) is the \( n_b \times n_b \) diagonal vertex area matrix.

The discretized formulation of the total force and torque constraints are:

\[
    \Sigma NA p = 0, \quad \Sigma T N A p = 0,
\]

(4.11)

where \( \Sigma \) is the \( 3 \times 3n \) matrix, summing \( n \) 3D vectors concatenated into a \( 3n \) vector, and \( T \) is \( 3n \times 3n \) block-diagonal matrix computing the torques of the surface force vectors.

Putting all these together, the discretized optimization problem is:
\( \mathbf{w} \cdot (VDB \mathbf{u}) \rightarrow \max \text{ w.r.t. } \mathbf{u} \text{ and } \mathbf{p}; \)

\( Ku = -N \mathbf{A} \mathbf{p}, \)

\( \Sigma N \mathbf{A} \mathbf{p} = 0, \Sigma TN \mathbf{A} \mathbf{p} = 0, \)

\( \Sigma_v \mathbf{u} = 0, \Sigma_v T_v \mathbf{u} = 0, \)

\( 0 \leq p_i \leq p_{\text{max}} \text{ for all } i, \)

\( \Sigma_s \mathbf{A} \mathbf{p} = F_{\text{tot}}, \)

\( (4.12) \)

where \( \Sigma_s \) sums scalars on the surface, \( \Sigma_v \) sums vectors in the volume \( \Omega \), and \( T_v \) computes torsion for each point. The total dimension of the problem is \( n_b + 3n \).

**Eliminating displacements.** As most of the degrees of freedom in the system are displacements, but the quantities of interest are pressures \( \mathbf{p} \), eliminating \( \mathbf{u} \) results in significant speedups (\( \mathbf{u} \) can be eliminated even for the displacement maximization problem). The elasticity equation \( Ku = -N \mathbf{A} \mathbf{p} \) is not sufficient for this; it has a nullspace of dimension 6 corresponding to the rigid motion degrees of freedom, so we need to consider the constraints for zero total rigid motion, \( Ru = 0 \), where \( R = [\Sigma_v \Sigma_v T_v] \). Rewriting this system in the standard constrained system form,

\[
\begin{bmatrix}
  K & R^T \\
  R & 0
\end{bmatrix}
\begin{bmatrix}
  \mathbf{u} \\
  \lambda
\end{bmatrix}
= \begin{bmatrix}
  N \mathbf{A} \mathbf{p} \\
  0
\end{bmatrix},
\]

where \( \lambda \) is the Lagrange multiplier for the constraint \( Ru = 0 \). It is clear from physical considerations that this system is invertible. Let \( S \) be the selection matrix \( \begin{bmatrix} I_{3n \times 3n} & 0 \end{bmatrix} \).

Then, we can express \( \mathbf{u} \) as \( \mathbf{u} = S^T C^*^{-1} S N \mathbf{A} \mathbf{p} \). In this form, the objective of (4.12) becomes

80
\[
\mathbf{w} \cdot \mathbf{VDBu} = \mathbf{w}^T \mathbf{VDBS}^T \mathbf{C}^{*-1} \mathbf{SNAp} = \mathbf{f}^T \mathbf{p}.
\]

The displacement-free optimization problem is

\[
\mathbf{f}^T \mathbf{p} \rightarrow \text{max w.r.t. } \mathbf{p},
\]

\[
\Sigma \mathbf{NAp} = 0, \Sigma \mathbf{TNAp} = 0,
\]

\[
0 \leq p_i \leq p_{\text{max}} \text{ for all } i,
\]

\[
\Sigma_s \mathbf{Ap} = F_{\text{tot}}.
\]

While the final system has only sparse constraint matrices, it may appear that computing \( \mathbf{f}^T \) for the objective functional requires inverting \( \mathbf{C}^* \); we observe however that \( \mathbf{w}^T \mathbf{VDBS}^T \mathbf{C}^{*-1} \mathbf{SNA} = \mathbf{f}^T \) can be rewritten as \( \mathbf{f} = (\mathbf{SNA})^T \mathbf{q} \), where \( \mathbf{q} \) is the solution of the equation

\[
\mathbf{C}^{*T} \mathbf{q} = \mathbf{SB}^T \mathbf{D}^T \mathbf{V}^T \mathbf{w}.
\]

In other words, it is sufficient to be able to solve a linear system with matrix \( \mathbf{C}^* \), and the cost of transforming (4.12) to (4.15) is the cost of a single linear solve.

Finally, for modal analysis, we have observed that the results for isotropic models in particular are well-approximated by simpler eigenanalysis of the Laplacian, which yields a considerable speedup (compare the bottom two rows of Figure 4.6).

**Algorithm summary and parameters.** The main steps of our approach are

1. Compute a tetrahedral mesh \( \Omega \) for an input triangle mesh.
2. Compute \( M_m \) modes using an eigensolver.
3. For each mode, find \( M_r \) weak regions with highest total energy.
4. For each weak region, solve (4.14) to obtain worst-case pressure candidate \( p_i \).
5. Solve $Lu = 0$, with boundary pressures specified by $p_i$, to obtain displacements $u_i$, and compute actual maximal principal stress $\sigma_i^{\text{max}}$ for each weak region.

6. Maximal stress is determined as maximum of $\sigma_i^{\text{max}}$.

Tetrahedral meshes are generated using tetgen ([91]).

We use MOSEK ([72]) to solve the linear programming problem, UMFPACK ([30]) for linear solves, and ARPACK ([59]) for computing eigenvectors and eigenvalues.

The parameters of the algorithm include $M_m$, $M_r$, the choice of threshold $1 - \epsilon$ for weak regions, and a user-defined maximal pressure $p^{\text{max}}$ (the latter can be regarded as a part of the definition of the force model).

To determine reasonable choices of $M_m$ and $M_r$, we have run modal analysis for a large number of modes (150) and a large number of weak regions per mode for a collection of objects. For each object, we found the weakest region and checked in which mode it first appears. We also computed the weakest region’s rank in the list of that mode’s weak regions sorted by decreasing energy. The results (Figure 4.3) indicate that considering 15 modes and 5 weak regions per mode is sufficient in over 80% of cases.

We use $\epsilon = 0.025$ in all cases; the dependence of the size of weak regions for one mode on $\epsilon$ is shown in Figure 4.4.
Figure 4.5 shows two final results of the algorithm. Red arrows are total forces obtained by summing nearby per-vertex force values (pressures are typically concentrated in small areas). Color maps on the deformed surfaces show weakness maps.

Figure 4.4: Weak regions extracted from three modes with weakness level cutoff, $\epsilon = .10, .05, .03, .01$.

Figure 4.5: Optimal force vectors and weakest regions on the left, resulting deformations and stresses on the right. The gray images in the background show the undeformed state.

4.5 Validation

We validated our algorithm in several computational and experimental ways.

Comparison with direct search for the weakest region. Instead of using the modal analysis stage to identify weak regions and using averaged stress or displacement over weak regions as the target quantity to optimize, we can run the same optimization process directly, treating each tetrahedron as a potential weak region.
We define the weakness map as a scalar field on the surface mapping each point to the maximal principal stress at this point obtained by approximate optimization. Using our method yields a partial weakness map on the union of all weakness regions we consider. Figure 4.6 shows a comparison of a complete weakness map, computed using the brute-force approach, with the weakness map obtained by our method. We observe a close agreement between these for all examples in areas where the partial map is defined and never observe high stress values elsewhere.

<table>
<thead>
<tr>
<th># Tets</th>
<th>Brute Force (s)</th>
<th>Weak Region (s)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>2723</td>
<td>681.367</td>
<td>1.089</td>
<td>625.939 x</td>
</tr>
<tr>
<td>2869</td>
<td>793.362</td>
<td>1.087</td>
<td>729.907 x</td>
</tr>
<tr>
<td>2904</td>
<td>894.610</td>
<td>0.641</td>
<td>1396.071 x</td>
</tr>
<tr>
<td>5332</td>
<td>2120.361</td>
<td>1.171</td>
<td>1810.199 x</td>
</tr>
<tr>
<td>11020</td>
<td>11029.721</td>
<td>2.729</td>
<td>4042.403 x</td>
</tr>
<tr>
<td>12853</td>
<td>11334.362</td>
<td>1.694</td>
<td>6692.546 x</td>
</tr>
<tr>
<td>14163</td>
<td>27775.900</td>
<td>3.373</td>
<td>8234.925 x</td>
</tr>
<tr>
<td>16008</td>
<td>19917.838</td>
<td>1.892</td>
<td>10527.388 x</td>
</tr>
</tbody>
</table>

Table 4.1: Stress analysis timings for brute force optimization vs. weak region optimization. While speedups are already dramatic for extremely small element counts, the higher asymptotic complexity of brute force causes a rapidly increasing speedup for larger models.

**Dependence on tetrahedral mesh resolution.** To keep the cost of computation low, especially in the context of interactive applications or processing large number of objects at a printing facility, using coarse tetrahedral meshes is desirable. As Figure 4.7 shows, weakness maps for different resolutions are similar, so higher resolution may be used only at the last stage, after the weakest spots are identified.

**Drop test.** To verify our method for brittle materials, we performed a randomized deformation test by dropping printed models onto horizontal pegs. We dropped the models from 1m high, ensuring a nearly random impact orientation and force application. The test setup is pictured in Figure 4.8. All models were printed with material zp150.

Specific breakages may have two origins: high point forces, which can break even
Figure 4.6: Comparison of the similar optimum stresses found by brute force, Laplacian-based weak region analysis, and stiffness-based weak region analysis. The table reports 99.75 percentile (by volume) element stresses. An isotropic metal material was used for this comparison.

<table>
<thead>
<tr>
<th>Analysis Type</th>
<th>Star</th>
<th>Star Pendant</th>
<th>“Test 2”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brute Force</td>
<td>18.300 MPa</td>
<td>36.767 MPa</td>
<td>73.298 MPa</td>
</tr>
<tr>
<td>Laplacian</td>
<td>15.593 MPa</td>
<td>34.151 MPa</td>
<td>71.689 MPa</td>
</tr>
<tr>
<td>Stiffness</td>
<td>16.208 MPa</td>
<td>35.939 MPa</td>
<td>70.588 MPa</td>
</tr>
</tbody>
</table>

relatively strong spots near the impact point and will vary across drops, and smooth deformations, which are likely to break weak regions consistently. The former does not correspond to typical usage scenarios, which feature distributed bounded forces. Thus, we consider only fractures occurring frequently across drops.

The test results, displayed in Figure 4.9, confirm that the weak regions determined by our method generally agree with the areas with highest occurrence of fracture. Notice in particular the legs of the cow (3rd row, left), the notches of the gear (5th row, left),
Figure 4.7: For 5 different mesh resolutions (from left to right, the vertex counts are 5K, 13K, 24K, 36K, 50K), the algorithm generates consistent weakness maps.

For the objects printed in ductile materials, we performed a different test. We placed the shapes into a cardboard box filled with packaging material and applied pressure to the box’s exterior. This pressure permanently deformed the models inside. We took photographs of the deformed models in a registered position and compared them to the 3D model from which they were printed. We observe good agreement with the computed map of maximal displacements, i.e., the map similar to the weakness map value that break consistently.

Figure 4.8: We used models printed in green state “sandstone” for the drop tests. The testing models often are covered with a loose layer of powder that shakes off upon impact (see the dust in the right image).
Figure 4.9: Results for a drop test. Model volume is shaded with its weakness map percentile: 90% 99%
map, but for the displacement maximization problem (see Figure 4.10).

**Comparison with [97].** We compare to the approach described in [97], as they also aim to predict the loads that a printed model is likely to experience. The authors use a more specific force model: pinch grips. They present an empirical model to predict how the object will be gripped with two fingers. There are many designs for which such a grip does not capture typical use cases or mishaps. Figure 4.11 demonstrates shapes whose worst-case loads cannot be applied or approximated using only a pinch grip.

Figure 4.12 shows three examples for which the authors of [97] have provided us their force application points. Their “cup” example (left) is an excellent candidate for the pinch grip; the highest stress achieved with a fixed total force agrees with ours and even exceeds it. However, the other two objects do not fit their model as well. The “UFO” pinch grip is clearly suboptimal, and the forces applied to the bracelet would have much more leverage if they were moved to the open endpoints. In all three cases, our method generates efficient force vectors.

An interesting observation about the “cup” model is that our method produces a triangle of forces (perhaps at the expense of higher stress) rather than a pair of opposite forces. One possible reason for this is the pressure bound requiring the force to be distributed over a larger area.
Figure 4.10: Simulation results (left) are compared to the deformed 3D printed model (green) overlaid on an undeformed one (blue). Our algorithm predicts likely regions (red) of large deformation under normal handling. For the blade earring, we confirm that the largest blade deforms little relative to the hook and shaft: after aligning the shafts to be parallel, the largest blades are also roughly parallel (see the yellow parallelograms). The second largest blade is displaced more. Note that the upper right pin of the deformed spinnoloid (middle row, green) was broken during printing.
Figure 4.11: Models where pinch grips cannot generate worst-case loads. Our method finds highly intuitive force vectors, regardless. The additional arrows on the top of the Skyrim dragon arise to bring the total force and torque to zero.

Figure 4.12: Comparison against [97]. Our algorithm’s force distribution (top) better identifies structural weakness, especially for the ufo (middle) and bracelet (right).
**Timings.** Though our pipeline has not yet reached interactive speeds, it is already fast enough to be included in a 3D printing pipeline. For the sizes of models most commonly sent to 3D printing services (see distribution in Figure 4.14: sizes on the order of 100K vertices are most common), our full algorithm takes only a few minutes (right).

Analyzing the algorithm’s scaling behavior is complicated by its dependence on structural properties—a separate linear program is run for each weak region that is extracted. To make sense of the timings, they have been separated by stage. Modal analysis and weak region extraction are run only once per model, and Figure 4.13 shows how their execution times depend on element count. The time spent setting up and solving the linear programs (“weakness analysis”) is averaged over all weak regions so that it can be plotted against the same x axis. Note that there is one further cost not shown: the single sparse UMFPACK factorization. This timing depends strongly on matrix structure (despite using fill-in reducing permutations), and adds noise to curves when included. Factorization time is included in the timing table.

<table>
<thead>
<tr>
<th>Tets</th>
<th>Analysis Time (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2723</td>
<td>0.028</td>
</tr>
<tr>
<td>42900</td>
<td>0.308</td>
</tr>
<tr>
<td>70356</td>
<td>0.382</td>
</tr>
<tr>
<td>155383</td>
<td>2.566</td>
</tr>
<tr>
<td>322398</td>
<td>9.601</td>
</tr>
<tr>
<td>414894</td>
<td>4.490</td>
</tr>
</tbody>
</table>

![Figure 4.13: The top plots shows how modal analysis and weak region extraction scale with the number of tetrahedra. The dominant cost is the eigensolve. The bottom plots shows the average cost of setting up and running the linear program for each weak region. It excludes the UMFPACK factorization of $C^*$ that only must be run once.](image)
4.6 Material properties

Material parameters defining the elasticity tensor $C$ must be measured for each of the 3D printers’ materials. We have observed that the computed maximal stress does not depend on the magnitude of the Young’s modulus in the isotropic case. However, in the anisotropic case, it does depend on the ratios of directional elasticity moduli, which can be significant (Figure 4.15). To predict breakage or plastic deformations under loads, the additional material parameters tensile strength and yield strength are needed.

In this section, we present the Youngs modulus ratio measurements for three different 3D printing materials that we used to compute our simulation’s elasticity parameters. In addition, we discuss the extent to which various materials match our assumptions on stress-strain linearity and what accuracy one can expect from predictions of the maximal stress to tensile strength ratio. In all cases, we assume a Poisson ratio of 0.3.

We have tested three materials used in 3D printing: nylon (PA 2200 by EOS Electro Optical Systems), “sandstone” (zp150 in the ZPrinter series by 3D Systems), and green state stainless steel (420SS powder bound with proprietary binder used by ExOne). They also represent different classes of materials (brittle vs. ductile, isotropic vs anisotropic).
To determine their properties, we conducted three point bending tests consistent with ASTM standard D5032 ([8]) using the Instron 5960 universal testing machine with a 100N load cell and a support span of 40mm. Figure 4.16 illustrates the testing setup. The testing samples are rectangular bars with length 60mm and thickness between 1mm and 5mm. We chose relatively thin test bars because structurally weak models are likely to contain thin features.

Of the three materials tested, green state stainless steel best fits the definition of a brittle material. Stress grows linearly with strain for all samples tested until fracture
Figure 4.17: Left: Stress vs strain curve measured on samples in green state stainless steel. The colors indicate different sample thickness (1.5mm red, 2mm green, 3mm blue). Right: Stress vs strain plots for nylon testing samples of thickness 1.5mm and 2mm. The samples printed in different orientation are marked with different colors (red: X, green: Y, blue: Z).

(Figure 4.17 left). Bending tests in perpendicular directions show that elastic moduli in these directions are close, with the average Young’s modulus 3.59GPa and standard deviation 0.27GPa. Figure 4.18 shows critical stress extracted from measurements, which is mostly consistent across all samples, with the average 6.88MPa and 0.62MPa standard deviation. Overall, this material is consistent with our model for stress optimization.

Figure 4.18: The critical stress distribution of green state metal for samples with thickness 1.5mm up to 5mm.

Models printed in nylon are known to withstand a large range of deformations. Figure 4.17 (right) shows the stress vs strain curve for 18 nylon samples. Half of them are 1.5mm thick, and the other half are 2mm. For each thickness group, we printed sets of 3 samples along X,Y and Z directions. From the results, we observed that nylon samples typically have a very large elastic deformation range before entering the plastic stage. We also
note a moderate degree of anisotropy (the Young’s modulus is 0.80GPa with 0.13GPa deviation for the X samples, 1.02GPa with 0.18GPa deviation for Y, and 0.98GPa with 0.12GPa deviation for Z). See Figure 4.17, right.

The most complex material we tested is the “sandstone” (zp150). Though, like green state metal, it has a relatively low tensile strength, it exhibits a significant plastic region (Figure 4.19) and very high degree of anisotropy: we measured X, Y, and Z Young’s moduli of 1.22GPa (standard deviation 0.13GPa), 0.68GPa (standard deviation 0.07GPa), and 0.234GPa (standard deviation 0.02GPa) respectively, noting a greater than 5× difference between the largest and smallest values. Thus, we model zp150 as an orthotropic material with a distinct Young’s modulus per printing axis. We obtain our shear moduli using a standard formula from [95]: \( G_{xy} = \frac{E_x E_y}{E_x + E_y + 2E_y\nu_{xy}} \). Note that zp150 exhibits a large variance of tensile strength, even for a single direction. This means that only very conservative predictions are possible. Nevertheless, we observe that our weak region detection works well (Figure 4.9).

Figure 4.19: Stress vs. strain measurements on rectangular bars printed with green state “sandstone” (zp150) along the printer X (red), Y (green) and Z (blue) direction. The printing direction significantly influences the material properties.
4.7 Mesh-Free Implementation

From the viewpoint of robustness, tetrahedral mesh generation is the bottleneck: volume meshing fails for the ill-behaved (self-intersecting, non-manifold) geometry often present in users’ designs. Furthermore, for the purposes of shape optimization—e.g. to relieve the worst-case stresses found by our algorithm—creating a volume mesh to evaluate each iterate slows down the optimization process and makes it brittle.

To avoid the volume meshing stage, we implemented the worst-case analysis pipeline in a custom-built mesh-free finite element framework (supporting both 2D and 3D). This pipeline can be applied to any geometry representation supporting an efficient inside/outside query. It is best if the representation also explicitly provides a set of well-spaced boundary points and associated areas/normals (though these can be approximated from the inside/outside test if necessary).

For 2D, we implemented a simple interactive constructive solid geometry (CSG) modeling tool in which worst-case analysis can be applied as the user manipulates the shape.

4.7.1 CSG Modeling

The simple modeling tool allows one to insert various geometry “primitives” (e.g. rectangles and ellipses controlled by size, position, and rotation parameters) and combine
them with boolean operations (union, intersection difference). Other special-purpose primitives were implemented, such as (approximate) rank-two sequential laminates:

Figure 4.20: Left: zoomed-in view of the corner of a square tiled with the rank-two sequential laminate primitive. Right: the computation grid used to simulate the structure.

4.7.2 Mesh-Free FEM and Worst-Case Analysis

Shape Functions and Stiffness Matrices

The mesh-free finite element framework works by fitting a regular grid of some chosen resolution to the bounding box of the input geometry. Then a bilinear (2D) or trilinear (3D) element is created for each grid cell.

For grid cells fully overlapping the object (dark gray in Figure 4.20), the standard linear elasticity per-element stiffness matrix for bilinear and trilinear rectangle/rectangular prism elements is used. For grid cells only partially overlapping the object (highlighted in red), the per-element stiffness is computed by integrating the stiffness density only over the portion of the element overlapping the geometry (approximating the integral with a large number of quadrature points). We compute the FEM mass matrix, $M$, similarly: we integrate the products of pairs of shape functions over only the portion of elements overlapping the geometry.

Cells fully outside the object—or with too few quadrature points falling inside—are
removed from the simulation entirely. With the stiffness and mass matrices $K$ and $M$ constructed, we can apply modal analysis by solving the generalized eigenvalue problem $Ku = \lambda Mu$ and extract weak regions as described in Section 4.4. Example results are visualized in Figure 4.21.

![Image](image.png)

Figure 4.21: Left: the lowest energy vibrational mode computed by eigenanalysis. Right: the weakest region extracted from this mode.

**Surface Forces**

![Image](image.png)

Figure 4.22: Forces are defined on the boundary points and smeared onto the FEM nodes using a radial cubic B-spline (green) with finite support (highlighted).

To run the worst-case stress optimization over pressure fields, we need a discretization of surface forces (more specifically, pressures). We discretize surface forces by a vector assigned to each boundary point. These forces are smoothed into the volume with a radial cubic B-spline (with finite support, overlapping only a few cells for efficiency) so
that per-grid-node loads can be computed by integrating the blurred force against the
nodal shape functions over the object geometry. We normalize the resulting linear map
from boundary point forces to nodal loads to ensure the exact, full force magnitude is
distributed to the grid nodes (to counter the fact that only part of the B-spline’s support
overlaps the object).

With surface forces discretized, we can now construct the linear program (4.14). The
linear program assumes roughly the same form as for the tet-mesh case, but there is an
additional matrix appearing in the formula for $\mathbf{f}$ that implements the boundary-point-to-
grid-node force smoothing.

![Figure 4.23: Left: the deformation inducing the worst-case stress in this object. Right:
the corresponding forces (found by solving a linear program).](image)

### 4.7.3 Mesh-Free FEM Limitations

While this mesh-free tool computes deformations accurately, proper handling of the
cut cells is challenging and often leads to inaccurate boundary stresses (Figure 4.24).
Unfortunately, the boundary is precisely where we need the greatest accuracy: it is where
stress concentrates and also where quantities needed for shape optimization primarily
live. Also, one must apply a heuristic threshold to decide when a cut cell should be
discarded due to insufficient overlap with the object (keeping such low-mass cells leads to
poor conditioning in the linear system). A better approach to handling the boundary—
Figure 4.24: Worst-case stresses computed on the cut cells at the boundary.

possibly using adaptive refinement and smoothing the geometry’s indicator function—is needed to produce accurate stress results and to permit shape optimization.
4.8 Conclusions

We have presented an efficient approximate method for determining worst-case loads for a geometric object based on its geometry and material properties only. The method is quite reliable (it relies on a linear solver, an eigensolver, and a linear programming solver, which all can provide convergence guarantees), efficient, and approximates well the worst-case stress and displacement distributions.

At the same time, there are numerous limitations. Most importantly, we only consider linear elasticity, so our maximal deformation results may not match reality for large plastic deformations. We note, however, that the robustly obtained approximate solution can serve as a starting point for a nonlinear solver. More generally, 3D printed materials exhibit a broad range of complex behaviors, some of which may exhibit considerable variation even for the same printing process. Using computational models reflecting material complexity and uncertainty is an important future direction.
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Chapter 5

Worst-case Stress Relief for Microstructures

We address the problem of robust microstructure design to remedy the deficiencies of Chapter 3 for practical applications. All work presented in this chapter (and the paper on which it is based, [50])—from the problem formulation to the mathematical details, the software implementation, 3D printing, and physical lab testing—is entirely my own. Co-authors Abtin Rahimian and Denis Zorin on [50] contributed to the writing.

Figure 5.1: We design microstructures emulating a desired material while simultaneously experiencing minimized peak stresses under the worst-case load. Here we show two structures with identical macroscopic properties. Our optimization smooths out the stress concentrations seen in red on the left, creating a robust, organic microstructure. The meshes are shaded with our novel worst-case micro-stress measure.
Additive fabrication technologies are limited by the types of material they can print: while the technologies are continuously improving, still only a relatively small discrete set of materials can be used in each printed object. At the same time, the low cost of introducing geometric complexity suggests the alternative of controlling the elastic material properties by producing microstructures, which can achieve behaviors significantly differing from the solid printing material. While promising results have been obtained in this direction, fragility is a significant problem blocking practical applications, especially for achieving soft material properties: due to stress concentrations at thin joints, deformations and repeated loadings are likely to cause fracture.

We present a set of methods minimizing stress concentrations in microstructures by evolving their shapes. First, we demonstrate that the worst-case stress analysis problem (maximizing a stress measure over all possible unit loads) has an exact solution for periodic microstructures. We develop a new, accurate discretization of the shape derivative for stress objectives and introduce a low-dimensional parametric shape model for microstructures. This model supports robust minimization of maximal stress (approximated by an $L_p$ norm with high $p$) and an efficient implementation of printability constraints. In addition to significantly reducing stresses (by a typical factor of $5 \times$), the new method substantially expands the range of effective material properties covered by the collection of structures.

5.1 Introduction

Most additive fabrication technologies share the distinctive feature that printing cost is primarily determined by the amount of material used and is generally independent of the object's complexity. These characteristics make it practical to fabricate small-scale structures, which can be used to fine-tune the object's deformation behavior and achieve more effective designs for classical problems such as maximizing a design's strength under
particular loads while constraining its weight. More generally, spatially varying effective material properties, including exotic properties such as negative Poisson’s ratio, can be achieved on even a single-material printer using fine-scale structures (microstructures).

Geometric complexity is typically associated with high curvature variation and negatively-curved regions. These surface features are well-known to generate high stress concentrations, which may preclude practical applications: even moderate loads may result in cracks or plastic deformations. While the task of distributing stress evenly is essential to many mechanical design problems, stress distribution acquires particular importance for complex geometry, and it is more difficult to address on an ad hoc basis. Optimal designs, minimizing the maximal stress norm subject to a set of constraints, tend to be smooth, “organic” free-form structures, as small surface variations often result in significant changes in local stress.

Shape modeling tools have addressed the problem of creating low-stress designs in a variety of ways, primarily by providing engineers with techniques to add fillets and blends. These approaches are based on the intuition that eliminating sharp concave corners improves stress behavior, and engineers tend to make specific choices of geometry based on prior experience and trial and error.

Shape and topology optimization provide a principled approach to solving this problem and have been used with success to optimize various functionals, most commonly compliance. However, success has been limited so far in minimizing max stress accurately and efficiently. Moreover, the typical setting for stress minimization is to specify a load the structure is required to support. In many cases, especially the case of microstructure design we consider, the loads are not known in advance, so worst-case analysis is needed in the optimization loop, i.e. determining at each iteration the loads causing the highest maximal stress.

In this paper, we focus on optimizing microstructures: assemblies of small cells,
each filled with a pattern that, when periodically tiled, produces a particular averaged (homogenized) elastic behavior. Many of the methods we propose are relevant to other stress optimization problems.

**Contributions** In this paper, we describe a set of techniques for producing optimized microstructures that cover a broad range of isotropic material properties while at the same time experiencing minimized stress concentrations under the worst-case scenario. We also ensure these structures satisfy printability constraints for additive fabrication. Specifically, our contributions include:

- A novel exact microstructure worst-case stress analysis that expresses worst-case loads as eigenvectors of small tensors, incurring negligible computational cost beyond homogenization.
- An accurate and efficient approach to optimize a nearly nonsmooth large-$p$ $L_p$ norm stress objective approximating maximal stress. Combined with robust, adaptive meshing, this yields a method capable of reliably designing reduced-stress microstructures under the thousands of different target material property constraints from our microstructure database, using only tens of iterations per design.
- A parametric model significantly expanding material property coverage over previous work, while using a single topology and enabling substantial stress reduction (5x for most properties).
- A new blending operator for implicit surface modeling that eliminates bulging outside the convex hull. This is essential to efficiently enforce printability for our parametric model.

We demonstrate experimentally that our pipeline yields structures with significantly reduced stresses and, consequently, greater resilience to repeated loadings and stronger loads.
5.2 Related Work

Stress minimization  Several works have focused on minimum stress design using shape and topology optimization. The closest work to ours is [5], which applies topology optimization to design lightweight minimal-stress objects built from sequentially laminated composites. It considers the stress concentrations occurring in the microstructure, but only for a fixed loading scenario (not the worst-case), and only for sequential laminates, microstructures whose properties have nice closed-form expressions but are not manufacturable. Another similar work is [4], which applies the level-set topology optimization method to minimize the $p$-norm of stress. [109] and [79] propose similar machinery but, to address numerical and convergence problems of $p$-norm minimization for high $p$, use different objective functions: the former adds a penalty term that activates for stresses above a specified threshold, and the latter switches to penalizing the deviation of stress from the average stress level. In the engineering literature, several works have considered fillet design with optimal shape, e.g., [96, 105], minimizing the stress concentration factor.

Our work differs from traditional shape and topology optimization approaches in several important ways: (i) we use exact worst-case analysis to determine the loads; (ii) we optimize a parametric model for which formulating fabrication constraints is efficient and exact; and (iii) our formulation for the shape derivative in combination with adaptive meshing, absent in level-set and SIMP-based formulations, yields much better accuracy when evaluating and differentiating stress.

A concurrent work, [60] uses a fully discrete approach to find 2D shapes with optimal $L_p$-norm of von Mises stress under known loads, treating all vertices as free variables (we use a low-dimensional parametric model instead). This method requires thousands of iterations in 2D compared to the 50 iterations typical in 3D for our method. It also cannot enforce our fabrication and tileability constraints.
In the computer graphics community, [97] presented several heuristic model correction techniques, such as thickening and strut insertion, to improve a structure’s resilience to specific loading scenarios. [114] optimize the shell thickness to bound the von Mises stress on all vertices under a given load. This can be viewed as a similar type of optimization to ours, with the shell thickness serving as the shape parameter with a simple, direct relation to the effective material properties. Similarly, [116] bound the von Mises stress under specified force, while penalizing deviation from the input structure, operating on coarse meshes with linear elements and without remeshing.

**Worst-case stress analysis**  In graphics, two papers have presented heuristics to analyze stress under unknown load. [115] approximately determine the most efficient pressure distribution to break or severely deform a structure by solving a large eigenvalue problem and many linear programs. [58] use a PCA-based Monte Carlo sampling to construct a stress probability distribution from a large number of force samples generated by a rigid body simulator. They use the failure probability as a constraint in a costly gradient-based topology optimization to reduce weight, but forbid the object’s surface from changing to avoid differentiating the full stress analysis pipeline. In contrast, we derive an exact, efficient way to determine worst-case loads for microstructures and compute its exact derivative.

**Periodic homogenization**  Homogenization is a central tool to our work, and our formulation is based on [3]. Homogenization has been used in graphics to reduce complexity of physical models in [52], which finds the constitutive parameters of a low resolution discretization that best approximates the behavior of the original, more complex object.

**Microstructure design and optimization**  There is a large body of literature dedicated to theoretical studies of composites’ effective moduli (our periodic structures are a limiting case of composites, combining a single material with free space), which was
reviewed in [75]. Recent monographs on this topic include [29, 68, 100, 3, 26], which primarily focus on identifying microstructures with extremal behavior (having effective elasticity properties at the boundary of domain achievable by a given class of composites).

Microstructures have been designed using various forms of topology optimization [14, 15, 73], seeking periodic structures minimizing, e.g., compliance for a fixed total volume fraction. The result is normally a single-scale structure, with scale controlled by the design grid resolution or other types of regularization.

[86] and [75] propose methods to design tileable microstructures with printability constraints to fabricate deformable objects with spatially varying elastic properties. Our method follows the general shape optimization approach of [75], but introduces a different functional (making the elasticity tensor fitting a constraint), a different approach for computing shape derivatives, and a new, enriched parametric model.

In contrast to these works, [66] construct aperiodic, printable structures with point-wise control over Young’s moduli, but cannot independently control the Poisson’s ratio.

Fabrication constraints [81, 36, 57] have made recent progress in incorporating undercut/overhang angle constraints in the topology optimization framework. However, these method enforce the constraints only approximately, requiring parameter tuning, and add nonlinearities to the problem that hinder convergence ([36]). We impose printability constraints natively on our model’s parameters similarly to [75]; this is made possible in our smoothness-enriched parametric model by our novel blending algorithm that avoids overhangs if none are present in the pre-blended structure.

Fabrication [62, 61, 47, 51] have demonstrated the fabrication of optimized microstructures in the context of bone scaffold and fusion cage design, and [39, 89, 22, 7] have demonstrated the possibility of manufacturing auxetic materials. The idea of manufacturing objects with spatially varying properties using tileable structures also appears in
[17] designs and fabricates objects satisfying an input deformation by optimizing for the best combination of stacked layers of their multi-material 3D printer’s base materials. [94] applies discrete material optimization to achieve desired deformations of complex characters with actuation, fabricating the results with multi-material printing.

**Blending** Both parametric and implicit blending have received extensive attention in geometry modeling. A survey of parametric blending methods can be found in [106], and [63] discusses more recent work. A broad range of techniques have been proposed for implicit blending, starting with the foundational works [85] and [20]. The problems of bulging and (lack of) local control—characteristic of the simplest implicit blending constructions—are key topics of research. Bulging is an important problem in our context, as it leads to violation of printability constraints.

Clean union operations and related work can be used to generate smooth surfaces as offsets to the union of input surfaces [76], and can be made local by introducing blending volumes [77, 13, 16]. However, these method cannot easily control radius independently of blending for surfaces built from a 1-dimensional skeleton, and are restricted to binary operators. Convolution surfaces [21] are generally bulge-free; however, the degree of blending at vertices is difficult to control independently at different joints, including in a recent advanced version discussed in [111]. The approach of [84] reduces the bulging problem but may not produce smooth surfaces, and is difficult to localize. More recent work modulating the blending based on the angles between primitive normals [37] produces high-quality results but does not fully control bulging in the sense our application requires (we consider gradient-based methods in more detail in Section 5.6). A gradient-based approach was extended to N-ary operations in [112], but similar considerations apply. In our blending construction, we use the Kreisselmeier-Steinhauser function [56], which is commonly used in optimization and has been applied to implicit surface blending.
5.3 Overview

Our aim is to produce printable microstructures achieving a prescribed homogenized elasticity tensor (effective material properties) $C^\star$ with minimal pointwise worst-case stress; the general optimization problem can be written as

$$\arg\min_{\omega \text{ printable}} J(s(\omega)), \quad C^H(\omega) = C^\star$$  \hspace{1cm} (5.1)

where $J$ is an integral stress measure, e.g., the $L_p$ norm of a pointwise stress measure, $\omega$ is the microstructure shape, and $s(\omega)$ is the pointwise worst-case stress distribution. The pointwise worst-case stress distribution is a function of the shape only, obtained separately for each point by maximizing a stress norm over all possible unit macroscopic (averaged) loads applied to the structure.

To solve this optimization problem we need (i) a parametric shape description that can be meshed efficiently and differentiated with respect to its parameters; (ii) a way to impose printability and elastic tensor constraints; and (iii) an efficient and accurate method to compute shape derivatives of our stress objective.
Our shape representation is based on a skeleton graph, consisting of vertices connected by edges. We construct a smooth implicit surface from this skeleton by inflating each edge and joining them together smoothly with a custom blending operation (Section 5.6). The final inflated geometry is controlled by radius, position, and smoothing parameters assigned to each vertex. These shape parameters are the variables in the optimization.

To reduce our search space and improve performance, we focus on patterns with reflectional symmetry. These shapes are guaranteed to produce axis-aligned orthotropic material properties and can be designed by meshing and analyzing only the period cell’s positive octant (upper-right quadrant in 2D) with appropriate modifications to the homogenization boundary conditions. In the following, we refer to this portion of the period cell as the structure’s symmetry cell. We enforce reflectional symmetries by assigning independent parameters only to vertices in the positive octant and constraining every vertex initially on a reflection plane to stay on that plane.

We enforce two types of printability constraints: minimal part thickness and a self-supporting constraint. We do this by first enforcing printability on the pre-blended structure, that is, the structure where all inflated edges are combined with an exact union. This can be done easily by applying inequality constraints on the position and radius variables during our optimization. In particular, we apply a lower bound constraint to the radius variables and ensure the sphere defined by each vertex is supported:

\[ v.z - v.r \geq \min_u (u.z - u.r), \]

where \( z \) is the vertex’s position along the printing axis, \( r \) is the radius, and the minimization is over neighboring vertices of \( v \) that can “support” \( v \). Then we restrict our blending to avoid bulging that would violate the self-supporting constraint by creating overhanging features (Section 5.6). The result is a printable, smoothly blended structure.

We optimize a discretization of (5.1) using SLSQP \[55\] within the NLopt package.
At each step of the optimization, we perform the following steps to evaluate the objective function and its gradient:

(i) We use CGAL’s [6] 3D Mesh Generation package to create a high-quality tetrahedral mesh of the structure’s symmetry cell from our smooth signed distance function.

(ii) We solve the elasticity equations (2.11) within the symmetry cell to find the fluctuation displacements, then compute the effective macro-scale elasticity tensor and its shape derivative, as well as the worst-case stress measure at each point (by solving a small eigenvalue problem at each point). These steps are outlined in Section 5.4.

(iii) We compute the perturbation velocity of the boundary vertices induced by perturbing each shape parameter using automatic differentiation of our signed distance function.

(iv) We solve the adjoint problem for our stress objective and evaluate the shape derivative (Section 5.5): using the adjoint solution, we construct the discrete volume differential form (5.22) that computes the change in stress objective caused by perturbing each mesh vertex. Then from (5.22), we construct an accurate boundary differential form (discrete shape derivative) (5.13) which takes a boundary perturbation velocity, smoothly extends it to the interior and applies the volume differential form. Feeding in the velocities found in (iii), we obtain accurate partial derivatives for each parameter.

5.4 Worst-case stress analysis of periodic structures

In this section, we obtain formulas for the worst-case stress at a point in the microstructure. In general, finding a load distribution (with the total load fixed) that maximizes the stress norm at a point is a difficult nonconvex problem—unlike minimization, maximization of a convex function on a constrained domain is not convex.
However, in our specific setting, the space of loads that we need to consider is low (6-dimensional) and periodic homogenization imposes structure that greatly simplifies the optimization. We consider the idealized setting where the structure’s length scale is much smaller than the object to be filled by the structure—a standard assumption in microstructure design—so that at the macro scale (the full object’s scale) the structure can be viewed as a homogeneous material experiencing smooth stress and strain distributions varying gradually compared to the size of a single cell. Evaluating these smooth stress and strain distributions at a point in the full object obtains the average stress and strain tensor experienced by the microstructure cell at that point, and under the periodic homogenization assumptions either of these tensors completely determines the microstructure’s deformation. Thus, the external loads transmitted to the cell are captured by a single averaged “macroscopic stress” tensor, reducing our space of loads to 6 dimensions.

Solving this optimization problem for every point, we obtain a distribution of per-point worst-case stress (and corresponding per-point worst-case load), which depends on the microstructure’s shape only, not on the full object or choice of loading.

**Periodic homogenization** Our formulation depends fundamentally on periodic homogenization, which is introduced in Section 2.3. In particular, we use the homogenized elasticity tensor $C^H$ to define the material properties achieved by a microstructure (needed to express the design goal). Computing these effective properties requires probing the microstructure with constant-strain stretches and measuring its elastic response (solving for fluctuation displacements, $w^H$). This is done by solving (2.11), after which we can compute $C^H$ using (2.12). The compliance tensor, $S^H$, is defined as the symmetric rank four inverse of $C^H$.

**Macro- to micro-stress** We use periodic homogenization to determine the stress in a microstructure as follows. Once we have solved (2.11), we can construct the rank-four
tensor mapping the cell’s macroscopic strain to the microscopic strain at a point \( x \in \omega \):
\[
G_{ijkl}(x) \overset{\text{def}}{=} [\varepsilon(w^{kl})(x) + e^{kl}]_{ij}.
\]
Notice that we already introduced this tensor in the two-scale asymptotic expansion derivation of periodic homogenization (see (2.18)). Then the microscopic stress at \( x \) under a particular macroscopic loading \( \bar{\sigma} \) is
\[
\sigma(x) = C^{\text{base}} : G(x) : S^H : \bar{\sigma} \overset{\text{def}}{=} F(x) : \bar{\sigma}.
\]
(5.2)

Tensor \( F \) is the linear map from the macroscopic stress to the microscopic stress at a point. Although the micro-stress can vary from point to point in complicated ways, it actually can be maximized explicitly due to its simple relationship to load \( \bar{\sigma} \) at each point.

![Figure 5.3: Left: worst-case stress field with peak stress value circled. Right: macroscopic stress condition inducing this peak stress.](image)

Various pointwise stress measures can be utilized. The worst-case maximum principal stress, predicting the failure of brittle material, is defined at a point in the microstructure as:
\[
s_m(x) = \max_{\bar{\sigma} : \bar{\sigma} = 1} \lambda_{\max}(F(x) : \bar{\sigma}),
\]
(5.3)
where we maximize over macroscopic stresses with unit Frobenius norm. The worst-case microscopic stress Frobenius norm is:
\[
s_f^2(x) = \max_{\bar{\sigma} : \bar{\sigma} = 1} \bar{\sigma} : \left( F(x)^T : F(x) : \bar{\sigma} \right),
\]
(5.4)
and the maximum von Mises microscopic stress (for predicting ductile failure) is given by

\[
s_f^2(x) = \max_{\tilde{\sigma} : \tilde{\sigma} = 1} \tilde{\sigma} \cdot \underbrace{F^T(x) : V^T : V : F(x)}_{T^V(x)} \cdot \tilde{\sigma},
\]

where \( V \) extracts the von Mises stress: \((V\sigma)_{ij} = \sqrt{\frac{3}{2}} \left( \sigma_{ij} - \frac{1}{3} \delta_{ij} \sigma_{kk} \right) \).

It turns out that each worst-case stress measure can be evaluated efficiently by solving a tensor eigenvalue problem. The expressions for \( s_f \) and \( s_v \) are already in the familiar eigenvalue form for symmetric tensors \( T^F \) and \( T^V \): they can be computed by flattening these tensors into matrices and finding the maximum eigenvalue. The corresponding eigenvector, when unflattened, is the worst-case load. Worst-case maximum principal stress leads to a different type of eigenvalue problem (see Appendix A.1 for more detail):

\[
n^* \cdot T^M(x) : [n^*n^{*T}] = s_m^2 n^*,
\]

with \( T^M(x) = F(x) : F(x)^T \). We denote the per-point macro-stress tensor attaining the peak stress measure by worst-case load \( \tilde{\sigma}^* \).

Surprisingly, all three of these measures are very similar, as the maximum stress tensor eigenvalue tends to dominate all others in the worst-case scenario (see Figure 5.4).

![Figure 5.4: The three worst-case microscopic stress measures from left to right: maximum principal stress, Frobenius norm, and von Mises stress. Each is efficient to compute exactly for every element in the mesh.](image)
Optimization problem  We wish to find a microstructure that minimizes the $L_p$ norm of the stress measure (either $s_m$, $s_f$, or $s_v$) while achieving a particular homogenized elasticity tensor $C^*$:

$$\argmin_{\omega \text{ printable}} \ J(\omega), \quad J(\omega) = \int_{\omega} j(s(\mathbf{x})) \, d\mathbf{x}, \quad j(s) \overset{\text{def}}{=} s^{p/2}.$$  (5.7)

Here, $s$ is the squared stress measure of interest, e.g. $s_v^2$. In our experiments, we use $p$ up to 16. For simplicity, the remainder of this paper will consider $s_f$, but the other cases are nearly identical.

Discretization  We discretize the cell problems (2.11) with quadratic tetrahedral FEM, which we found essential for accurate stress and homogenized tensor evaluation. We use straight-edged elements (subparametric FEM) for representing the geometry to simplify meshing and the shape derivative formulas (edge nodes are placed at the edge midpoints).

The integral in the objective function (5.7) is computed with numerical quadrature, and the quadrature points determine where worst-case stress must be evaluated. We use piecewise constant quadrature, meaning a single worst-case stress quantity is computed for each mesh element (from the element’s averaged fluctuation strains).

5.5 Shape optimization

We found the equality-constrained optimization formulation (5.7) necessary to reliably reduce stress while preserving macroscopic behavior. For instance, naively smoothing to reduce stress dramatically changes macroscopic properties and is undone by re-fitting via [75]. Further, though stress-optimal designs generally exhibit smooth features, predicting how smooth is difficult. In fact, [60] demonstrates that theoretically optimal structures can have sharp corners. While we have not encountered this in our experi-
ments, we see significant variation in optimal curvature.

To solve (5.7) with SLSQP, we need partial derivatives of the objective and constraints with respect to each shape parameter. We compute these derivatives in two stages: first, we compute the quantities’ shape derivatives, i.e., how they change when the domain \( \omega \) is perturbed by an arbitrary velocity field \( \mathbf{v} \). Then, to differentiate with respect to a parameter, we feed into these shape derivatives the velocity field induced by changing the parameter.

### 5.5.1 Volumetric vs. boundary shape derivatives

The shape derivative of the objective functional \( J \) in the direction of a shape perturbation \( \mathbf{v} \) is defined as the Gâteaux derivative

\[
\frac{dJ[\mathbf{v}]}{dt} = \lim_{t \to 0} \frac{J(\omega(t, \mathbf{v})) - J(\omega)}{t},
\]

where \( \omega(t, \mathbf{v}) = \{ x + t\mathbf{v}(x) : x \in \omega \} \).

Shape derivatives have been used to minimize a wide variety of objective functions, and they are typically expressed as a boundary integral depending only on the boundary’s normal velocity, e.g. [4]. However, we found that in our setting (nearly nonsmooth objective functionals resulting from using the \( L_p \) norm for a high \( p \)), these standard formulas give poor accuracy (Figure 5.5). To address this issue, we have developed a different formulation using volume integrals instead. In this section, we use a simplified model problem to clarify the source of inaccuracy in the standard method and to introduce the main idea of our approach. Our expression for the shape derivative for worst-case stress is described in Section 5.5.2 and derived in Section A.5.

Our model problem is to differentiate \( J = \int_\omega j(\nabla u) \, d\mathbf{x} \) with respect to changes of the
domain $\omega$, where $u$ is a scalar field solving

$$ \nabla \cdot (\nabla u + g) = 0 \quad \text{in} \quad \omega, \quad \hat{n} \cdot (\nabla u + g) = 0 \quad \text{on} \partial \omega. \quad (5.9) $$

Here, $g$ is analogous to the macroscopic strain.

The standard expression for $J$’s shape derivative is:

$$ dJ[v] = \int_{\partial \omega} \left( j(\nabla u) - \nabla p \cdot (\nabla u + g) \right) v \cdot \hat{n} \, d\mathbf{x}, $$

where $p$ is the adjoint scalar field solving

$$ \nabla \cdot \left( \nabla p - j'(\nabla u) \right) = 0 \quad \text{in} \quad \omega, \quad \hat{n} \cdot \left( \nabla p - j'(\nabla u) \right) = 0 \quad \text{on} \partial \omega. $$

For optimizing relatively smooth functionals like compliance, this method yields good results with standard discretization approaches. To illustrate the problem with it in our setting, we briefly review the main steps of its derivation.

We consider the initial domain $\omega$ and slightly perturbed domain $\omega_t$, with the deformation from $\omega$ to $\omega_t$ given by map $\mathbf{x}_t = \mathbf{x} + t \mathbf{v}$ with Jacobian $I + t \nabla \mathbf{v}$. Using the Reynolds Transport Theorem, the derivative of $J$ can be computed in terms of $\dot{u}$, the Eulerian derivative of $u_t$ (the PDE solution at time $t$) evaluated at $t = 0$:

$$ dJ[v] = \int_{\omega} j'(\nabla u) \cdot \nabla \dot{u} \, d\mathbf{x} + \int_{\partial \omega} j(\nabla u) \mathbf{v} \cdot \mathbf{n} \, dA(\mathbf{x}), $$

We obtain $\dot{u}$ starting from the weak form of (5.9) in domain $\omega_t$:

$$ \int_{\omega_t} \nabla \phi \cdot (\nabla u_t + g) \, d\mathbf{x} = 0, \quad \forall \phi. \quad (5.10) $$

We apply the Reynolds Transport Theorem for the second time to obtain an equation
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Figure 5.5: Comparisons of different techniques for differentiating our $L_p$ worst-case stress objective with respect to a pattern parameter (in this case, an offset variable whose value is plotted on the horizontal axis). For low $p$, derivatives are computed reasonably accurately by all methods. However, for $L_{12}$ (which is needed to approximate $L_\infty$ as shown in Figure 5.14) the traditional formula for the shape derivative is wildly inaccurate. Using our discrete differential form with interpolated boundary velocities maintains good accuracy.

for the Eulerian derivative, $\dot{u}$. As detailed in Section A.3, an intermediate step in the derivation of the Reynolds Transport Theorem—when applied to the weak form (5.10)—yields an equation for the material derivative, $\delta u$:

$$\int_{\omega} \nabla \phi \cdot (\nabla \delta u - \nabla v (\nabla u + g) - (\nabla v)^T \nabla u + (\nabla u + g) \nabla \cdot v) \, dx = 0$$

holding for all $\phi$. The derivation then proceeds by substituting the definition $\dot{u} \overset{\text{def}}{=} \delta u - v \cdot \nabla u$. Applying integration by parts to the $\nabla \cdot v$ term, we obtain:

$$\int_{\omega} \nabla \phi \cdot \nabla \dot{u} \, dx = \int_{\omega} \nabla (\nabla \phi \cdot v) \cdot (\nabla u + g) \, dx$$

$$- \int_{\partial \omega} (\nabla \phi \cdot (\nabla u + g) (v \cdot \hat{n})) \, dx \quad \forall \phi.$$

Note that $I_1$ is exactly of the form (5.10), with $\nabla \phi \cdot v$ instead of $\phi$. As $\phi$ is assumed to be arbitrary (from a sufficiently smooth space of functions), (5.10) implies that this term vanishes, leaving us with a simple equation for $\dot{u}$ (in this case, a Laplace equation with a Neumann boundary condition).
Our key observation is that this term may not vanish identically in the discrete setting, with the error being particularly large for low-order finite element discretizations. We found that for rapidly varying-functionals like our worst-case stress, this leads to large errors in derivatives. To solve this problem, one could choose the finite element basis and test functions for the problem in a way that guarantees that $I_1$ is exactly zero. Alternatively—and this is the approach we follow—one can skip integration by parts and use (5.11) to obtain the discretization. This approach ends up obtaining our objective’s exact discrete derivative: it computes the exact change in the objective if the tetrahedral mesh nodes are infinitesimally advected by the velocity field without remeshing.

**Extending boundary perturbation into the domain** Unlike the traditional shape derivative formulas, this volume form will depend on the perturbations $\mathbf{v}$ on the entire domain $\omega$, rather than only the boundary. This should not be surprising—finite element analysis is sensitive to the interior meshing—but it is problematic: perturbing the microstructure parameters induces a velocity $\mathbf{v}^b$ on $\omega$’s boundary only, leaving the interior perturbation undefined.

Although we know that, in the limit of refinement, the shape derivative is independent of $\mathbf{v}$ inside the domain (interior perturbations do not impact shape), setting the interior velocity to 0 hurts accuracy in practice (Figure 5.5). This is because perturbing only boundary vertices distorts the incident elements and increases the discretization error as a result. Smoothly extending velocities into the interior (so that elements advect with the boundary, distorting less) improves accuracy.

We perform this extension by solving the Laplace equation with Dirichlet condition $\mathbf{v}^b$ on the microstructure boundary and periodic conditions on the cell boundary. Denoting the velocity at the interior vertices by $\mathbf{v}^i$, we compute $\mathbf{v}^i = -L^{-1}_{ii}L_{ib}\mathbf{v}^b$, where $L$ denotes the linear finite element Laplacian matrix. Using this extension, we can define a
The worst-case stress objective’s shape derivative is, in volume form:

$$dJ[v] = \int_\omega \nabla \cdot v + \tau^{kl} : D[\varepsilon(w^{kl})] + \gamma : dC^H[v] \, dx,$$

(5.14)

where $D[\cdot]$ denotes the material derivative, and $v$ is the perturbation velocity field. Ten-
tors $\tau^{kl}$ and $\gamma$ are partial derivatives of $j(s(x)) = j(s(\varepsilon^{kl}, C^H, x))$ with respect to the fluctuation strains and homogenized elasticity tensor:

$$\delta j = (j') \frac{\partial s}{\partial \varepsilon^{kl}} : \delta \varepsilon^{kl} + (j') \frac{\partial s}{\partial C^H} :: \delta C^H \overset{\text{def}}{=} \tau^{kl} : \delta \varepsilon^{kl} + \gamma :: \delta C^H,$$

$$\tau^{kl} = (2j'C^{\text{base}} : F : \bar{\sigma}^*)[S^H : \bar{\sigma}^*]_{kl}, \quad (5.15)$$

$$\gamma = (-2j'F^T : F : \bar{\sigma}^*) \otimes (S^H : \bar{\sigma}^*). \quad (5.16)$$

(Recall that the $\bar{\sigma}^*$ value for a point $x$ is the unit macroscopic stress maximizing microscopic stress at $x$). These formulas do not include the derivative of the worst-case load $\bar{\sigma}^*$ since the derivative of an eigenvalue (pointwise worst-case stress) does not depend on its eigenvector’s derivative; see Appendix A.2. In other words, the worst-case load can be considered constant when differentiating.

Because we use straight-edged elements (i.e. the fluctuation displacement fields are piecewise quadratic, but the geometry representation is piecewise linear), the perturbation velocity $v$ is piecewise linear. Thus $v$ is represented as a perturbation vector $\delta q_i$ on each mesh vertex:

$$v = \sum_i \lambda_i \delta q_i, \quad (5.17)$$

where $\lambda_i$ is vertex $i$’s linear shape function.

The first term in the integrand of (5.14) can be computed directly, and the third term is the homogenized elasticity tensor’s shape derivative, which can be computed from the fluctuation displacements $w^{kl}$. The second term includes the unknown material derivative of the fluctuation strains; we re-express this term using the solution to the adjoint cell problems, which are in the same form as (2.11) but with different right hand sides.

**Adjoint equation** We need to solve an adjoint equation to express the term involving the fluctuation displacements’ material derivatives in a computationally tractable form.
The weak form of the $k^\text{th}$ adjoint cell problem PDE is:

$$\int_\omega \tau^{kl} : \varepsilon(\phi) \, d\mathbf{x} = \int_\omega \varepsilon(p^{kl}) : C^{\text{base}} : \varepsilon(\phi) \, d\mathbf{x},$$

for all test functions $\phi$, where $p^{kl}$ is the adjoint state vector field. $p^{kl}$ is discretized using the same piecewise quadratic basis functions as used for fluctuation displacements.

The expression for the discrete shape derivative is:

$$dJ[v] = \int_\omega \left[ (j - \varepsilon(p^{kl}) : \sigma^{kl}) \nabla \cdot v + (\nabla p^{kl} \nabla v) : \sigma^{kl} 
+ (\varepsilon(p^{kl}) : C^{\text{base}} - \tau^{kl}) : (\nabla w^{kl} \nabla v) \right] \, d\mathbf{x}
+ \left( \int_\omega \gamma \, d\mathbf{x} \right) \cdot dC^H[v],$$

where $\sigma^{kl} \overset{\text{def}}{=} C^{\text{base}} : [\varepsilon(w^{kl}) + e^{kl}]$ is the microscopic stress corresponding to $w^{kl}$.

For computation, it is convenient to express $dJ[v]$ explicitly as a 1-form acting on the per-vertex perturbation vector field $\delta \mathbf{q}$. To do this, we re-express $v$ in terms of $\delta \mathbf{q}$. Using (5.17),

$$\nabla \cdot v = \sum_m \delta q_m \cdot \nabla \lambda_m, \quad \nabla v = \sum_m \delta q_m \otimes \nabla \lambda_m.$$

We can write $\nabla p^{kl}$ in terms of each scalar-valued finite element shape function $\varphi_n$ and its vector-valued coefficient $p_n^{kl}$ as:

$$\nabla p^{kl} = \sum_n p_n^{kl} \otimes \nabla \varphi_n.$$
Substituting these into $dJ[v]$ and simplifying:

$$
\begin{align*}
\frac{\partial J}{\partial \delta q_m[\lambda_m]} &= \delta q_m \cdot \int_{\omega} a \nabla \lambda_m + (\nabla \lambda_m \cdot b_n) \nabla \varphi_n \, dx \\
&\quad + \left( \int_{\omega} \gamma \, dx \right) : dC^H[\lambda_m \delta q_m],
\end{align*}
$$

where summation over repeated subscripts is implied.

The exact discrete shape derivative of homogenized tensor $C^H$ is

$$
\frac{\partial C^H_{ijkl}}{\partial \delta q_m[\lambda_m]} =
\begin{align*}
\frac{\delta q_m}{|Y|} \cdot \int_{\omega} \left( \sigma^{ij} : C_{\text{base}}^{-1} : \sigma^{kl} \right) \nabla \lambda_m \\
- \left[ \nabla \lambda_m \cdot \left( \sigma^{kl} w_{ij}^n + \sigma^{ij} w_{kl}^n \right) \right] \nabla \varphi_n \, dx,
\end{align*}
$$

where again summation over $m$ and $n$ is implied.

To summarize, we compute the shape derivative in three stages: (i) solve the adjoint problem to obtain solutions $p^{kl}$; (ii) compute the shape derivative of the homogenized elasticity tensor $C^H$; and (iii) substitute these quantities into (5.22) and evaluate the integrals.

### 5.6 Convex hull-restricted blending

The parametric microstructure model is an essential part of our method. It is designed to have few parameters (ensuring optimization is stable and fast), while at the same time providing enough degrees of freedom to achieve our stress reduction goal. Our model consists of a skeleton graph with position, radius, and smoothing parameters on each vertex. These parameters describe a sphere for each vertex, and we define our edge
geometry primitives as the convex hull of the endpoint spheres for each edge. We then combine every edge primitive incident on a vertex to form a smooth joint, with smoothness determined by the vertex’s smoothing parameter, and finally blend all the joints together into a single signed distance function.

A variety of techniques, discussed briefly in Section 5.2, have been developed to control smoothness both for parametric and implicit surfaces. Unfortunately, existing techniques do not meet some criteria our method needs to satisfy. Our list of requirements includes: (i) Smooth geometry: the surface should be smooth for almost all parameter values. (ii) Smooth dependence on parameters: the dependence of surface points on shape parameters should be differentiable, as (efficiently computable) derivatives are needed for shape optimization. (iii) Locality: smoothing needs to be controlled locally, with each smoothness parameter affecting a part of the geometry (in our case, a joint). (iv) No bulging: the surface does not create unnecessary protrusions, which are a common side effect of smoothed boolean operations; this aspect is particularly important for printability. (v) Constraint-compatibility: printability constraints can be efficiently expressed in terms of shape parameters.

As all existing methods we considered appeared difficult to adapt directly to our application, we have developed a new, simple blending technique, which works quite well for our application. We believe that the basic idea may be useful in other contexts, but we have not evaluated its utility for general-purpose implicit modeling.

Our method works on a collection of smooth shapes; for each we need a signed distance function, and for a group of shapes we need to compute signed distances to the convex hull efficiently. We define a joint as a maximal set of primitives that have a nonempty intersection. In our setting, this is a set of edge geometry primitives incident on a vertex.
Bulging  Intuitively, bulging is a behavior of shape blending methods where material is added to a solid in places unnecessary to create a smoothed shape (e.g., Figure 5.7). It is of special importance in the context of 3D printing, as bulging is likely to violate the printability of certain types of structures. To clarify: we enforce printability constraints on the edge primitives during optimization, so the boolean (nonsmooth) union of edges is guaranteed to be printable. Our blending operator is always additive and thus cannot violate the edge primitives’ minimum thickness constraint, but bulging can easily add overhanging material that violates the self-supporting constraint for SLA printers (Figure 5.8).

Figure 5.7: Bulging. Left: bulging exhibited by smoothed distance function; Center: blending region defined by convex hull; Right: smooth, bulge-free joint.

Figure 5.8: Unprintability due to bulging (overhanging features bulging below the red line) is resolved by the convex hull-restricted blending.

While no formal definition of bulging is likely to capture the intuition completely, we use the following definition, based on the intuition for blended sets of convex primitives, which matches our goals well: a bulge is the difference between the exact union of the constituent primitives and the blended union that is not contained in the convex hull of
the primitives forming a joint.

The rationale for this definition is that for smooth primitives, the parts on the surface of the convex hull are smooth, so there is no need for further smoothing.

**Summary**  Our shape’s boundary is defined as the zero level-set of a scalar volume function, which is constructed from the distance functions to the convex, tangent-plane continuous primitives. As a basic component of our method, we use the Kreisselmeier-Steinhauser (KS) function,

\[
KS(y_1, \ldots, y_n; \rho) = -\frac{1}{\rho} \ln \left( \sum_{i=1}^{n} e^{-\rho y_i} \right),
\]

where variables \( y_i \) are the distances to be blended. This function is a smoothed version of the minimum function, with smoothness controlled by parameter \( \rho \). For the purposes of blending, it is more intuitive—and yields better-scaled optimization variables—to apply the change of parameters \( s = 1/\rho \). Then, increasing smoothing parameter \( s \) increases the amount of blending.

The KS function has two important properties: (i) if the difference between maximal \( y_i \) and the rest exceeds approximately \( 7s \) it vanishes to \( 10^{-12} \) accuracy, so it is effectively local; and (ii) it is always smaller than the non-smoothed min function, with the maximal difference proportional to \( s \).

We use a two-stage blending process: first, we perform local blending at joints, using position-dependent smoothing (\( s \) drops to zero for points outside the joint’s convex hull). This yields larger smooth, non-convex building blocks for the structure: the blended joints, which are connected by shared primitives (the single common edge primitive for a pair of adjacent joints in our setting). Second, we blend all joints together with a spatially-varying smoothing amount that avoids sharp creases while preventing unnecessary bulging on the shared primitives.
Blending algorithm  The algorithm computes the level-set function $F(p)$ at a point $p \in \mathbb{R}^3$ given a collection of convex primitives $P_i (i = 1 \ldots N_p)$ with signed distance functions $F_i(p)$. The primitives form joints $J_m (m = 1 \ldots N_J)$, each defined by a subset of the primitives. We define $R_m$ to be the minimal distance from the medial axis of any primitive in $J_m$ to the convex hull boundary.

Blending is controlled by smoothing parameters $s_m$, defined per joint (skeleton vertex), and the smoothing amounts $s_{ab}$, defined per overlapping joint pair. For reasons we explain below, we use only $s_m$ as optimization variables (in addition to the primitives’ parameters).

Constructing blended joints. We use the smoothed minimum function $KS$ to construct joint blends, but with a spatially varying smoothing parameter $s(p)$. For points inside the convex hull of $J_m$, we use the maximal smoothing amount, equal to joint’s blending parameter $s_m$. Outside the convex hull, $s$ quickly decays to zero: we need to leave a small buffer zone outside the convex hull to keep the blended function differentiable and to avoid nearly non-smooth surfaces when an intersection curve of two primitives approaches the boundary. To apply this blending modulation, we define $\eta_J(t)$, where $t$ is the (nondimensionalized) distance from $p$ to the convex hull boundary, with the following requirements: (i) $\eta_J(t) = 1$ for $t \leq -1$, (well inside the convex hull); and (ii) $\eta_J(t) = 0$ at $t \geq \epsilon$, a user specified distance outside the convex hull.

We define two signed distance functions per joint, $F^s_m$, representing the blended joint, and $F^h_m$, representing the (nonsmooth) exact union of the primitives:

$$F^s_m(p) = KS \left( \{ F_i(p), i \in J_m \}; s_m \eta_J \left( \frac{\text{dist}_{\text{hull}}(J_m)(p)}{R_m} \right) \right)$$

$$F^h_m(p) = \min_{i \in J_m} F_i(p).$$

Combining joints. The exact union of the smoothed joints in general is non-smooth: creases can appear on the shared primitives at the intersection of two joint surfaces.
The obvious solution is to combine all joints using the smoothed minimum function $KS$; however, applying it in all cases will lead to bulging (Figure 5.9). We apply it for a point $p$ only to the two joints closest to $p$ in the sense of smoothed distances $F^s_m$, and only when we detect that the joints “conflict” in a way that would cause a crease. Specifically, we observe that $|F^s_m(p) - F^h_m(p)|$, $m = a, b$, measures the degree to which each joint’s surface differs from the original primitive near $p$. A crease forms along the shared primitive only if both of these quantities are nonzero; if one of the joints coincides with the shared primitive near $p$, an exact union of the joint surfaces simply adds the smooth blend of the other joint (if any) atop the primitive. Thus we apply no blending when either quantity is zero and rapidly but smoothly transition to a slight blend as both quantities become nonzero. We achieve this with a smoothing modulation function, $\eta_F(t)$, of these quantities’ squared geometric mean. We design this function to transition from $\eta_F(0) = 0$ quickly to 1 as $t$ increases.

$$F(p) = KS(F^s_a(p), F^h_b(p); \tilde{s}_{ab}(p))$$

$$\tilde{s}_{ab}(p) = s_{ab} \eta_F((F^h_a(p) - F^s_a(p))(F^h_b(p) - F^s_b(p)))$$  \hspace{1cm} (5.25)

Transition functions. Our specific choice of transition functions $\eta_J$ and $\eta_F$ is heuristic but yields good results based on our experience. Other functions could be used as long as the specifications stated above are satisfied. Both functions are constructed using tanh, which can be viewed as constant outside a local interval similarly to the KS function. We prefer this choice to, e.g., splines, which can be made truly constant outside an interval, primarily due to the more compact formulas. The specific choices we found to work well are $\eta_J(t) = 1 - \tanh(C\max(1 + t, 0))^{r}$, with $r = 10$ and $C = 1.025$, which transitions from 1 to 0 roughly in the range $-0.5$ to 0.1, and $\eta_F(t) = \tanh(1000t)$, which ensures smoothing is applied if even a slight crease appears. We did not attempt to optimize $s_{ab}$, which we fix to 0.02 for all joint pairs, because transition regions between joints do not typically concentrate stresses in our structures.
Figure 5.9: Top left: when two joints’ blending regions overlap, we must smoothly union them to avoid a sharp crease. Top right: blending using $KS$ with spatially constant parameter $s_{ab}$ dilates the shared edge even when no overlap exists, introducing bulging that violates printability. Blending with smoothing modulation $\eta_F$ (bottom) solves both problems.

Figure 5.10: Two surfaces’ normals intersect forming a right angle at a point outside the convex hull (translucent gray). Blending at this point would lead to potential unprintability.

**Gradient-based implicit blending** Gradient-based implicit blending ([37]) is a popular method to avoid bulging in implicit modeling. However, it is not guaranteed to restrict blending to the convex hull of the input primitives and therefore cannot preserve the primitives’ printability in our setting. One example is demonstrated in Figure 5.10:
evaluating at the arrows’ intersection point outside the convex hull, the two primitives’
gradients are orthogonal. Since [37] uses only the gradients’ inner product to modulate
blending, the method is unable to distinguish this situation—where blending would vi-
olate printability—from an evaluation point near a 90° intersection of two cylinders for
which the maximum amount of blending would be desired.

From parameters to structure We use CGAL’s 3D Mesh Generation package, which
robustly constructs high-quality adaptive tetrahedral meshes from smooth signed distance
functions. For accurate stress evaluation, we found adaptive refinement essential. We
achieved this using CGAL’s facet_distance parameter, which ensures the mesh closely
approximates the isosurface, leading to automatic refinement in regions of high curvature
where stress concentrations are likely. One could instead drive refinement with a sizing
field constructed from the worst-case stress field evaluated on a coarse initial mesh.

Creases in the isosurface lead to low-quality, occasionally non-manifold meshes with
many tiny elements created to approximate the sharp features. However, CGAL can
still produce high-quality meshes if it is provided all such creases explicitly as polygonal
curves. Our tiled structures are smooth everywhere, but to mesh the symmetry cell, we
must perform a boolean intersection with the cell’s bounding cube. This intersection
operation creates sharp curves along the cube faces, which we extract with marching
squares and pass to CGAL as feature lines.

The vertices CGAL creates on the symmetry cell boundary do not lie perfectly on
the cell’s faces and must be snapped. However, points originating from the feature curves
we extract are placed perfectly on the boundary. We use this fact to snap vertices in
a robust way that is not too sensitive to the snapping threshold parameter: we use the
feature curves to segment the mesh’s boundary vertices into connected components and
then decide whether each whole component lies on the boundary.
Figure 5.11: Comparison of material properties covered by [75] (left) and our optimization (right). Each colored region shows a single topology’s coverage, and the dashed curve at the bottom outlines the region from [75].

**Shape velocities** When a parameter \( p \) (controlling vertex position, radius, or smoothing) changes, each point \( x \) on the microstructure’s boundary evolves with some velocity. We need this induced velocity field to evaluate our objective and constraints’ partial derivatives. We compute these fields directly from the signed distance function using automatic differentiation (with Eigen’s Auto Diff module).

Boundary point \( x \)’s motion in the normal direction is determined by differentiating the level set equation:

\[
\hat{n} \cdot \frac{dx}{dp} = -\frac{1}{\|\nabla \phi\|} \frac{\partial \phi}{\partial p},
\]

where \( \phi \) is the signed distance function and \( \hat{n} = \frac{\nabla \phi}{\|\nabla \phi\|} \) is the surface normal. The tangential velocity is left undefined, but it is natural to define it as zero.

### 5.7 Results

In this section, we summarize the results obtained from our method.

**Isotropic elasticity dictionary** We apply our framework to design structures with each of the six topologies chosen by [75], rather than performing a new topology search.
First, for each topology, we explore our new parametric model’s coverage of isotropic material space using a breadth-first-style search: we draw an infinite grid in the Young’s modulus, Poisson’s ratio plane (with grid points spaced logarithmically in Young’s modulus) and plot the point corresponding to the default parameter settings. We then design structures for every unattained grid point neighboring known structures by running our optimizer without the stress objective. We repeat until no more progress is made.

Next, starting from each structure found above, we run a worst-case stress minimization while holding fixed the homogenized material properties to design a more robust structure.

As can be seen from Figure 5.11, although we consider the more difficult problem of minimizing stress while simultaneously fitting the elasticity tensor, we achieve far greater coverage of isotropic elastic moduli. This is primarily due to two factors: a different shape parametrization enriched with additional parameters (smoothing factors at the joints) and a greater robustness of the meshing algorithm. Mesher robustness—particularly to topology changes as thicknesses grow and parts merge—helped extend the Young’s modulus range considerably (by a factor of 10), and the additional degrees of freedom controlling joint smoothness expanded the Poisson’s ratio range much closer to the theoretical limits (−1 to 1/2).
The total range covered is still significantly less than theoretically possible, as given by Hashin-Shtrikman bounds [42], however it is currently unknown if these bounds are realizable by printable structures. We conjecture that a more complete coverage requires finer-scale topology than provided by the type of structures we consider. We note that the narrowing range of achieved Poisson’s ratios for higher $E$ is predictable, since a fully solid structure can only produce the printing material’s $\nu$. One surprising outcome is that a single topology (number “0646” in [75]’s enumeration) covers essentially the entire space reached by all six topologies (with the caveat that patterns can change topology during the optimization by merging, especially as the thickness parameters increase).

**Stress reduction**  Figure 5.12 shows the magnitude of stress reduction achieved by our algorithm is generally $5 \times$ to $6 \times$, but rapidly decays towards the boundary of the covered area. This is expected, as the subspace of shape parameters satisfying the elasticity tensor and printability constraints shrinks as we approach the boundary. We also observe a growth of maximal stress as Young’s modulus decreases, since thinner trusses are needed to make the material sufficiently flexible. Because we perform optimization in a reduced parameter space, we do not claim that our structures are optimal. However, the relatively uniform stress distributions over their surfaces suggest that much greater reductions are unlikely.

Note that the initial coverage exploration and worst-case stress minimization are performed over the same design space: the initial designs against which we compare stress levels already have smooth joints, but our worst-case stress objective is needed to exploit the smoothing parameters to significantly reduce stress.

Figure 5.13 plots histograms of per-element stresses. We observe that a large number of elements with high stress disappear after optimization. We also note that the total number of elements has decreased because stress optimization generally eliminates the surface’s high curvature regions, which require significant refinement.
Figure 5.13: Significant stress reduction is achieved for a diverse set of structures. The top row visualizes structures in our pattern subspace found by fitting to $C^*$ without penalizing stress. The moduli are reported assuming a base printing material, $C_{\text{base}} = (200\text{MPa}, 0.35)$. The bottom row displays structures achieving the same $C^*$ but with dramatically reduced peak stress. Histograms of the element counts at each stress level (reported in MPa) in the unoptimized (top) and optimized (bottom) designs are plotted on a log scale.
Choice of $p$ in $L_p$  The dependence of maximal stress achieved by $L_p$ optimization on the chosen objective norm is shown in Figure 5.14. We observe that $p = 12$ is generally adequate for approximating the $L_\infty$ stress norm for optimization purposes. At this value of $p$, the objective is highly non-smooth, necessitating the accurate computation of shape derivatives described in Section 5.5.

Resolution dependence  We have also verified that the optimization’s effectiveness at minimizing stress is insensitive to mesh resolution after a reasonable level of refinement is reached (Figure 5.15). We based our meshing settings for the sweep in Figure 5.12 on refinement experiments like this one.

Experimental validation  Validating stress reduction experimentally is far more difficult than, e.g., measuring Young’s modulus. First, stress concentrations are difficult to measure directly and are affected by small geometry variations caused by printing inaccuracies. Second, though we design our structures for robustness under worst-case loads, these loads are often difficult to apply in a laboratory setting; our testing setup limited
Figure 5.15: Optimizations run at increasing mesh resolution from right to left (controlled by adjusting CGAL’s `facet_distance` parameter to adaptively refine the surface mesh based on curvature), with the $L_p$ norm of the stress of the final iterate evaluated on the fine mesh.

us to compression tests, which do not reveal the full benefits of our optimization. Finally, testing small tilings ($2 \times 2 \times 1$) leads to errors, as our compression test does not match the periodic homogenization boundary conditions. These errors often manifest themselves as early fractures in the dangling bars touching the compression plates.

We have, however, consistently observed that our optimized patterns can withstand deformations much larger than the deformations breaking the corresponding unoptimized patterns (Figure 5.16, Figure 5.17). Homogenized moduli are reported based on an assumed isotropic printing material with a Young’s modulus of 200MPa and a Poisson’s ratio of 0.35. Note that curing time significantly affects the true stiffness; we ensured the unoptimized and optimized structures of each tested pair were post-processed identically.

Figure 5.18 shows the results of loading to a fixed deformation, unloading, and repeating to test for fractures and plastic deformation; we have observed a substantial decrease in strength for unoptimized patterns and no change for the optimized ones.
Figure 5.16: We compressed unoptimized and optimized structures designed for the same material tensor until breakage. Despite the unoptimized pattern ending up slightly stiffer due to printing inaccuracies, it fails under much lower deformation.
Figure 5.17: Additional compression test results for a variety of topologies and material properties. A photo of the optimized pattern of each pair is inset. The optimized structure in the bottom left example did not actually break: it simply buckled into a lower energy configuration.
Figure 5.18: We compressed one optimized and unoptimized structure at 0.5mm/s to 2mm. We then unloaded each structure and repeated the experiment twice. The optimized pattern traced out three overlapping lines at the bottom: its moduli were unchanged. The unoptimized structure broke on the first compression (top curve), causing weaker behavior on the two subsequent compressions.
5.8 Conclusions and future work

We have demonstrated that the problem of determining worst-case loads, considered by numerous previous works, admits an exact solution for the specific case of periodic structures. We have developed a robust set of algorithms to minimize worst-case stresses, achieving a $5 \times$ reduction for a significant share of patterns and substantially expanding the covered region of $(E, \nu)$ space versus previous work.

Our work has several limitations, which are all worth exploring further in future work. First, it is unclear how much further stress can be reduced while maintaining particular elasticity properties—a more in-depth study would be illuminating, but requires $L_p$ stress optimization in the full-dimensional shape space. In our experience, this optimization is unstable, and it is not obvious how to constrain the optimization to printable designs. Second, it may be possible to cover a greater region of the material property space by considering finer topologies for the cells. Finally, one can apply our code to other physics-based design problems involving $L_{\infty}$ stress optimization.
Chapter 6

Conclusion

This thesis has demonstrated that—by applying the mathematical frameworks of homogenization, shape optimization, and coarse-scale material optimization—we can leverage the high resolution of emerging additive fabrication technologies to achieve improved performance on practical design goals without attempting to solve immense design problems with billions of variables. Guiding our optimization by worst-case stress analysis, we can furthermore ensure the shapes we design are robust even as they incorporate structures at the microscopic scale. By incorporating fabrication constraints directly into the optimal design framework, we produce read-to-print designs and have begun to demonstrate the promise these tools hold for real-world applications. However, much work remains before the two-scale optimal design approach that we advocate is truly ready for practical applications.

For applications in the graphics community, where aesthetics are key, adapting the fine-scale structure to conform to a curved surface or applying an aesthetically appealing skin without violating the design goals are essential future work—at least until printing technology permits our structures to be fabricated at a truly microscopic scale. Already, one could manually specify a flexible skin enclosing the design domain and take the skin’s properties into account while optimize the microstructure inside it. However, it’s likely
that a tool optimizing the skin in concert with the fine-scale structure will be necessary.

For many applications, it is important to analyze and optimize the nonlinear behavior of microstructures. This analysis is considerably more complicated than the linear periodic homogenization we employ since symmetry-breaking buckling can occur at many different length scales. But for large deformation applications, like articulated characters, it will be necessary. Structures can likely be optimized to significantly extend their linear elastic regime, producing more intuitive, predictable metamaterials. Indeed, the optimized structures tested in Figures 5.16 and 5.17 already achieve this to some extent.

A tighter coupling of the design problems at the macro- and micro-scales would likely improve results. Currently our two-scale approach does all microstructure design in a pre-computation stage, building a database that can be quickly queried during the macro-scale optimization. This approach was chosen because the microstructure design process is computationally expensive. If it becomes cheap enough to run in the inner loop of the coarse-scale design optimization (separately for each material variable in the coarse problem), improved designs could be achieved. For instance, preliminary experiments have shown that, if the macroscopic load is known, our framework can design a structure with noticeably reduced stresses compared to the worst-case-optimal design (of course, at the expense of robustness against other loads).

It would also be interesting to couple the macroscopic worst-case stress analysis tool from Chapter 4 with the microscopic analysis from Chapter 5 to analyze the worst-case stresses of a two-scale design.

Finally, while our work has focused on volumetric microstructures so far, it would be interesting to explore the application of surface (thinly extruded 2D) microstructures to control bending and stretching stiffness. The two-scale pipeline implemented in this thesis already works in 2D, but we have not explored how well the homogenized moduli of the 2D structures can predict the deformation of a finitely-tiled microstructured shell.
Appendix A

Worst-Case Stress Relief Additional Material

A.1 Worst-case maximum stress

The maximum principal stress at a point is given by (5.3):

\[ s_m = \max_{\sigma, \sigma = \lambda_{\max}(F : \bar{\sigma}) = \max \max_{\sigma, \sigma = \lambda_{\max}(F : \bar{\sigma})} n^T[F : \bar{\sigma}]n. \]

The Lagrangian for this maximization problem is

\[ \mathcal{L}(\bar{\sigma}, n, \lambda_{\bar{\sigma}}, \lambda_n) = n^T[F : \bar{\sigma}]n + \lambda_{\bar{\sigma}} (\bar{\sigma} : \bar{\sigma} - 1) + \lambda_n (\|n\|^2 - 1). \]

The stationary condition with respect to \( \bar{\sigma} \) is

\[ \frac{\partial \mathcal{L}}{\partial \bar{\sigma}} = [nn^T] : F + 2\lambda_{\bar{\sigma}} \bar{\sigma} = 0, \quad (A.1) \]
showing that, for arbitrary \( n \), principal stress is maximized by load:

\[
\bar{\sigma}^* = -\frac{[nn^T] : F}{2\lambda_\sigma} = \pm \frac{[nn^T] : F}{\sqrt{[nn^T] : F^T : [nn^T]}},
\]

(since \( \bar{\sigma}^* \) must have unit Frobenius norm).

This allows us to rewrite the (squared) worst-case principal stress computation as a maximization over \( n \) only:

\[
s_m^2 = \max_{\|n\|^2 = 1} [nn^T] : \underbrace{F : F^T}_T : [nn^T],
\]

which is a symmetric rank 4 tensor eigenvalue problem. It is straightforward to show that it is maximized by a \( n^* \) such that

\[
n^* \cdot T^M : [n^*n^{*T}] = s_m^2 n^*.
\]

### A.2 Eigenvalue Derivatives

Assume matrix \( A \) has a non-repeated maximum eigenvalue \( \lambda \) with corresponding unit eigenvector \( v \). Then

\[
\dot{\lambda} = \frac{d}{dt} (v^T Av) = v^T \dot{A} v + 2\lambda v^T \dot{v} = v^T \dot{A} v,
\]

where we used the fact that \( v(t) \) is a unit vector (\( v^T \dot{v} = 0 \)). A similar argument holds for rank four tensor \( T \) with non-repeated maximum eigenvalue \( \lambda \) and corresponding unit eigenvector \( n \):

\[
\dot{\lambda} = \frac{d}{dt} (T_{ijkl} n_i n_j n_k n_l) = \dot{T}_{ijkl} n_i n_j n_k n_l + 4\lambda \dot{n}_i n_i = \dot{T}_{ijkl} n_i n_j n_k n_l.
\]
In practice, elements with high stress have one dominant maximum eigenvalue (Figure A.1), so we do not need to worry about a repeated eigenvalue breaking our $L_p$ objective’s differentiability.

Figure A.1: Regions of high worst-case stress (left) have the greatest difference in eigenvalues (1.0, on right).

### A.3 Shape derivative for model problem

We illustrate the inaccuracy of the traditional formula for shape derivatives in a simpler setting:

$$J(\omega) = \int_\omega j(\nabla u) \; dx$$

where $u$ solves $-\nabla \cdot (\nabla u + g) = 0$ in $\omega$

$$n \cdot (\nabla u + g) = 0 \text{ on } \partial \omega.$$ 

Later, we will need the weak form of the constraint PDE:

$$\int_\omega \nabla \phi \cdot (\nabla u + g) \; dx = 0 \quad \forall \text{ trial functions } \phi.$$  \hspace{1cm} (A.4)
Here, $g$ is analogous to the macroscopic strain applied in homogenization.

**Computing $dJ[v]$ in terms of the Eulerian derivative, $\dot{u}$.** We seek an expression for $dJ[v]$, $J$’s initial rate of change as $\omega$ is perturbed by velocity field $v$ into altered shape $\omega_t$. We do this by applying Reynolds Transport Theorem to $J$, showing a step-by-step derivation of the theorem. Our approach is to express all quantities on the unperturbed reference domain, $\omega$, and then differentiate with respect to “time” $t$:

$$dJ[v] \overset{\text{def}}{=} \frac{d}{dt} \left|_{t=0} \int_\omega j(\nabla_t u_t) \, dx_t = \frac{d}{dt} \left|_{t=0} \int_\omega j(F_t^{-T} \nabla \hat{u}_t) \det(F_t) \, dx, \right.$$

where $x_t = x + tv$ and $\nabla_t$ are the spatial variable and gradient for the perturbed domain, $\omega_t$. We have defined state function $u_t$ on $\omega_t$ in terms of function $\hat{u}_t$ defined on the reference domain ($u_t(x_t) = \hat{u}(x_t - tv)$). Finally, $F_t = I + t \nabla v$ is the Jacobian of the mapping from $\omega$ to $\omega_t$; it is used to re-express the perturbed domain’s gradient operator and volume element in terms of the reference domain quantities.

Now that the integration domain is fixed, we can move the time derivative inside to compute:

$$dJ[v] = \int_\omega \left( \left. \frac{\partial}{\partial t} \right|_{t=0} (J') \cdot \left( - (\nabla v)^T \nabla u + \nabla \frac{\partial \hat{u}_t}{\partial t} \right) \right) + j(\nabla u) \nabla \cdot v \, dx, \quad (A.5)$$

using the identities $\frac{\partial}{\partial t} \big|_{t=0} (I + \nabla v)^{-T} = -(\nabla v)^T$, $\frac{\partial}{\partial t} \big|_{t=0} \det(I + \nabla v) = \nabla \cdot v$, and $\hat{u}_0 = u$. Here, $\frac{\partial u}{\partial t} \big|_{t=0}$ is the **material derivative** at time $t = 0$. We denote it by $\delta u$ and note its relationship to the Eulerian derivative $\dot{u} \overset{\text{def}}{=} \frac{\partial u}{\partial t} \big|_{t=0} = \delta u - \nabla u \cdot v$. The material derivative’s gradient can therefore be written as:

$$\nabla \delta u = \nabla \dot{u} + \nabla (\nabla u \cdot v) = \nabla \dot{u} + (v \cdot \nabla) \nabla u + (\nabla v)^T \nabla u. \quad (A.6)$$

We use this relationship to simplify (A.5). Substituting the rightmost expression for
\[ \nabla \left. \frac{\partial \tilde{u}}{\partial t} \right|_{t=0} \]

\[ \text{d}J[v] = \int_\omega (j') \cdot \left( \nabla \tilde{u} + (v \cdot \nabla) \nabla u \right) + j(\nabla u) \nabla \cdot v \, \text{d}x. \]

Finally, we apply the integration by parts

\[ \int_\omega (j) \nabla \cdot v \, \text{d}x = -\int_\omega (v \cdot \nabla) j \, \text{d}x + \int_{\partial \omega} (j) v \cdot n \, \text{d}A(x) \]

to arrive at the simplified formula by cancellation:

\[ \text{d}J[v] = \int_\omega j'(\nabla u) \cdot \nabla \tilde{u} \, \text{d}x + \int_{\partial \omega} j(\nabla u) v \cdot n \, \text{d}A(x). \tag{A.7} \]

**Solving for \( \dot{u} \).** Formula (A.7) requires \( \dot{u} \), which we find by differentiating both sides of the constraint’s weak form, (A.4). We do this using a second step-by-step application of Reynolds Transport Theorem (first re-expressing the weak form for \( \omega_t \) on reference domain \( \omega \)):

\[ \frac{\text{d}}{\text{d}t} \left|_{t=0} \int_\omega (F_t^{-T} \nabla \phi) \cdot (F_t^{-T} \nabla \tilde{u}_t + g) \det(F_t) \, \text{d}x = 0 \quad \forall \phi, \]

and manipulating this equation into a PDE for \( \dot{u} \). Here, we defined shape functions on the perturbed domain by evaluating \( \omega_t \)'s shape functions, \( \phi \), at the material coordinates; in the discrete setting, this definition coincides with the shape functions one would construct on the perturbed finite element mesh (without remeshing). Following the same steps as for differentiating \( J \), we obtain:

\[ \int_\omega -((\nabla v)^T \nabla \phi) \cdot (\nabla u + g) - \nabla \phi \cdot (\nabla v)^T \nabla u + \nabla \phi \cdot \nabla \delta u + \nabla \phi \cdot (\nabla u + g) \nabla \cdot v \, \text{d}x = 0 \quad \forall \phi. \tag{A.8} \]

We apply (A.6) to express this as an equation for \( \dot{u} \):

\[ \int_\omega \nabla \phi \cdot \left( -\nabla v(\nabla u+g) - (\nabla v)^T \nabla u + [\nabla \dot{u} + (v \cdot \nabla) \nabla u + (\nabla \phi)^T \nabla u] + (\nabla u + g) \nabla \cdot v \right) \, \text{d}x = 0 \quad \forall \phi. \]
Applying integration by parts to the last integrand, the left-hand side becomes:

\[
\int_\omega \nabla \phi \left( -\nabla v (\nabla u + g) + \nabla \dot{u} + (v \cdot \nabla) \nabla u \right) - (v \cdot \nabla) \left( \nabla \phi \cdot (\nabla u + g) \right) \, dx \\
+ \int_{\partial \omega} \nabla \phi \cdot (\nabla u + g)(v \cdot n) \, dA(x)
\]

Simplifying, we arrive at the PDE for \( \dot{u} \) in weak form:

\[
-\int_\omega \nabla (\nabla \phi \cdot v) \cdot (\nabla u + g) \, dx + \int_\omega \nabla \phi \cdot \nabla \dot{u} \, dx + \int_{\partial \omega} \nabla \phi \cdot (\nabla u + g)(v \cdot n) \, dA(x) = 0 \quad \forall \phi.
\]

To obtain the traditional boundary integral formula for the shape derivative, we must drop term \( I \). Indeed, provided \((\nabla \phi \cdot v)\) lies is the space of test functions, this term vanishes because \( u \) solves (A.4). However, \textit{this is precisely the term that does not vanish} for our Lagrange finite elements. For the moment, we will drop it to show how to arrive at the traditional shape derivative formula:

\[
\int_\omega \nabla \phi \cdot \nabla \dot{u} \, dx + \int_{\partial \omega} \nabla \phi \cdot (\nabla u + g)(v \cdot n) \, dA(x) = 0 \quad \forall \phi.
\]

\textbf{Applying the adjoint method.} We apply the adjoint method to express \( dJ[v] \) as an explicit differential form, avoiding the need to solve for \( \dot{u} \) for every perturbation \( v \). Suppose we can find a scalar field \( p \) in our space of test functions so that:

\[
\int_\omega (j') \cdot \nabla \psi \, dx = \int_\omega \nabla p \cdot \nabla \psi \, dx \quad \forall \text{ trial functions } \psi.
\]

Then, taking \( \psi = \dot{u} \):

\[
\int_\omega (j') \cdot \nabla \dot{u} \, dx = \int_\omega \nabla p \cdot \nabla \dot{u} \, dx = -\int_{\partial \omega} \nabla p \cdot (\nabla u + g)(v \cdot n) \, dA(x),
\]
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where the last step used (A.10) with \( p \) replacing \( \phi \). Plugging this into (A.7), we arrive at the standard formula:

\[
\frac{dJ[v]}{d\omega} = \int_{\partial\omega} \left( j(\nabla u) - \nabla p \cdot (\nabla u + g) \right)(v \cdot n) \, dA(x). \tag{A.12}
\]

The weak form (A.11) corresponds to the adjoint PDE,

\[-\Delta p = -\nabla \cdot j'(\nabla u) \text{ in } \omega, \quad \frac{\partial p}{\partial n} = n \cdot j'(\nabla u) \text{ on } \partial\omega.\]

### A.4 Traditional shape derivative formula for worst-case stress

Now we compute the shape derivative in boundary integral form for our worst-case stress objective. For simplicity, we consider the worst-case Frobenius norm stress measure:

\[ J(\omega) = \int_{\omega} j(\bar{\sigma}^*(x) : T^F(x) : \bar{\sigma}^*(x)) \, dx, \]

but the other stress measures’ derivations are nearly identical.

To shape-differentiate \( J \), it will be necessary to know how \( j \) changes at each \( x \) when the fluctuation strains change. As mentioned in the main text, the worst-case load \( \bar{\sigma}^* \) can be considered constant, but \( T^F(x) = F^T : F \) is a function of the fluctuation strains via (5.2) from the main text. Furthermore, though the homogenized elasticity tensor \( C^H \) is technically a function of the fluctuation strains, it simplifies our derivation to view \( C^H \) as an independent parameter of \( s \) and then separately compute its shape derivative, (A.24).

Representing these relationships explicitly, we write:

\[ j(s(x)) := j(s(\varepsilon^{pq}, C^H, x)), \]
where \( \varepsilon^{pq} \) expands to six strain field arguments in 3D. Perturbations \( \delta \varepsilon^{kl} \) and \( \delta C^H \) of these arguments induce perturbation:

\[
\delta j = (j') \frac{\partial s}{\partial \varepsilon^{kl}} : \delta \varepsilon^{kl} + (j') \frac{\partial s}{\partial C^H} : \delta C^H
\]

\[
= \tau^{kl} : \delta \varepsilon^{kl} + \gamma : \delta C^H,
\]

where we defined

\[
\tau^{kl} \equiv (j') \frac{\partial s}{\partial \varepsilon^{kl}}, \quad \gamma \equiv (j') \frac{\partial s}{\partial C^H}.
\]

### A.4.1 Computing \( \tau^{kl} \) and \( \gamma \)

First, we compute the rank-two tensor field \( \tau^{kl} \) expressing the derivative of objective integrand \( j \) with respect to fluctuation strain \( \varepsilon^{kl} \) (holding \( C^H \) and thus \( S^H \) constant).

\[
\tau^{kl}_{ij} = j' \frac{\partial}{\partial \varepsilon^{kl}} \left[ \bar{\sigma}^* : F^T : F : \bar{\sigma}^* \right] = j' \bar{\sigma}^* : \left[ \left( \frac{\partial}{\partial \varepsilon^{kl}} F^T \right) : F + F^T : \frac{\partial}{\partial \varepsilon^{kl}} F \right] : \bar{\sigma}^*,
\]

\[
= 2j' \bar{\sigma}^* : F^T : \left( \frac{\partial}{\partial \varepsilon^{kl}} F \right) : \bar{\sigma}^*,
\]

using the fact that a tensor and its transpose give the same quadratic form. From definition (5.2) in the main text,

\[
\frac{\partial}{\partial \varepsilon^{kl}} F_{abcd} = C^{\text{base}}_{abef} S^H_{ghcd} \frac{\partial}{\partial \varepsilon^{kl}} (\varepsilon^{gh} e^{ef}) = C^{\text{base}}_{abef} S^H_{ghcd} \delta_{gk} \delta_{hl} \delta_{ei} \delta_{fj} = C^{\text{base}}_{abij} S^H_{klcd}.
\]

After simplification, we have

\[
\tau^{kl} = (2j' C^{\text{base}} : F : \bar{\sigma}^*) [S^H : \bar{\sigma}^*]_{kl}.
\] (A.13)

Next, we compute the rank-four tensor field \( \gamma \) expressing the partial derivative of
objective integrand $j$ with respect to the homogenized elasticity tensor $C^H$.

$$\delta j = 2 j' \sigma^* : F^T : C^{\text{base}} : G : \text{d}S^H : \sigma^*,$$

$$= 2 j' \sigma^* : F^T : C^{\text{base}} : G : (-S^H : \text{d}C^H : S^H) : \sigma^*,$$

$$= (-2 j' \sigma^* : F^T : F) : \text{d}C^H : (S^H : \sigma^*),$$

$$= \left[(-2 j' \sigma^* : F^T : F) \otimes (S^H : \sigma^*) \right] : \text{d}C^H.$$

Thus,

$$\gamma = (-2 j' F^T : F : \sigma^*) \otimes (S^H : \sigma^*). \tag{A.14}$$

Now, applying the Reynolds Transport Theorem to our objective, we find:

$$\text{d}J[v] = \int_{\partial \omega} (v \cdot \hat{n}) j \text{d}A(x) + \int_{\omega} \tau^{kl} : \varepsilon(\dot{w}^{kl}[v]) + \gamma : \text{d}C^H[v] \text{d}x$$

$$= \int_{\partial \omega} (v \cdot \hat{n}) j \text{d}A(x) + \int_{\omega} \tau^{kl} : \varepsilon(\dot{w}^{kl}[v]) \text{d}x + \left( \int_{\omega} \gamma \text{d}x \right) : \text{d}C^H[v], \tag{A.15}$$

where $\dot{w}^{kl}[v]$ is an Eulerian derivative with respect to “time” $t$ under the advection velocity $v$. The first and third terms are straightforward to evaluate (once we derive a formula for $\text{d}C^H[v]$), but the middle integral “$I$” involves the problematic term $\dot{w}^{kl}[v]$, which measures how the fluctuation displacements change when perturbing the shape with velocity field $v$.

**Forward version**

The “forward” sensitivity analysis determines, for a particular velocity field $v$, the change in fluctuation displacements $\dot{w}^{kl}[v]$ and substitutes them into (A.15). We can determine an equation for $\dot{w}^{kl}[v]$ by differentiating the weak form of the $kl$th cell problem. To simplify the derivation, we apply our periodic boundary conditions and no-rigid-translation constraints directly to the space of trial and test functions. Then the cell
problem’s weak form is just

\[
\int_{\omega} \epsilon(\phi) : C : [\epsilon(w^{kl}) + e^{kl}] \, dx = 0 \quad \text{(for all } \phi),
\]

(A.16)

where \( w^{kl} \) and \( \phi \) are periodic vector fields on the unit cell \( Y \). Differentiating both sides of this equation by naively applying Reynolds Transport Theorem (assuming shape functions, \( \phi \), are independent of \( \omega \)),

\[
\int_{\partial \omega} (v \cdot \hat{n}) \left( \epsilon(\phi) : C : [\epsilon(w^{kl}) + e^{kl}] \right) \, dA(x) + \int_{\omega} \epsilon(\phi) : C : \epsilon(\dot{w}^{kl}[v]) \, dx = 0 \quad \text{(for all } \phi),
\]

(A.17)

which is the weak form of a cell problem for \( \dot{w}^{kl}[v] \). Once we solve this equation for each \( \dot{w}^{kl}[v] \), we can compute (A.15) easily.

**Adjoint version**

We determine the adjoint equations by noticing the following: suppose we can find an “adjoint solution” \( p^{kl} \) from the same space as \( \phi \) (i.e., a periodic test function for the original PDE) such that

\[
\int_{\omega} \tau^{kl} : \epsilon(\psi) \, dx = \int_{\omega} \epsilon(p^{kl}) : C : \epsilon(\psi) \, dx \quad \text{(for all } \psi),
\]

(A.18)

where \( \psi \) is from the same space as \( \dot{w}^{kl} \) (i.e., a periodic trial function for the original PDE). Then we can use \( p^{kl} \) to compute integral \( I \) as follows:

\[
I = \int_{\omega} \tau^{kl} : \epsilon(\dot{w}^{kl}) \, dx = \int_{\omega} \epsilon(p^{kl}) : C : \epsilon(\dot{w}^{kl}) \, dx
\]

\[
= - \int_{\partial \omega} (v \cdot \hat{n}) \left( \epsilon(p^{kl}) : C : [\epsilon(w^{kl}) + e^{kl}] \right) \, dA(x).
\]
The second step follows by substituting $\dot{w}^{kl}$ for $\psi$ in (A.18), and the third by substituting $p^{kl}$ for $\phi$ in (A.17). Using this formula, our full shape derivative can be computed efficiently as:

$$
\frac{dJ}{dv} = \int_{\partial \omega} \left( j - \varepsilon(p^{kl}) : C : [\varepsilon(w^{kl}) + \epsilon^{kl}] \right) v \cdot \hat{n} \, dA(x) + \left( \int_{\omega} \gamma \, dx \right) \varepsilon(p^{kl}) + e^{kl} \right)
\frac{dC^H}{dv},
$$

summing over $kl$. We recognize (A.18) as the weak form of the adjoint cell problem PDE:

$$
-\nabla \cdot \sigma(p^{kl}) = -\nabla \cdot \tau^{kl} \quad \text{in } \omega,
\sigma(p^{kl})\hat{n} = \tau^{kl}\hat{n} \quad \text{on } \partial \omega,
p^{kl} \text{ periodic}, \quad \int_{\omega} p^{kl} \, dx = 0.
$$

A.5 Accurate discrete formulation (volume form)

Since we consider straight-edged finite elements, the perturbation velocity $v$ is a piecewise linear vector field and is represented as a perturbation vector on each mesh vertex:

$$
v = \sum_{i} \lambda_i \delta q_i ,
$$

where $\lambda_i$ is vertex $i$’s linear shape function (barycentric coordinates) and $\delta q_i$ is its perturbation. Unfortunately, the most straight-forward approach to computing shape derivatives of plugging this piecewise linear $v$ into a discretized version of (A.19) leads to wildly inaccurate results for the high $L_p$ norms needed to prevent stress concentrations.

It turns out that the Reynolds Transport Theorem and the Eulerian derivatives used in (A.15) are the source of the error. As in the model problem, where proceeding from (A.8) to (A.10) introduced an error, the analogous step for our objective is problematic. We avoid this step by keeping everything in terms of material derivatives.
A.5.1 Discrete sensitivity of the objective

The analog to (A.5) in our setting is:

\[
\begin{align*}
    \text{d} J[v] &= \int_{\omega} \nabla \cdot v + \tau^{kl} : D[\varepsilon(w^{kl})] + \gamma :: dC^H[v] \, \text{d}x \\
    &= \int_{\omega} \nabla \cdot v + \tau^{kl} : \varepsilon(D[w^{kl}]) - \tau^{kl} : \text{sym}(\nabla w^{kl} \nabla v) \, \text{d}x + \left( \int_{\omega} \gamma \, \text{d}x \right) :: dC^H[v],
\end{align*}
\]

where \( D[\cdot] \) denotes the material derivative, and we use \( \nabla \) applied to a vector field to denote the Jacobian (not its transpose). Note that \( D[\cdot] \) and \( \varepsilon(\cdot) \) do not commute, but the following identity holds for any linear combination, \( w \), of shape functions, \( \phi \):

\[
    D[\varepsilon(w)] = \varepsilon(D[w]) - \text{sym}(\nabla w \nabla v).
\]

Again, \( II \) is the difficult term to compute.

**Discrete Forward Sensitivity of \( w^{kl} \)**

We can determine \( D[w^{kl}] \), the material derivative of the fluctuation displacements, by differentiating the weak form (A.16). First, we define microscopic stress \( \sigma^{kl} \) to simplify notation. Then, differentiating both sides of the weak form:

\[
\begin{align*}
    \forall \phi : \quad 0 &= \int_{\omega} (\varepsilon(\phi) : \sigma) \nabla \cdot v + D[\varepsilon(\phi) : C : [\varepsilon(w^{kl}) + e^{kl}]] \, \text{d}x \quad \text{(for all } \phi), \\
    &= \int_{\omega} (\varepsilon(\phi) : \sigma^{kl}) \nabla \cdot v - \text{sym}(\nabla \phi \nabla v) : \sigma^{kl} \\
    &\quad + \varepsilon(\phi) : C : \left( \varepsilon(D[w^{kl}]) - \text{sym}(\nabla w^{kl} \nabla v) \right) \, \text{d}x,
\end{align*}
\]

where we used the fact that \( D[\phi] = 0 \) because the test functions for straight-edged finite elements are expressed in terms of the mesh’s barycentric coordinate functions and thus
are tied to material points (i.e. their values advect with the mesh and have zero material derivative). (A.22) is the weak form of a PDE solving for $D[w^{kl}]$, which can be discretized in the straight-forward way: as a vector holding the material derivative of $w^{kl}$ at each mesh node. Notice that this equation is the analog of (A.8).

**Discrete adjoint sensitivity**

To obtain an explicit representation of the differential form accepting the perturbation velocity fields on $\omega$ and outputting a change in the objective, we must apply the adjoint method.

The adjoint equations turn out to be identical to (A.18) due to the similarity of integrals $I$ and $II$; simply substitute $D[w^{kl}]$ for $\dot{w}^{kl}$ in the derivation. However, once we have the adjoint solutions $p^{kl}$, the exact discrete gradient differs from (A.19). Instead, we derive it by computing $II$ as follows: First, substitute $D[w^{kl}]$ for $\psi$ in (A.22) to determine:

$$II = \int_\omega \tau^{kl} : \varepsilon(D[w^{kl}]) \, dx = \int_\omega \varepsilon(p^{kl}) : \varepsilon(D[w^{kl}]) \, dx$$

Next, substitute $p^{kl}$ for $\phi$ in (A.22) to rewrite the first integrand again:

$$II = \int_\omega \left[ \varepsilon(p^{kl}) : \sigma^{kl} \right] \nabla \cdot v + \text{sym}(\nabla p^{kl} \nabla v) : \sigma^{kl} + \varepsilon(p^{kl}) : C : \text{sym}(\nabla w^{kl} \nabla v) \, dx.$$ 

Finally, the full discrete shape derivative is evaluated as:

$$dJ_d[v] = \int_\omega \left[ j - \varepsilon(p^{kl}) : \sigma^{kl} \right] \nabla \cdot v + (\nabla p^{kl} \nabla v) : \sigma^{kl} + \varepsilon(p^{kl}) : C - \tau^{kl} : (\nabla w^{kl} \nabla v) \, dx$$

$$+ \left( \int_\omega \gamma \, dx \right) : dC^H[v],$$

(A.23)

which gives the exact discrete shape derivative when the piecewise polynomial FEM fields
are substituted for $p^{kl}$, $w^{kl}$, and $v$. We dropped the symmetrization operator $\text{sym}(\cdot)$ since its output is always double contracted with a symmetric tensor.

**Discrete Differential Form**

It is convenient to express $dJ_d[v]$ as an explicit inner product with the per-vertex perturbation vector field $\delta q$. To do this, we must re-express the terms involving $v$ in terms of $\delta q$. The easiest is $\nabla \cdot v = \sum_m \nabla \lambda_m \cdot \delta q_m$. The terms like $\tau^{kl} : (\nabla p^{kl} \nabla v)$ take more work. Recalling that we take $\nabla$ to represent the Jacobian when applied to vectors (rather than its transpose),

$$
\nabla v = \sum_m \delta q_m \otimes \nabla \lambda_m.
$$

We can write $\nabla p^{kl}$ in terms of each *scalar*-valued finite element shape function $\varphi_n$ and its *vector*-valued coefficient $p^{kl}_n$ as:

$$
\nabla p^{kl} = \sum_n p^{kl}_n \otimes \nabla \varphi_n.
$$

Plugging these Jacobian expressions into the double contraction we wish to compute:

$$
\tau^{kl} : (\nabla p^{kl} \nabla v) = \sum_{n,m} \tau^{kl} : \left[ (p^{kl}_n \otimes \nabla \varphi_n)(\delta q_m \otimes \nabla \lambda_m) \right]
$$

$$
= \sum_m \delta q_m \cdot \left( \sum_n \left[ \nabla \lambda_m \cdot (\tau^{kl} p^{kl}_n) \right] \nabla \varphi_n \right).
$$

Finally, we make these substitutions in $dJ_d[v]$ to express the differential form as an inner product with the vertex node perturbations (here summation over vertices, $m$, and FEM...
nodes, $n$, is implied):

\[
dJ_d[\lambda_m \delta q_m] = 
\left( \int_\omega [j - \varepsilon(p^{kl}) : \sigma^{kl}] \nabla \lambda_m + \left[ \nabla \lambda_m \cdot \left( \sigma^{kl} p_n^{kl} + (\varepsilon(p^{kl}) : C - \tau^{kl}) w_n^{kl} \right) \right] \nabla \phi_n \, dx \right) \cdot \delta q_m 
+ \left( \int_\omega \gamma \, dx \right) : dC_H^H[v].
\]

**Homogenized Tensor Discrete Shape Derivative**

The evaluation is completed once we substitute the discrete formula for $dC^H$. We start with the “energy form” of the homogenized tensor (2.22):

\[
C^H_{ijkl} = \frac{1}{|Y|} \int_\omega \left[ \varepsilon(w^{ij}) + e^{ij} \right] : C : \left[ \varepsilon(w^{kl}) + e^{kl} \right] \, dx.
\]

Applying the analog of (A.5) for this expression:

\[
dC^H_{ijkl}[v] = \frac{1}{|Y|} \int_\omega \left( \sigma^{ij} : C^{-1} : \sigma^{kl} \right) \nabla \cdot v + \left( \varepsilon(D[w^{ij}]) - \text{sym}(\nabla w^{ij} \nabla v) \right) : C : \left[ \varepsilon(w^{kl}) + e^{kl} \right] 
+ \left( \varepsilon(D[w^{kl}]) - \text{sym}(\nabla w^{kl} \nabla v) \right) : C : \left[ \varepsilon(w^{ij}) + e^{ij} \right] \, dx.
\]

Finally, because $D[w^{ij}]$ can be written as a linear combination of the shape functions $\phi$, the two terms involving it vanish due to (A.16) (so no adjoint problem is required). Applying the same manipulations as in the previous section, we arrive at the explicit differential form:

\[
dC^H_{ijkl}[\lambda_m \delta q_m] = \delta q_m \cdot 
\left( \frac{1}{|Y|} \int_\omega \left( \sigma^{ij} : C^{-1} : \sigma^{kl} \right) \nabla \lambda_m - \left[ \nabla \lambda_m \cdot \left( \sigma^{kl} w_n^{ij} + \sigma^{ij} w_n^{kl} \right) \right] \nabla \phi_n \, dx \right), \tag{A.24}
\]

where again summation over $m$ and $n$ is implied.
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