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Abstract. A bound is obtained for the condition number of a two-level overlapping Schwarz algorithm for problems posed in $H(curl)$ in two dimensions, where the subdomains are only assumed to be uniform in the sense of Peter Jones. The coarse space is based on energy minimization and its dimension equals the number of interior subdomain edges. Local direct solvers are used on the overlapping subdomains. Our bound depends only on a few geometric parameters of the decomposition. This bound is independent of jumps in the coefficients across the interface between the subdomains for most of the different cases considered. Numerical experiments that verify the result are shown, including some with subdomains with fractal edges and others obtained by a mesh partitioner.
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1. Introduction. We consider the boundary value problem in two dimensions (2D)

$$\nabla \times (\alpha \nabla \times \mathbf{u}) + \mathbf{B} \mathbf{u} = \mathbf{f} \text{ in } \Omega,$$

$$\mathbf{u} \times \mathbf{n} = 0 \text{ on } \partial \Omega,$$

(1.1)

where $\alpha(x) \geq 0$, $\mathbf{B}$ is a $2 \times 2$ strictly positive definite symmetric matrix and $\Omega$ a uniform domain; see [13] and Section 3. These domains form the largest family for which a bounded extension of $H(\text{grad}, \Omega)$ to $H(\text{grad}, \mathbb{R}^2)$ is possible, where $H(\text{grad}, \Omega)$ is the subspace of $L^2(\Omega)$ with a gradient with finite $L^2$-norm. They were introduced as $(\epsilon, \delta)$ domains in [13] and we will consider the case $\delta = \infty$. We could equally well consider cases where the boundary condition (1.1b) is imposed only on one or several subdomain edges which form part of $\partial \Omega$, imposing a natural boundary condition over the rest of the boundary.

In order to formulate an appropriate weak form for this problem, we consider the Hilbert space $H(curl, \Omega)$, the subspace of $(L^2(\Omega))^2$ with a curl with a finite $L^2$-norm. We then obtain a weak formulation for (1.1): Find $\mathbf{u} \in H_0(curl, \Omega)$ such that

$$a(\mathbf{u}, \mathbf{v}) = (\mathbf{f}, \mathbf{v}) \quad \forall \mathbf{v} \in H_0(curl, \Omega),$$

(1.2)

with

$$a(\mathbf{u}, \mathbf{v}) := \int_\Omega [\alpha(\nabla \times \mathbf{u})(\nabla \times \mathbf{v}) + \mathbf{B} \mathbf{u} \cdot \mathbf{v}] \, d\mathbf{x}, \quad (\mathbf{f}, \mathbf{v}) := \int_\Omega \mathbf{f} \cdot \mathbf{v} \, d\mathbf{x}.$$

(1.3)

Here, $H_0(curl, \Omega)$ is the subspace of $H(curl, \Omega)$ with a vanishing tangential component on $\partial \Omega$. The norm of $\mathbf{u} \in H(curl, \Omega)$, for a domain with diameter 1, is given by $a(\mathbf{u}, \mathbf{u})^{1/2}$ with $\alpha = 1$ and $\mathbf{B} = I$. The problem (1.2) arises, for example, from implicit time integration of the eddy current model of Maxwell’s equation; see [2, Chapter 8]. It is also considered in [1, 23, 28, 12].

We decompose the domain $\Omega$ into $N$ non overlapping subdomains $\{\Omega_i\}_{i=1}^N$, which are uniform in the sense of Jones [13] and each of which is the union of elements of the triangulation $T_\Omega$ of $\Omega$. Each $\Omega_i$ is simply connected and has a connected boundary $\partial \Omega_i$. We denote by $H_i$ the diameter of $\Omega_i$ and by $h_i$ the smallest element diameter of the shape-regular triangulation $T_{\Omega_i}$ of $\Omega_i$. We define $H/h := \max H_i/h_i$, $H/\delta := \max H_i/\delta_i$ and $\delta/h := \max \delta_i/h_i$.
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Here $\delta_i$ measures the overlap between overlapping subdomains; see Section 2 for the formal definition.

Our study is based on [8], where an iterative substructuring algorithm is introduced for two-dimensional problems in the space $H_0^0(\text{curl}, \Omega)$. Our coarse space is based on energy minimization and its dimension equals the number of interior subdomain edges (see end of Section 2). In the present study, we borrow the coarse space and modify some of the results from [8]; that paper also reports on some numerical experiments with an overlapping Schwarz algorithm very similar to ours.

In domain decomposition theory, it is typically assumed that each subdomain is quite regular, e.g., the union of a small set of coarse triangles or tetrahedra. But, it is unrealistic in general to assume that each subdomain is regular. Thus, subdomain boundaries that arise from mesh partitioners might not even be Lipschitz continuous, i.e., the number of patches required to cover the boundary of the region in each of which the boundary is the graph of a Lipschitz continuous function, might not be uniformly bounded independently of the finite element mesh size. Some recent work and technical tools have been developed for irregular subdomains, surveyed in [29]. Scalar elliptic problems in the plane are analyzed in [5, 7]; [15] includes a FETI-DP algorithm for scalar elliptic and elasticity problems, and [8] includes an iterative substructuring method for problems in $H(\text{curl})$ in 2D.

The standard way of constructing the local components involves a partition of unity for all of $\Omega$. This is a decomposition of functions in the sense of the Schwarz theory as in [27, Chapter 2]. In our study, we adopt a different strategy, creating a partition of unity for the interface and we then split the corresponding functions supported in the different overlapping regions, in a way similar to what is done in [6].

In a previous study related to $H(\text{curl})$, the estimate $\kappa \leq C(1 + H/\delta)^2$ is given in [23] for an overlapping Schwarz algorithm in three dimensions, where the coarse space consists of standard edge finite element functions for coarse tetrahedral elements, the domain is assumed convex and $\alpha \equiv 1, B \equiv I$ over the whole domain. The coarse triangulation is shape-regular and quasi-uniform.

Work on vector-valued problems include [11], where overlapping Schwarz methods are analyzed for elliptic problems in $H(\text{curl})$ and $H(\text{div})$ in three dimensions. With the assumption of a convex polyhedral domain and $B = I$, the condition number is bounded by $C(1 + H/\delta)^2$, where subdomains are tetrahedra and constant coefficients are considered. Also in [28, 30], the bound $C(1 + \log(H/h))^2$ is found for $H(\text{curl})$ and $H(\text{div})$ problems for bounded polygonal domains in $\mathbb{R}^2$ and $\mathbb{R}^3$ respectively, where an iterative substructuring algorithm is used with shape regular triangular and tetrahedral subdomains. In [18], a two-level overlapping Schwarz method for Raviart-Thomas vector fields is developed. Here the bilinear form is

$$a(u, v) = \int_{\Omega} (\alpha \text{div} u \cdot \text{div} v + \beta u \cdot v) \, dx$$

and the condition number is bounded by $C(1 + H/\delta)(1 + \log(H/h))$, where the domain is a bounded polyhedron in $\mathbb{R}^3$ and discontinuous coefficients and hexahedral elements are considered. Studies based on FETI algorithms for our problem include [25, 26] for problems posed in 2D and [24] in 3D. The subdomains are bounded convex polyhedra and the bounds depend on the coefficients $\alpha_i, \beta_i$ and $H_i$. In addition, a BDDC algorithm with deluxe scaling is considered in [4] for uniform domains in 2D and in [9] for 3D.

Our study applies to a much broader range of material properties and subdomain geometries than previous studies. We obtain the bound

$$\kappa \leq C|\Xi| \chi \eta \left(1 + \log \frac{\delta}{h}\right) \left(1 + \frac{H}{\delta}\right) \left(1 + \log \frac{H}{h}\right),$$

where $C$ is independent of the jumps of the coefficients between the subdomains. The parameter $\chi$ is related to the geometry of the subdomains and it is quite close to 1 even for fractal edges and large values of $H/h$ (see Section 2), $|\Xi|$ represents the maximum number of neighbors for any subdomain, and $\eta = \max_i \{1 + \beta_i H_i^2/\alpha_i\}$, where the maximum is taken.
over all the subdomains; see Section 5.1. We observe that in many cases we can obtain a bound independent of the coefficients; see Theorem 5.2 and Remark 5.4.

The rest of this paper is organized as follows. In Section 2, we introduce the notation used. In Section 3, we recall the definition of uniform domains and provide some related lemmas. In Section 4, we present some technical tools that are used to prove our estimate of the condition number in Section 5. In Section 6, we report on some numerical experiments, which confirm our theoretical result.

2. Notation. We introduce some notation that we will use throughout this paper. The interface of the decomposition \( \{ \Omega_i \}_{i=1}^N \) is given by

\[
\Gamma := \left( \bigcup_{i=1}^N \partial \Omega_i \right) \setminus \partial \Omega,
\]

and the contribution to \( \Gamma \) from \( \partial \Omega_i \) by \( \Gamma_i := \partial \Omega_i \setminus \partial \Omega \). These sets are unions of subdomain edges and vertices. We denote the subdomain edges of \( \partial \Omega_i \) by \( \mathcal{E}^{ij} := \Omega_i \cap \Omega_j \), excluding the two vertices at their endpoints. We note that the intersection of the closure of two subdomains might have several components. In such a case, each component will be regarded as an edge. We will write \( \mathcal{E} \) instead of \( \mathcal{E}^{ij} \) when there is no ambiguity.

The set of all subdomain edges is defined as

\[
S_E := \{ \mathcal{E}^{ij} : i < j, \mathcal{E}^{ij} \neq \emptyset \}
\]

and \( S_E \) is the subset of subdomain edges which belong to \( \Gamma_i \). When there is a need to uniquely define the unit tangential vector \( t_{\mathcal{E}} \) over a subdomain edge, we will select the subdomain with the smallest index and use the counterclockwise direction over its boundary. The unit vector in the direction from one endpoint of a subdomain edge \( \mathcal{E} \) to the other (with the same sense of direction as \( t_{\mathcal{E}} \)) is denoted by \( d_{\mathcal{E}} \). The distance between the two endpoints is \( d_{\mathcal{E}} \).

For any irregular subdomain edge, we will consider a covering by disks and we will denote by \( \chi(d)(d_{\mathcal{E}}/d) \) the number of closed circular disks of diameter \( d \) that are required to cover it. We note that \( \chi(d) = 1 \) if the edge is straight and that it can be proved that for a prefractal Koch snowflake curve, which is a polygon with side length \( h_i \) and diameter \( H_i \),

\[
\chi(h_i) \leq (H_i/h_i)^{\log(3/\lambda)} \leq (H_i/h_i)^{1/8};
\]

see [8, Section 3.2]. This is not a large factor, being less than 10 even in the extreme case of \( H_i/h_i = 10^5 \).

Associated with the triangulation \( T_h \), we consider the space of continuous, piecewise linear triangular nodal elements \( W^{h \text{grad}}(\Omega_i) \subset H(\text{grad}, \Omega_i) \), and the space \( W^{h \text{curl}}(\Omega_i) \subset H(\text{curl}, \Omega_i) \), based on linear triangular Nédélec edge elements on \( \Omega_i \) with zero tangential component on \( \partial \Omega \cap \partial \Omega_i \); see [17].

The Nédélec elements are conforming in \( H(\text{curl}, \Omega) \) and those of lowest order are defined by

\[
W^{h \text{curl}}(\Omega) := \{ u|u|_K \in \mathcal{N}_1(\Omega), K \in T_h \text{ and } u \in H(\text{curl}, \Omega) \},
\]

where any function in \( \mathcal{N}_1(\Omega) \) has the form \( u(x_1, x_2) = (a_1 + bx_2, a_2 - bx_1)^T \), with \( a_1, a_2, b \) real numbers. The degrees of freedom for an element \( K \in T_h \) are given by the average values of the tangential component over the edges of the element, i.e.,

\[
\lambda_e(u) := \frac{1}{|e|} \int_e u \cdot t_e \, ds,
\]

with \( e \in \partial K \) and \( t_e \) a unit vector in the direction of \( e \). We recall that a function in \( W^{h \text{curl}}(\Omega) \) has a continuous tangential component across all the fine edges; see e.g. [17].

We obtain an overlapping decomposition \( \{ \Omega_i' \} \) by adding layers of elements to \( \Omega_i \) and denote by \( \delta_i \) the minimal distance from any edge \( \mathcal{E}^{ij} \subset \Gamma_i \) to \( \partial \Omega_i' \).

We will replace \( B \) by \( \beta I \), and assume that \( \alpha_i, \beta_i \) are constants \( \alpha_i, \beta_i \) in each subdomain \( \Omega_i \). Denote by \( a_i(\mathbf{u}, \mathbf{v}) \) and \( a_i'(\mathbf{u}, \mathbf{v}) \) the bilinear form \( a(\cdot, \cdot) \) defined in (1.3) and restricted to the domains \( \Omega_i \) and \( \Omega_i' \) respectively.
Let \( N \in W^{h_i}(\Omega_i) \) denote the finite element shape function for an edge \( e \) of the finite element mesh \( T_h \). We assume that \( N \) is scaled such that \( N \cdot t_e = 1 \) along \( e \). The edge finite element interpolant of a sufficiently smooth vector function \( u \in H(\text{curl}, \Omega) \) is then defined as

\[
\Pi^{h_i}(u) := \sum_{e \in \partial^h_i} u_e N_e, \quad u_e := \frac{1}{|e|} \int_{e} u \cdot t_e ds,
\]

where \( M^{h_i} \) is the set of element edges of \( \Omega_i \) and \( |e| \) is the length of \( e \). The nodal finite element interpolant of a sufficiently smooth \( p \in H(\text{grad}, \Omega_i) \) is defined as

\[
I^{h_i}(p) := \sum_{\pi \in \nu^{h_i}} p(\pi) \phi_\pi,
\]

where \( \nu^{h_i} \) is the set of nodes of \( T_h \), \( p(\pi) \) is the value of \( p \) at node \( \pi \), and \( \phi_\pi \in W^{h_i} (\Omega_i) \) is the shape function for node \( \pi \).

We will consider the same coarse space functions as introduced in [8]. For \( E \in S_E \), we define the coarse function \( c_E \) with tangential data given by \( c_E \cdot t_e = d_E \cdot t_e \) along \( E \) and with \( c_E \cdot t_e = 0 \) on \( \Gamma \cup \partial \Omega \setminus E \). We obtain \( c_E \) by the energy minimizing extension of this tangential data into the interiors of the two subdomains sharing \( E \). We note that the construction of \( c_E \) involves the solution of a Dirichlet problem with inhomogeneous boundary data for \( \Omega_i \) and \( \Omega_j \). We then define the coarse interpolant for \( u \in H(\text{curl}, \Omega) \) by

\[
u_0 := \sum_{E \in S_E} u_E c_E, \quad \text{with} \quad u_E := \frac{1}{|E|} \int_{E} u \cdot t_E ds.
\]

### 3. Uniform subdomains

We start by defining uniform domains and present some known theorems related to these domains.

**Definition 3.1** (Uniform domain). A bounded domain \( \Omega \subset \mathbb{R}^2 \) is uniform if there exists a constant \( C_U(\Omega) > 0 \) such that for any pair of points \( a, b \) in the closure of \( \Omega \), there is a curve \( \gamma(t) : [0, l] \to \Omega \), parametrized by arc length, with \( \gamma(0) = a \), \( \gamma(l) = b \),

\[
l \leq C_U |a - b|, \quad \text{and} \quad \min(|\gamma(t) - a|, |\gamma(t) - b|) \leq C_U \text{dist}(\gamma(t), \partial \Omega).
\]

**Remark 3.2.** For a rectangular domain, \( C_U \geq L_1 / L_2 \), where \( L_1, L_2 \) are the height and width of the domain, respectively. Thus, the constant \( C_U \) can be large if the subdomain has a large aspect ratio.

**Assumption 1.** The subdomains \( \Omega_i \) are all uniform domains with \( C_U(\Omega_i) \) uniformly bounded from above by a mesh independent constant \( C_U \).

Related to the curve \( \gamma \), we define the following region:

**Definition 3.3.** Let \( a \) and \( b \) denote the endpoints of \( E = E_{ij} \in S_E \). The region \( \mathcal{R}_E \) is defined as the open set with boundary \( \partial \mathcal{R}_E = \gamma_{ij} E \), where \( \gamma \) is the curve in Definition 3.1.

We have the following result; see [16, 10].

**Lemma 3.4** (Isoperimetric inequality). Let \( \Omega \subset \mathbb{R}^n \) be a domain — an open, bounded, and connected set — and let \( u \) be sufficiently smooth. Then,

\[
\inf_{c \in \mathbb{R}} \left( \int_{\Omega} |u - c|^{n/(n-1)} dx \right)^{(n-1)/n} \leq \gamma(\Omega, n) \int_{\Omega} |\nabla u| dx,
\]

if and only if,

\[
\min(|A|, |B|) 1 - 1/n \leq \gamma(\Omega, n) |\partial A \cap \partial B|.
\]

Here, \( A \subset \Omega \) is an arbitrary open set, and \( B = \Omega \setminus \overline{A} \); \( \gamma(\Omega, n) \) the best possible constant and \( |A| \) the measure of the set \( A \), etc.
The parameter $\gamma(\Omega, 2)$ is bounded for uniform domains; see [3, 16]. For two dimensions, we immediately obtain a standard Poincaré inequality from (3.1) by using the Cauchy-Schwarz inequality. We note that the best choice of $c$ is $\overline{u}_{\Omega}$, the average of $u$ over the domain.

**Lemma 3.5** (Poincaré’s inequality). Consider a uniform domain $\Omega \in \mathbb{R}^2$. Then

$$\|u - \overline{u}_{\Omega}\|_{L_2(\Omega)} \leq (\gamma(\Omega, 2))^2 |\Omega| \|\nabla u\|_{L_2(\Omega)}, \forall u \in H(\text{grad}, \Omega).$$

We also need the following discrete Sobolev inequality, proved in [5, Lemma 3.2] for John domains and thus, in particular, for uniform domains; see [13].

**Lemma 3.6.** For $u \in W_h^1(\Omega)$, there exists a constant $C$ such that

$$\|u\|_{L_\infty(\Omega)} \leq C \left(1 + \log \frac{H}{h}\right) \|u\|_{H^1(\Omega)}, \quad \text{and}$$

$$\|u - \overline{u}_{\Omega}\|_{L_\infty(\Omega)} \leq C \left(1 + \log \frac{H}{h}\right) \|u\|_{H^1(\Omega)},$$

where

$$\|u\|_{H^1(\Omega)}^2 := \|u\|_{H^1(\Omega)}^2 + \frac{1}{H^2} \|u\|_{L_2(\Omega)}^2$$

and $\text{diam}(\Omega) = H$. The constant $C$ depends on the uniformity constant $C_U(\Omega)$, the Poincaré parameter $\gamma(\Omega, 2)$ and the shape regularity of the elements.

4. Technical tools. The auxiliary results presented in this section will be used in the proof of our main results, Theorems 5.1 and 5.2.

4.1. Cutoff functions. We introduce cutoff functions that will provide a partition of unity on the interface of the domain and which will be used later for the local decomposition.

**Lemma 4.1.** Let $\mathcal{E} \in S_{\epsilon_1}$ with endpoints $a$ and $b$. Then there exists an edge function $\theta_\mathcal{E} \in W_h^1(\Omega_i)$ that takes the value 1 at the nodes on $\mathcal{E}$, vanishes in $\Omega_i \setminus \Omega_i'$, and such that

$$\|\nabla \theta_\mathcal{E}\|_{L_2(\Omega_i \cap \Omega_i')} \leq C \chi_\mathcal{E}(\delta) \left(1 + \frac{d_\mathcal{E}}{\delta_i}\right) \left(1 + \log \frac{\delta_i}{h_i}\right), \quad (4.1)$$

for some constant $C$ depending on $C_U$, $\gamma(\Omega, 2)$ and the shape regularity of the elements.

**Proof.** For the proof of this lemma, we use similar ideas as in [8, Lemma 3.6] and [7, Lemma 2.7]. Rename $\mathcal{E}_1 := \mathcal{E}$ and let $\mathcal{E}_2 := \partial (\Omega_i \cap \Omega_i') \setminus \mathcal{E}$. Split $\mathcal{E}_2$ into two subsets, $\mathcal{E}_3 := \mathcal{E}_2 \cap \partial \Omega_i'$ and $\mathcal{E}_4 := \mathcal{E}_2 \setminus \mathcal{E}_3$. Note that $\mathcal{E}_4$ is a subset of $\partial \Omega_i$ with two components, one with $a$ and the other with $b$ as endpoints. Denote by $d_1(x)$ the distance of $x$ to the edge $\mathcal{E}_i$ and consider the function $\theta_\mathcal{E}$ given by

$$\tilde{\theta}_\mathcal{E}(x) := \frac{1/d_1(x)}{1/d_1(x) + 1/d_2(x)}$$

for $x \in \Omega_i \cap \Omega_i'$ and by zero everywhere else in $\Omega_i$. At the endpoints $a$ and $b$, we set this function to zero. Note that this function vanishes on $\mathcal{E}_3$ and takes the required values on $\mathcal{E}_4$. We then define $\theta_\mathcal{E} := I^h(\tilde{\theta}_\mathcal{E})$.

We first note that the contribution from any element with $a$ or $b$ as an vertex is bounded, because the gradient of the interpolant is bounded by $1/h_i$, since all the nodal values are between 0 and 1.

We next estimate the energy over all the elements that do not intersect the endpoints and lie inside $\Omega_i \cap \Omega_i'$. We denote this region by $\mathcal{R}$. It is easy to prove that

$$|\nabla \theta_\mathcal{E}(x)| \leq \frac{1}{d_1(x) + d_2(x)}.$$

(4.2)

We divide $\mathcal{R}$ into two disjoint sets, $\mathcal{R}_1 := \{x \in \mathcal{R} : d_3(x) \leq d_4(x)\}$, and $\mathcal{R}_2$, its complement.
First, for \( x \in R_1 \), we note that \( d_2(x) = d_3(x) \). Let \( x_1 \) and \( x_3 \) be the points on \( E_1 \) and \( E_3 \) closest to \( x \). We have \( \delta_i \leq d_3(x_1, E_1) \leq |x_1 - x_3| \leq d_1(x) + d_3(x) \) and then \( |\nabla \theta_{E_1}(x)| \leq 1/\delta_i \). As in [5, Section 4], we cover the set with square patches with diameters of the order of \( \delta_i \) and note that on the order of \( \chi_{E_1}(\delta_i) \) of them will suffice. If such a square does not lie completely in the interior of \( \Omega \cap \Omega_j \), we extend the function \( \theta_{E_1} \) by 0 elsewhere in \( \Omega \), and by 1 over the region outside \( \Omega_i \). Clearly the gradient of this extended function is 0 in \( \Omega \), \( \Omega_i \backslash \Omega_j \), and the value of the integral remains the same. The contribution of each square is bounded, and therefore

\[
\int_{R_1} |\nabla \theta_{E_1}(x)|^2 \, dx \leq C \chi_{E_1}(\delta_i) \frac{d_{E_1}}{\delta_i}.
\]

Second, for \( x \in R_2 \), we note that \( d_2(x) = d_4(x) \). We claim that \( d_1(x) + d_4(x) \geq C r(x) \), where \( r(x) \) is the minimal distance of \( x \) to \( a \) and \( b \). This implies that

\[
\int_{R_2} |\nabla \theta_{E_1}(x)|^2 \, dx \leq C \int_{R_2} \frac{1}{r^2(x)} \, dx \leq C \log \frac{\delta_i}{h_i},
\]

by using polar coordinates centered at \( a \) and \( b \). From the last two inequalities we obtain (4.1).

All that is left is to show that \( d_1(x) + d_4(x) \geq C r(x) \) for some constant \( C \). Consider the curve \( \gamma(t) \) in the Definition 3.1 and let \( x_\gamma \) be the point on \( \gamma \) which is closest to \( x \). Without loss of generality, assume that \( |x - a| \leq |x - b| \). By the triangle inequality and the second condition for a uniform domain, we have that

\[
r(x) = |x - a| \leq |x - x_\gamma| + C U \text{dist}(x_\gamma, E_1).
\]

Again by triangle inequality and the fact that \( \text{dist}(x_\gamma, E_1) \leq |x_\gamma - x_1| \), where \( x_1 \) is the point on \( E_1 \) closest to \( x \), we obtain

\[
r(x) \leq (C U + 1)|x - x_\gamma| + C U |x - x_1|.
\]

We notice that if \( x \in R_\delta \), then \( |x - x_\gamma| \leq d_4(x) \) and if \( x \notin R_\delta \), then \( |x - x_\gamma| \leq d_3(x) \). In both cases we can deduce that \( |x - x_\gamma| \leq d_1(x) + d_4(x) \). This concludes the proof of the lemma. \( \square \)

From the proof of Lemma 4.1, we can estimate the diameter and area of \( \Omega_i \cap \Omega_j' \):

**Lemma 4.2.** For each coarse edge \( E_\nu \in S_{E_\nu} \), we have that

\[
diam(\Omega_i \cap \Omega_j') \leq C \chi_{E_\nu}(\delta_i) \frac{d_{E_\nu}}{\delta_i}, \quad \text{and}
\]

\[
|\Omega_i \cap \Omega_j'| \leq C \chi_{E_\nu}(\delta_i) \frac{d_{E_\nu}}{\delta_i}.
\]

**Proof.** Consider the covering by squares at the end of the proof of Lemma 4.1. Given two points \( x, y \in \Omega_i \cap \Omega_j' \), we can join them by segments that lie in the interior of a certain number of squares. Each of these segments have a length less than \( \sqrt{2} \delta_i \), and since the total number of squares is on the order of \( \chi_{E_\nu}(\delta_i) \), we can conclude that the diameter of \( \Omega_i \cap \Omega_j' \) is bounded by \( C \chi_{E_\nu}(\delta_i) \frac{d_{E_\nu}}{\delta_i} \). The second inequality follows by adding the area of all the squares that cover \( \Omega_i \cap \Omega_j' \). \( \square \)

### 4.2. An inverse inequality

We present an inverse inequality for elements in the space \( W^h_{\text{curl}}(\Omega_i) \) which will be used in our discussion. First, we have the following elementary estimates for a function in \( W^h_{\text{curl}}(\Omega_i) \) in terms of its degrees of freedom defined in (2.1).

**Lemma 4.3.** Let \( K \in T_{h_i} \). Then, there exist positive constants \( c \) and \( C \), depending only on the aspect ratio of \( K \), such that for all \( u \in W^h_{\text{curl}}(\Omega_i) \),

\[
c \sum_{e \in \partial K} h_e^2 \lambda_e(u)^2 \leq ||u||_{L^2(K)}^2 \leq C \sum_{e \in \partial K} h_e^2 \lambda_e(u)^2, \quad \text{and}
\]

\[
||\nabla \times u||_{L^2(K)}^2 \leq C \sum_{e \in \partial K} \lambda_e(u)^2.
\]
4.3. Estimates for auxiliary functions. We start by introducing a linear interpolant for functions in $W^{h_i}_{\text{grad}}(\Omega_i)$. Consider an edge $E \in S_{E_i}$, with endpoints $a$ and $b$, and moving from $a$ past $b$, pick a point $c$ on $\partial \Omega_i$, such that $|c - b|$ is of order $d_E$. Consider the function $\theta_{bc} \in W^{h_i}_{\text{grad}}(\Omega_i)$ constructed in [7, Lemma 2.7] for the points $a, b, c$. This function is uniformly bounded in $\Omega_i$, $\theta_{bc}(a) = 0$, $\theta_{bc}(b) = 1$, and also satisfies

$$\|\nabla \theta_{bc}\|_{L^2(\Omega_i)} \leq C, \quad \text{and} \quad \nabla \theta_{bc} \cdot t_c = \frac{1}{d_E} d_E \cdot t_c$$

along $E$. Using this function, we introduce our linear interpolant:

**Definition 4.5** (linear interpolant). Given $f \in W^{h_i}_{\text{grad}}(\Omega_i)$ and a subdomain edge $E \in S_{E_i}$ with endpoints $a$ and $b$, we define the linear function

$$f_E(x) := f(a) + (f(b) - f(a)) \theta_{bc}(x).$$

We note that $f_E(a) = f(a)$, $f_E(b) = f(b)$, and

$$\nabla f_E(x) \cdot t_c = \frac{f(b) - f(a)}{d_E} d_E \cdot t_c$$

along $E$. We will need the following auxiliary results:

**Lemma 4.6.** Let $u$ be a continuous piecewise quadratic function defined on $T_h$ and let $I_h^v u$ be its piecewise linear interpolant on the same mesh, defined by (2.3). Then, there exists a constant $C$, independent of $h$, such that

$$|I_h^v u|_{H^1(K)} \leq C|u|_{H^1(K)} \text{ for } K \in T_h.$$

**Proof.** See [27, Lemma 3.9].

**Lemma 4.7.** For any $p \in W^{h_i}_{\text{grad}}(\Omega_i)$, there exists a function $p^\Delta_E \in W^{h_i}_{\text{grad}}(\Omega_i)$ such that $p^\Delta_E = p - p^E$ along $E$. This function vanishes along $\partial (\Omega_i \cap \Omega'_j) \setminus E$ and $\partial \Omega_i \setminus E$, and satisfies

$$\|\nabla p^\Delta_E\|_{L^2(\Omega_i)} \leq C\chi(E) \left(1 + \log \frac{\delta_i}{h_i}\right) \left(1 + \frac{d_E}{\delta_i}\right) \left(1 + \log \frac{H_i}{h_i}\right) \|\nabla p\|_{L^2(\Omega_i)}$$

for some constant $C$ depending on $C_U$, $\gamma(\Omega_2)$ and the shape regularity of the elements.

**Proof.** We define $p^\Delta_E := I_h^v \left(\partial_E^v(p - p^E)\right)$. We use the inequality

$$|p(b) - p(a)|^2 \leq C \left(1 + \log \frac{H_i}{h_i}\right) \|\nabla p\|_{L^2(\Omega_i)}^2,$$

which follows from Lemma 3.6, and since $p - p^E = (p - p(a)) - (p^E - p(a))$, we have

$$\|p - p^E\|_{L^\infty(\Omega_i \cap \Omega'_j)} \leq C \left(1 + \log \frac{H_i}{h_i}\right) \|\nabla p\|_{L^2(\Omega_i)}.$$

Since $\nabla p^E(x) = (p(b) - p(a)) \nabla \theta_{bc}(x)$, we have

$$\|\nabla p^E\|_{L^2(\Omega_i \cap \Omega'_j)} \leq C \left(1 + \log \frac{H_i}{h_i}\right) \|\nabla p\|_{L^2(\Omega_i)}.$$
From these estimates, Lemma 4.1 and
\[ \nabla(\theta^4_e(p - p^E)) = \nabla\theta^4_e(p - p^E) + \nabla(p - p^E)\theta^4_e, \]
we find that
\[ |\theta^4_e(p - p^E)|^2_{H(\text{grad}, \Omega)} \leq C\chi_\delta(\delta_i) \left( 1 + \frac{\delta_i}{H_i} \right) \left( 1 + \frac{d \theta}{\delta_i} \right) \left( 1 + \log \frac{H_i}{\delta_i} \right) \|\nabla p\|^2_{L^2(\Omega_i)}. \]
The result then follows by using Lemma 4.6. \( \square \)

**Lemma 4.8.** Given \( r \in W^{d_h}_\text{curl}(\Omega) \) and a subdomain edge \( E \in S_{\epsilon_i} \), it holds that
\[ |\tau_E|^2 \leq C (\|r\|^2_{L^\infty(\Omega)} + \|\nabla \times r\|^2_{L^2(\Omega)}) \]
where
\[ \tau_E := \frac{1}{d_E} \int_E r \cdot t_E ds \quad (4.5) \]
and the constant \( C \) depends only on the uniform parameter \( C_U(\Omega_i) \).

**Proof.** A similar bound is obtained in the proof of [8, Lemma 3.10] over a subset of \( \Omega_i \), from which our result follows. \( \square \)

**Lemma 4.9.** Given \( E \in S_{\epsilon_i} \), there exists a coarse space function \( N_E \in W^{d_h}_\text{curl}(\Omega) \) that vanishes in \( \Omega_i \setminus \Omega'_j \), with \( N_E \cdot t_e = d_e \cdot t_e \) along \( E \) and \( N_E \cdot t_e = 0 \) everywhere else on \( \partial \Omega_i \) such that
\[ \|N_E\|^2_{L^2(\Omega_i)} \leq C\chi_\delta(\delta_i) d_E \delta_i, \]
\[ \|\nabla \times N_E\|^2_{L^2(\Omega_i)} \leq C\chi_\delta(\delta_i) \left( 1 + \frac{\delta_i}{H_i} \right) \left( 1 + \frac{d \theta}{\delta_i} \right), \]
for some constant \( C \) depending on \( C_U \) and the shape regularity of the elements.

**Proof.** Consider the function
\[ N_E := \Pi^{d_h}(\theta^4_e d_E) + b_E/2, \]
where
\[ b_E := (d_E \cdot t_\alpha) N_{\alpha} + (d_E \cdot t_b) N_b, \]
and \( e_\alpha, e_b \) are the two finite element edges at the ends of \( E \). It is easy to check that \( N_E \) has the specified tangential data and that it vanishes in \( \Omega_i \setminus \Omega'_j \). Following [8, Lemma 3.11], we can prove that \( \|b_E\|^2_{L^2(\Omega_i)} \leq C h_i^2, \|\nabla \times b_E\|^2_{L^2(\Omega_i)} \leq C \),
\[ \|\Pi^{d_h}(\theta^4_e d_E)\|^2_{L^2(\Omega_i)} \leq C\chi_\delta(\delta_i) d_E \delta_i, \]
and
\[ \|\nabla \times \Pi^{d_h}(\theta^4_e d_E)\|^2_{L^2(\Omega_i)} \leq C\chi_\delta(\delta_i) \left( 1 + \frac{\delta_i}{H_i} \right) \left( 1 + \frac{d \theta}{\delta_i} \right), \]
where we have used Lemmas 4.1 and 4.2. The lemma follows by combining these inequalities. \( \square \)

**Lemma 4.10.** Given \( r \in W^{d_h}_\text{curl}(\Omega) \) and \( E \in S_{\epsilon_i} \), there exists a function \( r^E \in W^{d_h}_\text{curl}(\Omega) \) that vanishes in \( \Omega_i \setminus \Omega'_j \), such that \( r^E \cdot t_e = r \cdot t_e \) along \( E \) and with vanishing tangential data along \( \partial(\Omega_i \cap \Omega'_j) \setminus E \) and \( \partial \Omega_i \setminus E \). Further,
\[ \|r^E\|^2_{L^2(\Omega_i)} \leq C\chi_\delta(\delta_i) d_E \delta_i \|r\|^2_{L^\infty(\Omega_i \cap \Omega'_j)}, \]
\[ \|\nabla \times r^E\|^2_{L^2(\Omega_i)} \leq C \left( \|\nabla \times r\|^2_{L^2(\Omega_i \cap \Omega'_j)} + \chi_\delta(\delta_i) \left( 1 + \frac{\delta_i}{H_i} \right) \left( 1 + \frac{d \theta}{\delta_i} \right) \|r\|^2_{L^\infty(\Omega_i \cap \Omega'_j)} \right), \]
for some constant \( C \) depending on \( C_U \) and the shape regularity of the elements.

**Proof.** We write the function \( r \) in the Nédelec basis as
\[ r = \sum_{e \in N_{\epsilon_i}} r_e N_e, \]
We conclude our proof by using Lemmas 4.1 and 4.2.

\[ r^E := \sum_{e \in M^h} \theta^E_r e N_e + (r_{e_a} N_{e_a} + r_{e_b} N_{e_b}) / 2, \]

where \( \theta^E_r \) is the value of \( \theta^E \) at the middle point of \( e \), and \( e_a, e_b \) are the edges at the ends of \( E \). As in [8, Lemma 3.12], we have that

\[
\| r_{e_a} N_{e_a} + r_{e_b} N_{e_b} \|_{L^2(\Omega_i)}^2 \leq C h_i^2 \| r \|_{L^\infty(\Omega_i \cap \Omega_i')}^2,
\]

\[
\| \nabla \times (r_{e_a} N_{e_a} + r_{e_b} N_{e_b}) \|_{L^2(\Omega_i)}^2 \leq C \| r \|_{L^\infty(\Omega_i \cap \Omega_i')}^2,
\]

\[
\left\| \sum_{e \in M^h} \theta^E_r e N_e \right\|_{L^2(\Omega_i)}^2 \leq C \left( \| \nabla \times r \|_{L^2(\Omega_i \cap \Omega_i')} + \| r \|_{L^\infty(\Omega_i \cap \Omega_i')} \| \nabla \theta^E \|_{L^2(\Omega_i \cap \Omega_i')} \right).
\]

We conclude our proof by using Lemmas 4.1 and 4.2. □

### 4.4. A Helmholtz decomposition.

The following lemma is [8, Lemma 3.14]:

**Lemma 4.11.** Given an uniform domain \( D \) of diameter \( d \) and \( \mathbf{u} \in W^h_{\text{curl}}(D) \), there exist \( p \in W^h_{\text{grad}}(D) \), \( \mathbf{r} \in W^h_{\text{curl}}(D) \) and a constant \( C \) such that

\[
\mathbf{u} = \nabla p + \mathbf{r},
\]

\[
\| \nabla p \|_{L^2(D)} \leq C (\| \mathbf{u} \|_{L^2(D)}^2 + d^2 \| \nabla \times \mathbf{u} \|_{L^2(D)}^2) \quad \text{and} \quad (4.6a)
\]

\[
\| \mathbf{r} \|_{L^\infty(D)} \leq C (1 + \log (d/h_i)) \| \nabla \times \mathbf{u} \|_{L^2(D)}.
\]

*The constant \( C \) depends on \( D \) and the shape regularity of the mesh.*

### 5. The algorithm and the main result.

Our algorithm is an additive two-level Schwarz method; see [27, Chapters 2 and 3]. We obtain the overlapping regions \( \Omega'_i \) by adding a number of layers of elements to \( \Omega_i \) and use exact local solvers over the \( \Omega'_i \). We consider the coarse space

\[ V_0 := \left\{ \mathbf{w} \in W^h_{\text{curl}}(\Omega) : \mathbf{w} = \sum_{E \in \mathcal{E}} \alpha_{E} \mathbf{c}_E \right\}, \]

where the coarse functions \( \mathbf{c}_E \) were introduced at the end of Section 2, and the local spaces

\[ V_i := \left\{ \mathbf{w}_i \in W^h_{\text{curl}}(\Omega'_i) : \mathbf{w}_i = \sum_{e \in M_i} \alpha_e N_e \right\}, \]

where \( M_i \) is the set of element edges in \( \Omega'_i \), \( 1 \leq i \leq N \). The space \( W^h_{\text{curl}}(\Omega) \) can be written as \( R^T V_0 + \sum R^T_i V_i \), where \( R^T_i : V_i \rightarrow V \) are the natural extension operators.

We define the coarse matrix by \( A_0 := R_0 A R_0^T \) and the local matrices by \( A_i := R_i A R_i^T \), \( i = 1, \ldots, N \), where \( A \) is the stiffness matrix associated to problem (1.2). The Schwarz operators are defined as \( P_i := R_i^T A_i^{-1} R_i A, 0 \leq i \leq N \).

By [27, Theorem 2.7], the condition number of the additive operator

\[
P_{\text{ad}} := \sum_{i=0}^N P_i
\]

is bounded by

\[
\kappa(P_{\text{ad}}) \leq (N^C + 1) C_0^2,
\]

(5.1)
where $N^C$ is the minimum number of colors needed to color the subdomains associated with the local subproblems such that no pair of subdomains of the same color intersect; see [27, Section 3.6]. The constant $C_0^2$ is a bound for the energy of a splitting

$$u = R_0^T u_0 + \sum_{i=1}^N R_i^T u_i,$$

for $u \in W^h_{\text{curl}}(\Omega)$ given by

$$a(u, u) + \sum_{i=1}^N a'(u_i, u_i) \leq C_0^2 a(u, u).$$

We can also consider multiplicative and hybrid Schwarz algorithms; see [27, Section 2.2].

5.1. The coarse space component. In this section, we build an explicit function that will provide a bound for the coarse function $u_0$ defined in (2.4). We consider the Helmholtz decomposition of Lemma 4.11 for each uniform domain $\Omega_i$ and write $u = \nabla p_i + r_i$. We have

$$\nabla E = \frac{p_i(b) - p_i(a)}{dE} + \frac{1}{dE} \int_{\partial E} r_i \cdot tEs ds. \quad (5.2)$$

For any edge $E \in S_{E_i}$, we define the function

$$w^E := \nabla p_i^{E\Delta} + r_i^E - \nabla E \cdot tE \cdot N_E,$$  \quad (5.3)

where $\nabla p_i^{E\Delta}$, $r_i^E$, and $N_E$ are the functions from Lemmas 4.7, 4.10 and 4.9 respectively, and $r_i^E$ is given by (4.5). By construction, $w^E$ vanishes in $\Omega_i \setminus \Omega_i'$. We define $w^E$ over $\Omega_j \cap \Omega_i'$, similarly. We first find that

$$w^E \cdot t_e = \nabla p_i \cdot t_e + r_i \cdot t_e - \nabla p_i^{E\Delta} \cdot t_e - \nabla E \cdot tE \cdot N_E \cdot t_e$$

$$= (u - u_0) \cdot t_e$$

along $E$, where we have used (5.2) in the last step. Similarly $w^E \cdot t_e = (u - u_0) \cdot t_e$. Hence, the function $w^E$ is given by

$$w^E(x) := \begin{cases} w^E(x) & \text{if } x \in \Omega_i \cap \Omega_i' \\ w^E(x) & \text{if } x \in \Omega_j \cap \Omega_i' \end{cases}$$

is well-defined and belongs to $W^h_{\text{curl}}(\Omega)$, since its tangential data is continuous across $E$ (in fact it is equal to the tangential component of $u - u_0$). We note that $w^E$ is supported in $\Omega_i' \cap \Omega_i'$ and vanishes in $\Omega_i \setminus \Omega_i'$.

Finally, consider the function

$$g := u - \sum_{E \in S_{E}} w^E. \quad (5.4)$$

We find that $g \cdot t_e = u_0 \cdot t_e$ along the interface. Thus $g$ has the same tangential data as $u_0$ along the interface, and therefore its energy will provide an upper bound for the energy of $u_0$, since $u_0$ minimizes the energy for the specified boundary data.

We next find bounds for the energy of the components of $w^E$. First, from Lemma 4.7 and (4.6b), we easily deduce that

$$a_i(\nabla p_i^{E\Delta}, \nabla p_i^{E\Delta}) = \beta_i \|\nabla p_i^{E\Delta}\|^2_{L^2(\Omega_i)}$$

$$\leq C\chi^E(\delta_i) \left(1 + \log \frac{\delta_i}{H_i}\right) \left(1 + \frac{\beta_i H_i}{\alpha_i}\right) \left(1 + \frac{H_i}{\delta_i}\right) \left(1 + \log \frac{H_i}{\delta_i}\right) a_i(u, u). \quad (5.5)$$
For the second term of (5.3), we get from Lemma 4.10 and (4.6c),

\[ \alpha_i \| \nabla \times r_i^\ell \|^2_{L^2(\Omega_i)} \leq C \chi \epsilon(\delta_i) \left( 1 + \log \frac{\delta_i}{h_i} \right) \left( 1 + \frac{H_i}{\delta_i} \right) \left( 1 + \log \frac{H_i}{h_i} \right) \alpha_i \| \nabla \times u \|^2_{L^2(\Omega_i)} \]

\[ \leq C \chi \epsilon(\delta_i) \left( 1 + \log \frac{\delta_i}{h_i} \right) \left( 1 + \frac{H_i}{\delta_i} \right) \left( 1 + \log \frac{H_i}{h_i} \right) a_i(u, u), \tag{5.6} \]

where we have replaced \( \nabla \times r_i \) by \( \nabla \times u \), since \( \nabla \times p_i = 0 \). Also,

\[ \beta_i \| r_i^\ell \|^2_{L^2(\Omega_i)} \leq C \chi \epsilon(\delta_i) \beta_i d \epsilon \delta_i \left( 1 + \log \frac{H_i}{h_i} \right) \| \nabla \times u \|^2_{L^2(\Omega_i)} \]

\[ \leq C \chi \epsilon(\delta_i) \left( 1 + \log \frac{H_i}{h_i} \right) \frac{H_i^2}{\alpha_i} \left( 1 + \log \frac{H_i}{h_i} \right) a_i(u, u). \tag{5.7} \]

From (5.6) and (5.7), we get

\[ a_i(r_i^\ell, r_j^\ell) \leq C \chi \epsilon(\delta_i) \left( 1 + \log \frac{\delta_i}{h_i} \right) \left( 1 + \frac{\beta_i H_i^2}{\alpha_i} \right) \left( 1 + \log \frac{H_i}{h_i} \right) a_i(u, u). \tag{5.8} \]

Next, from Lemmas 4.8 and (4.6c),

\[ |r_i^\ell |^2 \leq C \left( \| r_i^\ell \|_{L^\infty(\Omega_i)} + \| \nabla \times r_i \|^2_{L^2(\Omega_i)} \right) \]

\[ \leq C \left( 1 + \log \frac{H_i}{h_i} \right) \| \nabla \times u \|^2_{L^2(\Omega_i)}. \]

Hence, by Lemma 4.9,

\[ a_i(r_i^\ell N_{\ell}, r_i^\ell N_{\ell}) = |r_i^\ell |^2 \left( \alpha_i \| \nabla \times N_{\ell} \|^2_{L^2(\Omega_i)} + \beta_i \| N_{\ell} \|^2_{L^2(\Omega_i)} \right) \]

\[ \leq C \chi \epsilon(\delta_i) \left( 1 + \log \frac{\delta_i}{h_i} \right) \left( 1 + \log \frac{H_i}{h_i} \right) \| \nabla \times u \|^2_{L^2(\Omega_i)} \left( \alpha_i \left( 1 + \frac{H_i}{\delta_i} \right) + \beta_i d \epsilon \delta_i \right) \]

\[ \leq C \chi \epsilon(\delta_i) \left( 1 + \log \frac{\delta_i}{h_i} \right) \left( 1 + \frac{\beta_i H_i^2}{\alpha_i} \right) \left( 1 + \frac{H_i}{\delta_i} \right) \left( 1 + \log \frac{H_i}{h_i} \right) a_i(u, u), \tag{5.9} \]

by a similar argument as in (5.7). From (5.5), (5.8) and (5.9), we conclude that

\[ a_i(w_i^\ell, w_i^\ell) \leq C \chi \epsilon(\delta_i) \eta_i \left( 1 + \log \frac{\delta_i}{h_i} \right) \left( 1 + \frac{H_i}{\delta_i} \right) \left( 1 + \log \frac{H_i}{h_i} \right) a_i(u, u), \tag{5.10} \]

where \( \eta_i := 1 + \beta_i H_i^2 / \alpha_i \). From (5.4) and (5.10), we conclude that

\[ a(u_0, u_0) \leq a(g, g) \leq C |\Xi| \chi \eta \left( 1 + \log \frac{\delta}{h} \right) \left( 1 + \frac{H}{\delta} \right) \left( 1 + \log \frac{H}{h} \right) a(u, u), \tag{5.11} \]

where \( \chi = \max_{\delta_i \in \mathcal{D}_i} \chi \epsilon(\delta_i) \), \( |\Xi| \) is the maximum number of subdomain edges for any subdomain, and \( \eta := \max_i \eta_i \). We note that \( \eta_i \leq 2 \) for the curl-dominated case, where \( \beta_i H_i^2 \leq \alpha_i \).

For the mass-dominated case, where \( \beta_i H_i^2 > \alpha_i \), we cannot always remove the factor \( \eta_i \), but see Theorem 5.2 and Remarks 5.3, 5.4 for some comments and bounds independent on \( \eta_i \).
5.2. Local subspaces. For the decomposition in local components, we write

\[ \mathbf{u} - \mathbf{u}_0 = (\mathbf{u} - \mathbf{g}) + (\mathbf{g} - \mathbf{u}_0) = \sum_{\mathcal{E} \in \mathcal{S}} \mathbf{w}^E + \mathbf{w}_r, \]

with \( \mathbf{w}_r := \mathbf{g} - \mathbf{u}_0 \). We have that \( \mathbf{w}_r \cdot \mathbf{t}_i = 0 \) along the interface. Thus, we can write \( \mathbf{w}_r = \sum_{i=1}^N \mathbf{w}_{ri} \), with \( \mathbf{w}_{ri} \) the restriction of \( \mathbf{w}_r \) to \( \Omega_i \). We can naturally consider a zero extension for \( \mathbf{w}_{ri} \) to \( \Omega_i' \), denoted still by \( \mathbf{w}_{ri} \), that satisfies

\[ a_i'(\mathbf{w}_{ri}, \mathbf{w}_{ri}) \leq C|\Sigma|\chi_\eta \left( 1 + \frac{\delta}{H} \right) \left( 1 + \frac{H}{\delta} \right) \left( 1 + \log \frac{H}{h} \right) a_i(\mathbf{u}, \mathbf{u}). \quad (5.12) \]

We write also

\[ \sum_{\mathcal{E} \in \mathcal{S}} \mathbf{w}^E = \sum_{i=1}^N \mathbf{w}_{iE}, \]

with

\[ \mathbf{w}_{iE} := \frac{1}{2} \sum_{\mathcal{E} \in \mathcal{S}_{\mathcal{E}_i}} \mathbf{w}^E. \]

Note that \( \mathbf{w}_{iE} \) is supported in \( \Omega_i' \) and satisfies

\[ a_i'(\mathbf{w}_{iE}, \mathbf{w}_{iE}) \leq C|\Sigma|\chi_\eta \left( 1 + \log \frac{\delta}{H} \right) \left( 1 + \frac{H}{\delta} \right) \left( 1 + \log \frac{H}{h} \right) (a_i(\mathbf{u}, \mathbf{u}) + a_j(\mathbf{u}, \mathbf{u})). \quad (5.13) \]

Therefore, we have the decomposition

\[ \mathbf{u} = \mathbf{u}_0 + \sum_{i=1}^N (\mathbf{w}_{ri} + \mathbf{w}_{iE}), \]

and by (5.11), (5.12) and (5.13), we conclude that

\[ C_0^2 \leq C|\Sigma|\chi_\eta \left( 1 + \frac{\delta}{H} \right) \left( 1 + \frac{H}{\delta} \right) \left( 1 + \log \frac{H}{h} \right). \quad (5.14) \]

From (5.1) and (5.14), we obtain our main result:

**Theorem 5.1.** The condition number of our overlapping additive two-level Schwarz method is bounded by

\[ \kappa(P_{ad}) \leq C|\Sigma|\chi_\eta \left( 1 + \frac{\delta}{H} \right) \left( 1 + \frac{H}{\delta} \right) \left( 1 + \log \frac{H}{h} \right), \quad (5.15) \]

where \( \chi = \max_i \max_{\mathcal{E} \in \mathcal{S}_{\mathcal{E}_i}} \chi_\mathcal{E}(\delta_i) \), \( \eta = \max_i \{ 1 + \beta_i H_i^2 / \alpha_i \} \), where the maximum is taken over all the subdomains, and \( |\Sigma| \) is the maximum number of subdomain edges for any subdomain. The constant \( C \) is independent of \( h_i, H_i, \delta_i \) and the coefficients \( \alpha_i, \beta_i \).

We can obtain a bound independent of the jumps in the coefficients across the interface with an additional condition:

**Theorem 5.2.** If the mass-dominated subdomains are convex, then the condition number of our overlapping additive two-level Schwarz method is bounded by

\[ \kappa(P_{ad}) \leq C|\Sigma|\chi \left( 1 + \frac{\delta}{H} \right) \left( 1 + \frac{H}{\delta} \right) \left( 1 + \log \frac{H}{h} \right), \quad (5.16) \]

where \( C \) is independent of \( h_i, H_i, \delta_i \) and the coefficients \( \alpha_i, \beta_i \).

**Proof.** We can improve our result by using a stronger estimate than (4.6b): \( \| \nabla p \|^2_{L^2(\Omega_\iota)} \leq C\| \mathbf{u} \|^2_{L^2(\Omega_\iota)} \); see [12, Theorem 5.2]. Therefore, we can simplify our estimate in (5.5) and can deduce (5.16). \( \square \)
Remark 5.3. Numerical experiments confirm the estimates of Theorems 5.1 and 5.2: the factor $\eta$ affects the condition number only when we consider some non-convex decompositions with mass-dominated subdomains ($\alpha_i \leq H_i^2 \beta_i$); see Example 6.3. We also note that the factor $1 + \log \frac{\delta}{H}$ is not relevant. Numerical results show that a small overlap gives small condition numbers for most of the decompositions considered, with the advantage that we obtain local problems in $\Omega_i'$ without a significant increase in the size, compared with the local solvers over $\Omega_i$.

Remark 5.4. For both mass and curl-dominated cases, we can use the inverse inequality in (5.5) to obtain the bound
\[ C_0^2 \leq C|\Xi| \left( \frac{\delta}{H} \right)^2 \left( 1 + \log \frac{\delta}{H} \right) \left( 1 + \frac{H}{\delta} \right)^3 \left( 1 + \log \frac{H}{\delta} \right), \]
that is independent of the coefficients $\alpha_i$ and $\beta_i$, for general uniform subdomains. In our experiments with a small overlap $\delta/h$, we have not observed a cubic growth with $H/\delta$, but at times we have seen a quadratic dependence.

6. Numerical experiments. Numerical examples are presented in this section to confirm the bound of Theorems 5.1 and 5.2 for three different types of subdomains shown in Figure 6.1, for which we consider triangular linear edge elements. Type 1 subdomains have a square geometry, Type 2 subdomains include boundaries with a "sawtooth" shape, and for Type 3 we use equilaterals triangles with edges that are part straight, part fractal. Our choices of subdomain geometries are similar to those of [7, Section 5]. See also [8, Section 6.1] for implementation details.

Some numerical results for an overlapping Schwarz method with square edge elements are presented in [8, Section 6] without a theoretical bound. Here we include similar experiments and have provided an analysis. We notice that our condition numbers, in general, are smaller than the results obtained in [8]. For purposes of comparison, we also present results for multiplicative and hybrid Schwarz algorithms. We thus also consider the operators
\[ P_{mu} = I - E_{mu}, \]
with
\[ E_{mu} = (I - P_N)(I - P_{N-1}) \cdots (I - P_0), \]
and
\[ P_{hp1} = I - (I - P_0)(I - \sum_{i=1}^{N} P_i)(I - P_0), \]
where the operators $P_i$ are defined at the beginning of Section 5.

For Type 1 and 2 subdomains, the ratio $H/h$ is increased by a a factor of $2$ with each additional level of mesh refinement. At the $i$-th ($i \geq 0$) level of refinement for Type 3 subdomains, $H/h = (H/H_f)^{i+1}$, where $H/H_f = 5$ is fixed. We note that the fractal segment lengths grow by a factor of $4/3$ with each mesh refinement whereas the straight line segments remain constant. For each refinement of Type 3 subdomains, every element edge on the fractal part of the boundary is first divided into three shorter edges of $1/3$ the length. The middle of these edges is then replaced by two other edges with which it forms an equilateral triangle.

To solve the resulting linear systems, we use a preconditioned conjugate gradient method and random right-hand sides, to a relative residual tolerance of $10^{-8}$. The number of iterations and condition number estimates (in parenthesis) are reported for each of the experiments. These estimates are obtained as in [19, Section 4.4]; see also [21, Section 6.7].

We notice that the numerical experiments for our algorithm show an improvement in the iteration count and the condition number estimates, compared to an iterative substructuring method presented in [8]. Nevertheless, a BDDC algorithm with deluxe scaling considered in [4] gives a further significant improvement in the iteration counts and estimates. We note that the overlapping Schwarz method can be used for problems for which only the
fully assembled matrix is available, while the BDDC and FETI methods require subdomain matrices corresponding to subdomains problems with natural boundary conditions.

**Example 6.1.** We verify the scalability of the algorithm for Type 1 and 2 subdomains over the unit square. As shown in Table 6.1, it is clear that the condition number is independent of the number of subdomains.

**Table 6.1**

Results for Type 1 and 2 subdomains, where the unit square is decomposed into $N$ subdomains, with $H/h = 4$, $H/\delta = 4$, $\alpha_i = 1$ and $\beta_i = \beta$. Number of iterations and condition number estimates (in parenthesis) are reported for a relative residual tolerance of $10^{-8}$.

<table>
<thead>
<tr>
<th>Type</th>
<th>$\beta = 10^{-3}$</th>
<th>$\beta = 1$</th>
<th>$\beta = 10^{3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64</td>
<td>26(5.7)</td>
<td>22(5.9)</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>26(5.7)</td>
<td>23(5.8)</td>
</tr>
<tr>
<td></td>
<td>576</td>
<td>27(5.8)</td>
<td>24(5.8)</td>
</tr>
<tr>
<td></td>
<td>784</td>
<td>27(5.8)</td>
<td>24(5.9)</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>27(5.8)</td>
<td>24(5.9)</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>26(6.3)</td>
<td>24(6.2)</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>30(7.2)</td>
<td>26(7.3)</td>
</tr>
<tr>
<td></td>
<td>576</td>
<td>31(7.5)</td>
<td>28(7.6)</td>
</tr>
<tr>
<td></td>
<td>784</td>
<td>31(7.6)</td>
<td>28(7.7)</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>31(7.7)</td>
<td>28(7.8)</td>
</tr>
</tbody>
</table>

**Example 6.2.** This example is used to study the behavior of our algorithm for increasing values of $H/h$. We present two experiments. First, we use Type 1, 2 and 3 subdomains with constant coefficients, $N = 16$ and $H/\delta = 4$; see table 6.2. Second, we consider a Type 4 decomposition, similar to Type 2 subdomains but with non-constant coefficients, arranged in a “checkerboard” pattern, using alternating values of $10^{-3}$ and $10^{3}$ for $\alpha_i$ and $\beta_i$; results are shown in Table 6.3. We note that the condition number is not sensitive to the mesh parameter $H/h$. 

![Fig. 6.1. Three types of subdomains used in the numerical examples.](image1)

![Fig. 6.2. Domain decomposition used in numerical examples for $N = 16$.](image2)
Table 6.2
Results for the unit square decomposed into 16 subdomains, with $H/\delta = 4$, $\alpha_i = 1$, $\beta_i = \beta$

<table>
<thead>
<tr>
<th>Type</th>
<th>$H/h$</th>
<th>$\beta = 10^{-3}$</th>
<th>$\beta = 1$</th>
<th>$\beta = 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>23(5.5)</td>
<td>21(5.6)</td>
<td>17(5.0)</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>23(5.5)</td>
<td>21(5.5)</td>
<td>17(4.8)</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>23(5.3)</td>
<td>22(5.4)</td>
<td>17(4.6)</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>23(5.4)</td>
<td>22(5.2)</td>
<td>18(4.7)</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>24(6.3)</td>
<td>23(5.7)</td>
<td>17(5.1)</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>25(6.8)</td>
<td>23(5.9)</td>
<td>18(5.1)</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>25(6.5)</td>
<td>22(5.6)</td>
<td>18(5.1)</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>25(6.7)</td>
<td>23(6.1)</td>
<td>18(5.1)</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>28(8.2)</td>
<td>26(8.0)</td>
<td>20(7.1)</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>28(8.0)</td>
<td>26(8.0)</td>
<td>21(7.1)</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>28(8.0)</td>
<td>26(8.0)</td>
<td>22(7.2)</td>
</tr>
</tbody>
</table>

Table 6.3
Results for the unit square decomposed into $N$ Type 2 subdomains, with $H/\delta = 4$ and the values $\alpha_i$ and $\beta_i$ alternating for adjacent subdomains, taking the values $10^{-3}$ and $10^3$ in a checkerboard configuration

<table>
<thead>
<tr>
<th>$H/h$</th>
<th>$N = 25$</th>
<th>$N = 49$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>24(7.4)</td>
<td>26(8.7)</td>
</tr>
<tr>
<td>32</td>
<td>25(5.9)</td>
<td>26(7.0)</td>
</tr>
<tr>
<td>64</td>
<td>24(5.3)</td>
<td>25(5.1)</td>
</tr>
<tr>
<td>128</td>
<td>24(5.5)</td>
<td>25(5.6)</td>
</tr>
</tbody>
</table>

Example 6.3. This example is used to confirm the factor $(1 + H/\delta)$ in the condition number estimate. For Type 1 and 2 subdomains we use $H/h = 100$ and for Type 3 subdomains, $H/h = 135$, with $N = 16$ in all the cases. Results are shown in Table 6.4. We notice that in these examples the growth is linear, as expected. We also consider the decomposition shown in Figure 6.3. Results are presented in Table 6.5. In this case, for large values of $\beta$ we observe a quadratic dependence on $H/\delta$, but the condition numbers are in fact quite small; see Figure 6.4.

Fig. 6.3. L-shaped domain decomposition used in Example 6.3. See also Table 6.5 and Figure 6.4.
Table 6.4
Results for Type 1, 2 and 3 subdomains with 16 subdomains, $\alpha_i = 1$ and $\beta_i = \beta$. For Type 1 and 2 subdomains, $H/h = 100$; for Type 3, $H/h = 135$. See also Figure 6.4.

<table>
<thead>
<tr>
<th>Type</th>
<th>$H/\delta$</th>
<th>$\beta = 10^{-3}$</th>
<th>$\beta = 1$</th>
<th>$\beta = 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>30(9.8)</td>
<td>26(9.9)</td>
<td>19(5.5)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>37(17.8)</td>
<td>35(17.6)</td>
<td>22(7.9)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>40(22.6)</td>
<td>38(21.1)</td>
<td>24(8.8)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>54(40.8)</td>
<td>52(40.7)</td>
<td>30(14.6)</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>30(10.2)</td>
<td>27(10.4)</td>
<td>21(6.7)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>38(17.0)</td>
<td>34(17.1)</td>
<td>23(7.6)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>40(19.7)</td>
<td>38(19.6)</td>
<td>24(9.1)</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>54(34.5)</td>
<td>49(34.1)</td>
<td>29(13.4)</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>45(33.3)</td>
<td>40(31.9)</td>
<td>26(12.1)</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>56(47.7)</td>
<td>52(57.6)</td>
<td>31(20.1)</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>73(121)</td>
<td>67(111)</td>
<td>37(31.0)</td>
</tr>
<tr>
<td></td>
<td>67.5</td>
<td>92(185)</td>
<td>81(203)</td>
<td>42(56.0)</td>
</tr>
</tbody>
</table>

Table 6.5
Results for domain decomposition shown in Figure 6.3, with 12 subdomains, $H/h = 96$, $\alpha_i = 1$ and $\beta_i = \beta$. See also Figures 6.4 and 6.3.

<table>
<thead>
<tr>
<th>$H/\delta$</th>
<th>$\beta = 10^{-3}$</th>
<th>$\beta = 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>43(23.1)</td>
<td>23(7.1)</td>
</tr>
<tr>
<td>32</td>
<td>47(28.8)</td>
<td>24(9.0)</td>
</tr>
<tr>
<td>48</td>
<td>58(47.0)</td>
<td>28(14.1)</td>
</tr>
<tr>
<td>96</td>
<td>79(99.5)</td>
<td>36(39.4)</td>
</tr>
</tbody>
</table>

Fig. 6.4. (Left) Least-squares fit to a linear polynomial in $H/\delta$ for data in Table 6.4 for $\beta = 10^{-3}$ and $\beta = 10^3$. (Right) Least-squares fit to a polynomial in $H/\delta$ for a METIS and a L-shaped domain decomposition; see data in Table 6.5.
Example 6.4. This example is used to confirm that the condition number estimate does not require all subdomain edges to be of comparable length. Here, the smaller subdomains shown in Figure 6.5 have only 6 elements, while the mesh parameter $H/h$ is increased for the larger surrounding subdomains. We use $N = 16$ and $H/\delta = 4$. The results are shown in Table 6.6.

![Example decompositions](image)

**Fig. 6.5.** Example decompositions ($H/h = 4$, $H/h = 8$ and $H/h = 12$) used in Example 6.4. See also Table 6.6

<table>
<thead>
<tr>
<th>$H/h$</th>
<th>$\beta = 10^{-3}$</th>
<th>$\beta = 1$</th>
<th>$\beta = 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>26(6.8)</td>
<td>24(7.0)</td>
<td>19(6.1)</td>
</tr>
<tr>
<td>16</td>
<td>27(7.6)</td>
<td>25(7.0)</td>
<td>20(6.1)</td>
</tr>
<tr>
<td>32</td>
<td>28(8.3)</td>
<td>25(7.1)</td>
<td>20(6.8)</td>
</tr>
<tr>
<td>64</td>
<td>27(8.3)</td>
<td>25(7.0)</td>
<td>20(6.5)</td>
</tr>
<tr>
<td>128</td>
<td>27(8.1)</td>
<td>25(7.2)</td>
<td>21(6.2)</td>
</tr>
</tbody>
</table>

Example 6.5. This example is used to confirm that the estimate is independent of the material property values in the subdomains. Insensitivity to jumps in material properties is evident in Table 6.7.

**Table 6.7**

Results for the unit square decomposed into 256 subdomains, with $H/\delta = 8$, $H/h = 16$. The subdomains along the diagonal have $\alpha_i = \alpha$ and $\beta_i = \beta$, while the remaining subdomains have $\alpha_i = 1$ and $\beta_i = 1$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>Type 1</th>
<th>Type 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-3}$</td>
<td>$10^{-3}$</td>
<td>31(11.2)</td>
<td>31(10.7)</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>1</td>
<td>28(8.1)</td>
<td>27(7.7)</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$10^4$</td>
<td>29(8.8)</td>
<td>28(8.0)</td>
</tr>
<tr>
<td>1</td>
<td>$10^{-3}$</td>
<td>27(9.7)</td>
<td>27(9.9)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>27(8.4)</td>
<td>25(7.8)</td>
</tr>
<tr>
<td>1</td>
<td>$10^4$</td>
<td>31(10.8)</td>
<td>27(8.3)</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$10^{-3}$</td>
<td>27(9.6)</td>
<td>27(9.9)</td>
</tr>
<tr>
<td>$10^3$</td>
<td>1</td>
<td>27(8.4)</td>
<td>26(7.8)</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$10^4$</td>
<td>34(11.1)</td>
<td>26(8.3)</td>
</tr>
</tbody>
</table>

Example 6.6. This example is used to demonstrate that the performance of the algorithm need not diminish significantly when a mesh partitioner is used to decompose the mesh.
Example mesh decompositions for \( N = 16 \) and \( N = 64 \), shown in Figure 6.6, were obtained using the graph partitioning software METIS, see [14]. Results are shown in Table 6.8.

### Table 6.8

Comparison of results for Type 1 subdomains and subdomains generated by METIS. Material properties are homogeneous with \( \alpha_i = 1, \beta_i = \beta \). For Type 1 subdomains, \( H/h = 8 \). For subdomains generated by METIS, see Figure 6.6.

<table>
<thead>
<tr>
<th>Type</th>
<th>( N )</th>
<th>( \beta = 10^{-3} )</th>
<th>( \beta = 1 )</th>
<th>( \beta = 10^4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>23(5.4)</td>
<td>21(5.5)</td>
<td>16(5.0)</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>24(5.6)</td>
<td>22(5.4)</td>
<td>19(4.7)</td>
</tr>
<tr>
<td></td>
<td>144</td>
<td>24(5.6)</td>
<td>22(5.5)</td>
<td>19(4.9)</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>24(5.5)</td>
<td>23(5.5)</td>
<td>20(5.1)</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>24(5.5)</td>
<td>23(5.5)</td>
<td>21(5.2)</td>
</tr>
<tr>
<td>METIS</td>
<td>16</td>
<td>27(7.1)</td>
<td>23(6.8)</td>
<td>19(5.3)</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>33(8.8)</td>
<td>29(8.8)</td>
<td>23(5.8)</td>
</tr>
<tr>
<td></td>
<td>144</td>
<td>35(11.4)</td>
<td>31(10.9)</td>
<td>25(7.3)</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>36(12.2)</td>
<td>31(12.0)</td>
<td>26(7.8)</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>38(11.2)</td>
<td>33(11.1)</td>
<td>27(8.7)</td>
</tr>
</tbody>
</table>

Fig. 6.6. Decomposition used in 6.6, for \( N = 16 \) and \( N = 64 \), obtained with the software METIS.

**Example 6.7.** We present some results for Type 1 subdomains with the multiplicative and hybrid operators, see [27, Section 2.2]. We use GMRES [22] to solve the associated linear system in the case of the non-symmetric operator \( P_{\text{mu}} \). Experimental results show that the symmetrized multiplicative Schwarz method (\( P_{\text{sym}}^{\text{mu}} = I - E_{\text{mu}}^* E_{\text{mu}} \)) does not offer a significant advantage. See results in Table 6.9. The multiplicative method improves considerably the number of iterations and the hybrid method behaves slightly better than the additive operator.
Table 6.9
Results for Type 1 subdomains, where the unit square is decomposed into \( N \) subdomains, with \( H/h = 4 \), \( H/\delta = 4 \), \( \alpha_i = 1 \) and \( \beta_i = \beta \).

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( N )</th>
<th>( P_{ad} )</th>
<th>( P_{hy} )</th>
<th>( P_{mu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^1 )</td>
<td>144</td>
<td>20(5.0)</td>
<td>18(4.5)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>21(5.4)</td>
<td>19(5.1)</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>784</td>
<td>21(5.5)</td>
<td>19(5.5)</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>21(5.5)</td>
<td>19(5.6)</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>144</td>
<td>23(5.8)</td>
<td>22(5.3)</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>23(5.8)</td>
<td>22(5.2)</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>784</td>
<td>24(5.9)</td>
<td>22(5.2)</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>24(5.9)</td>
<td>22(5.3)</td>
<td>9</td>
</tr>
<tr>
<td>( 10^{-3} )</td>
<td>144</td>
<td>26(5.7)</td>
<td>25(4.9)</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>26(5.8)</td>
<td>25(4.9)</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>784</td>
<td>27(5.8)</td>
<td>25(5.0)</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>27(5.8)</td>
<td>25(5.0)</td>
<td>12</td>
</tr>
</tbody>
</table>
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