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Abstract. REST is a software architectural style used for the design
of highly scalable web applications. Interest in REST has grown rapidly
over the past decade, spurred by the growth of open web APIs. On the
other hand, there is also considerable confusion surrounding REST: many
examples of supposedly RESTful APIs violate key REST constraints. We
show that the constraints of REST and of RESTful HTTP can be pre-
cisely formulated within temporal logic. This leads to methods for model
checking and run-time verification of RESTful behavior. We formulate
several relevant verification questions and analyze their complexity.

1 Introduction

REST — an acronym for Representational State Transfer — is a software archi-
tectural style that is used for the creation of highly scalable web applications.
It was formulated by Roy Fielding in [8]. The REST style provides a uniform
mechanism for access to resources, thereby simplifying the development of web
applications. Its structure ensures effective use of the Internet, in particular of
intermediaries such as caches and proxies, resulting in fast access to applications.
Over the past decade, interest in REST has increased rapidly, and it has become
the desired standard for the development of large-scale web applications. The
flip side to this is a considerable confusion over the principles of RESTful design,
which are often misunderstood and mis-applied. This results in applications that
are functionally correct, but which do not achieve the full benefits of flexibility
and scalability that are possible with REST. Fielding has criticized the design
of several applications which claim to be RESTful, among those are the photo-
sharing application Flickr [9] and the social networking API SocialSite [10].
The criticisms show that some of the confusion is between REST and the Hy-
pertext Transfer Protocol (HTTP) [7]. (Aside: Fielding is also a co-author of the
HTTP RFC.) While RESTful applications are implemented using HTTP, not
every HT'TP-based application is RESTful, and not every RESTful application
must use HTTP: REST is an architectural style, while HTTP is a network-
ing protocol. Another common mistake is to call a application RESTful if it
uses simpler encodings than those in the Remote Procedure Call (RPC) based



SOAP/WSDL [26] mechanism. The distinction goes far beyond this superficial
difference. These and other, more subtle, confusions motivate our work.

A question which arises naturally is whether it is possible to automatically
check an application for conformance to REST. Doing so requires a precise spec-
ification of REST. In this paper, we address both questions. A formal character-
ization of REST has benefit beyond its use in automated analysis. It should also
result in clear and effective communication about REST, and can enable deeper
analysis of this elegant and effective architectural style.

We begin by formulating RESTful behavior in a general setting. A key con-
tribution is to show that REST can be formalized within temporal logic. Two
constraints define RESTful behavior. One, statelessness, is a branching-time
property. The other, hypertext-driven behavior, is expressible in linear temporal
logic. Both are safety properties. We then consider the common case of RESTful
HTTP, and discuss how HTTP induces variants of the temporal properties.

The temporal specifications may be applied in several ways for verifying that
a client-server application is RESTful. One is to model-check a fixed instance
of the application [4,23]. The parameterized model checking question is also of
much interest, as web applications typically handle a large number of clients.
These questions presume a ‘white-box’ situation, where implementation code is
available for analysis. A second group of questions concern run-time checking
of RESTful behavior, a ‘black-box’ approach, where the only observable is the
client-server communication. A third group of questions concern the synthesis
of servers which meet a specification under RESTful constraints.

We show that, for a fixed instance, model-checking statelessness can be done
in time that is linear in the size of the state-space of the instance and polynomial
in the number of resources. On the other hand, checking that an instance satisfies
a specification assuming hypertext-driven client behavior is PSPACE-complete
in the number of resources. This property can be checked at run-time, however,
in time that is polynomial in the number of clients and resources. We show
decidability for parameterized model-checking under certain assumptions; the
general case remains open. This is an extended version of a conference paper [15];
it includes complete proofs of theorems and further detail on RESTful HTTP.

2 REST and its Formalization

Our goal in the formalization is to stay as close as is possible to its description
by Fielding in [8], which should be consulted for the rationale behind REST.

2.1 Building Blocks for REST

REST is built around a client-server model which includes intermediate com-
ponents, such as proxies and caches. An application is structured as a (con-
ceptually) single server component (server, for short) and a number of client
components (clients). All relevant communication is between a client and the
server. Each request for a service is sent by a client to the server, which may
either reject the request or perform it, returning a response in either case to



the client. A server manages access to resources. A resource is an abstract unit
of information with an intended meaning. Examples are a data file, a temporal
service (e.g., ‘current time in France’), or a collection of other resources (e.g.,
‘all files in a directory’).

An entity describes the value of a resource at a given time; it can be viewed as
the state of a resource. A resource state may be constant (e.g., ‘Uri’s birth date’)
or changing (e.g., ‘current time in France’), but it must take on values which
correspond to the intended meaning of the resource. A state may contain both
uninterpreted data and links to other resources. This creates a ‘Linked Data’
view [3] of all the information under the control of an application. A resource
identifier (resource id, for short) is a name by which a resource is identified. The
mapping of names to resources is fixed and unique. In HTTP-based applications,
Uniform Resource Identifiers (URIs) [27] are the resource identifiers. A resource
representation is a description of the state of the resource at a given time. A
state may have multiple representations (e.g., a web page may be represented as
HTML, or by an image of its content).

A RESTful architecture has a fixed set of uniform methods. Hence, every
application following that architecture must be based on these methods, which
effectively decouples interface from implementation. In contrast, for an abstract
data type or RPC model, the method set is unconstrained. Properties of a
method, such as safety (no invocation changes server state) and idempotence
(repeated invocation does not change server state) are required to hold uni-
formly, i.e., for all instantiations of the method.

2.2 Formalizing Resource-Based Applications

A resource-based application is one that is organized in terms of the previously
described building blocks, which are formally defined by a resource structure: a
tuple RS = (R, I, B,n,C,D,~,OPS, RETS), where R is a set of resources; [ is
a set of resource identifiers; B C I, is a finite set of root identifiers; n: 1 — R
is a naming function, mapping identifiers to resources, a partial function that is
injective on its domain; C is a set of client identifiers; D is a set of data values,
with an equivalence relation ~ C (D x D); OPS is a finite set of methods; and
RETS is a finite set of return codes.

For simplicity, we use a specific form of resource representation, a pair {ids; d)
in 27 x D. Here, ids is a set of resource identifiers, and d a picce of data. This
abstracts from HTML or XML syntax and formatting, and clearly separates
resource identifiers from data values. The relation ‘~’ may be used to ignore
irrelevant portions of data, such as counters or timestamps. We extend it to
resource representations as (idsy; dy) ~ (idsa; da) iff ids; = idsy and dy ~ da.

A client-server communication (a communication, for short) is represented
by a ‘request/response’ pair, with the syntax c::op(i,args)/rc(rvals), where:
c € C'is a client identifier; op € OPS is a method; ¢ € I, is a target resource
identifier; args is a finite list of arguments; rc € RETS is a return code; and
rvals is a finite list of return values. The arguments and return values are specific



to the method. Both may include resource identifiers, data values, and resource
representations. (We omit more complex data types for simplicity.)

With each communication m are associated two disjoint sets of resource
identifiers, denoted L(m) (linked) and UL(m) (unlinked). The set L(m) describes
resources that are made known to the requesting client, and includes resource
identifiers which are returned as results in the communication, or that are created
by it. The set UL(m) are identifiers which are revoked at the client.

Given a resource structure RS, a RS-family is a collection of client and
server processes, defined over elements of RS. A RS-instance is a specific choice
of clients and a single server from a RS-family, with the processes interacting
using CCS-style synchronization [17] on communications. A global state of a RS-
instance is given by a tuple with a local state for the server process and a local
state for each client process. A computation is an alternating sequence of global
states and actions, where an action is either a (synchronized) communication
between a client and the server, or an internal process transition.

Caveats: In reality, requests and responses are independent events, which
allows the processing of concurrent requests to overlap in time. The issue is
discussed further in Section 4, as treating it directly considerably complicates
the model. There is also an implicit assumption that methods have immediate
effects. In practice, (e.g., HTTP DELETE) a server may return a response but
postpone the effect of a request. This issue is discussed in Subsection 3.2.

A communication sequence o is a (possibly infinite) sequence of communi-
cations carried out between a set of clients and the server. The projection of a
communication sequence o on a client ¢, written o/, is the sub-sequence of o
which contains only those communications initiated by client ¢. A computation
of a RS-instance induces a communication sequence given by the sequence of
actions along that computation.

It is important to distinguish between the case where a method is successfully
processed by the server, and where it is rejected without any server state change.
This is done by mapping return codes to the abstract values {OK, ERROR},
where OK represents the first case and ERROR the second.

For a finite communication sequence o, the set assoc(o) of resource identifiers
defines those resources ‘known’ at the end of ¢. For the empty communication
sequence, assoc(A\) = B. Inductively, assoc(o;m) is (assoc(o) U L(m))\ UL(m),
if m has return code OK, and it is assoc(c), if the return code is ERROR.

For a finite computation with induced communication sequence o, assoc(o)
and I\ assoc(c) define the associated and dissociated resource identifiers, respec-
tively. We associate a partial function deref : I — 27 x D with the state of
the server; deref (i), if defined, is the current representation of the resource 7(7)
(which must be defined if deref (i) is defined).

2.3 Formalization of RESTful Behavior

For this section, fix a structure RS = (R, I, B,n,C, D,~,OPS, RETS), and con-
sider RS-instances. The two temporal properties discussed below define whether
the behavior of an RS-instance is RESTful. It is usually more convenient to



describe the failure cases, and also more helpful for the purpose of automatic
verification. In the temporal formulas, we use a modified next-time operator,
X(ay, Where a is an action. Its semantics is defined on a sequence with atomic
propositions on each state and an action label on each transition. For a sequence
o and position 4, define 0,7 = X, () to hold if 0,4+ 1 | ¢ and the transition
from step i to step ¢ + 1 is labeled with a.

Before diving into the specifics, it is worthwhile to point out a couple of
important considerations. First, as in any formalization of a hitherto informal
concept, there may be subtle differences between an informal idea and its for-
malization; we point out those that we are aware of. Second, a large part of the
usefulness of a formalization lies in the testability of these properties. It is helpful
to make a distinction between formal properties which can be tested given com-
plete information of the implementation of clients and the server (a ‘white-box’
view), and those which can be tested only on the observable sequences of inter-
action between clients and the server (a ‘black-box’ view). The first viewpoint is
interesting for model-checking; the second for run-time verification. Since we are
targeting both approaches, we present the properties from both points of view,
making it clear if one leads to a weaker test than the other. This distinction is
important only for the safety and idempotence properties.

1. Stateless behavior. In ([8], Chapter 5), this property is described as fol-
lows: “.. each request from client to server must contain all of the information
necessary to understand the request, and cannot take advantage of any stored
context on the server.” We formalize it by requiring that the server response to
a request be functional; i.e., independent of client history or identity. (A ‘client’
should be understood to be a machine, rather than a user.) Failure of state-
lessness is shown by a finite computation followed by a two-way fork, where for
some distinct client identifiers ¢, d, one branch of the fork contains the com-
munication c::op(i,a)/r1(v1), and the other branch contains the communication
d::op(i,a)/ra(ve), and either 1 # 7o, or v1 # ve. This failure specification cap-
tures the situation where, given an identical history, the same method carried
out by different clients has distinct results.

This is a branching-time property. The failure case is expressed as follows
in a slight modification of Computation Tree Logic (CTL) [5], which allows the
operator EX(,, for an action a.

(3e,d Fiyop,a,m1,v1,m2,v2 ¢ Ed A (r1 #ra Vv #v2) A
EF(EX(C::op(i,a)/rl(v1)>(true) A Ex(d::op(i,a)/r2(1)2)>(true)))

The property suffices to detect the common cases of hidden per-client state.
One subtlety is that the the property is based on observable, semantic effects
of a hidden state, not its syntactic presence. Hence, it holds of a server which
retains auxiliary per-client information — such as a request counter — but does
not use that information to influence the response to a request.

The formalization is also slightly stronger than the intended informal no-
tion of statelessness, in the following sense. Consider a server which implements



a method as “if (client=c) then return 3 else return 4”. This has no
hidden state, yet the method has different results for distinct clients ¢ and d,
and fails the property.

2. Hypertext-driven behavior. Informally, this property requires a client to
access a resource only by ‘navigating’ to it from a root identifier. It is also referred
to by the acronym HATEOAS, which stands for “Hypertext/Hypermedia As The
Engine Of Application State”. The failure specification is a finite computation
with induced communication sequence of the form o;c:op(...,4,...)/re(...), for
some o, return code rc, method op, and resource identifier ¢ among the arguments
of op, such that all of the following hold: i & assoc(c|.), and if L is the linked
set of the last communication, then ¢ € L. The return code and values are not
important. It suffices that the identifier i is currently not associated from the
perspective of the client c.

This condition can be expressed in Linear Temporal Logic (LTL) [20], most
conveniently by using past temporal operators [16] to express the condition 7 ¢
assoc(o|.). The past-LTL formula for failure, denoted ¢ g7, can be built up as
shown below.

In the following, the predicate by(m,c) is true if communication m is by
client ¢; OK(m) is true if m has return code OK; arg(m,i) is true if resource
id 7 is an argument to the request in m; Y is the 1-step predecessor operator
with variant Y, (formally, o,i = Y4 () if (i > 1) and o0, (i — 1) = ¢, and
the transition from step i to step ¢ + 1 is labeled by a); and p S g is the ‘since’
operator which holds if ¢ holds in the past, and p holds since then. Precisely,
oiEpSqif Gk:0<k<i:ckkEq N Vj:k<j AN j<i:ojfEDp).
Note that =Y (¢rue) is true only at the initial state of a sequence.

wpr =(3c,i : Faccess(c,i) A —inassoc(c,i))), where
access(c, i) =(3Im : Xipy (true) A by(m,c) A arg(m,i) A i ¢ L(m)), and
inassoc(c, 1) =(— revoked(c,i)) S granted(c,i), where
revoked(c, ) =(3Im : Yy (true) A OK(m) A by(m,c) A i€ UL(m)), and
granted(c,i) =(3m : Yy (true) A OK(m) A by(m,c) A i€ L(m))V
(=Y(true) A i € B)

3. Safety and idempotence. REST explicitly includes intermediaries in the
model, such as caches and proxies. It is encouraged to have methods which
are uniformly idempotent or safe, as intermediaries can more effectively use
these methods to reduce latency or mask temporary server failures. While these
properties are not required of REST methods, they can be formalized in LTL
and model-checked. Unlike the two main properties, the formalization of safety
and idempotence is different in the white-box and black-box views.

For the black-box setting, we require the following additional constructs. We
suppose that there is a distinguished method, READ(i), where i is the target



resource identifier. It returns either ERROR or OK(deref (i)), the representation
of the resource identified by ¢. The linked and unlinked sets are empty. We
extend the equivalence relation ‘~’ is to a list of return values: for lists a and b,
a ~ b holds if the lists have the same length and corresponding elements have
the same types and are related by ‘~’. In the following, we also assume that
one can identify whether a communication affects a resource; this information is
typically available for specific instances of REST, such as RESTful HTTP.

— Safety of a method. A method is considered safe if it does not modify
resources. In the black-box view, changes to resources can be detected by
means of READ methods. A failure for the safety of method op is a finite com-
putation with communications ¢1::READ(2)/OK(r1) and c2::READ(7) /OK(r2)
occurring in that order, with r1 o ry, where no intervening communication
modifies or dissociates the resource 7(i) but includes at least one communi-
cation using op. Informally, failure of safety is signaled by a difference in the
representation of the resource identified by 4 before and after method op.

— Idempotence of a method. For a method to be idempotent, repeated in-
vocation should have no additional effect on resources. In the black-box view,
such changes can be detected by means of READ methods. A failure for the
idempotence of method op is a finite computation where the communications
cr:op/re(rvy), c:READ(4) /OK(r1), es:op/re(rvs), and cq::READ(3)/OK(r2)
occur in that order, r; ¢ 79 and the communications occurring between
these distinguished ones do not dissociate i or modify the resource 7(%).
Informally, the property detects failure by detecting a difference in the rep-
resentation of a resource identified by i before and after the second instance
of a communication with method op.

Both black-box properties are weaker than their white-box counterparts. For
instance, it is possible that method op changes the server state of a resource —
perhaps by incrementing an auxiliary counter — but this change is not propagated
to the representation, and is hence unobservable by a READ. This violates safety
in the white box view, but not in the black-box view.

Naming Independence We present an interesting consequence of the REST-
ful properties, which shows that the specific choice of naming function does not
matter, if client-server behaviors are hypertext-driven. To make this precise,
consider structures RS and RS’ which are identical except for the naming func-
tions. The naming functions, n and 7', are required to map each base name to
the same resource. The functions induce a name correspondence: a name ¢ in
an RS-instance corresponds to a name j in an RS’-instance if both map to the
same resource, i.e., if n(i) = 1/ (j).

If clients C; and C/ in the hypothesis of the theorem are based on the same
program text, a sufficient condition for bisimularity up to naming is that names
are used opaquely: i.e., no constant names are present, names can only be stored
to and copied from variables, and the only relational test allowed for names is
equality of name variables.



Theorem 1. Consider an RS-instance M with clients C4,...,Cy and server
S, and an RS'-instance M’ with clients C1,...,C}. and server S’. Suppose that,
for each i, clients C; and C} are bisimular up to the naming correspondence, as
are S and S’. Then, for each hypertext-driven computation o of M, there is a
hypertext-driven computation o’ of M’ such that global states o (i) and o’ (i) are
bisimular, for each i, and the induced communication sequences match up to the
naming correspondence.

The proof of the theorem is given in Appendix B.1.

3 REST on HTTP, and Variations

In this section, we show how the property templates from Section 2 can be in-
stantiated for a concrete protocol, HT'TP, which is the primary protocol used for
constructing RESTful applications. The result is a formal definition of RESTful
HTTP behavior.

3.1 Formal RESTful HTTP

HTTP is a networking protocol for distributed, collaborative, hypermedia infor-
mation systems [7]. The bulk of the interest in REST among developers is in
the context of HT'TP-based applications. We start by demonstrating how HTTP
satisfies the framework requirements described in Subsection 2.1.

HTTP is typically used in a client-server model. HT'TP resources are uniquely
identified using their Uniform Resource Identifiers (URISs) [27] (in the set I)3.
For HTTP applications, the fields of a resource representation (uris € 2/;d € D)
are used as follows: uris is a set of URIs, links that exist in the resource, and d
is any data, of any type, that is contained in a resource. It may include auxiliary
data, such as counters, which is relevant to server-internal processes, but has
no relevance to client behavior. Such data can be elided through an appropriate
definition of ‘~’. The HTTP RFC [7] defines nine methods. We present here
the four main methods, the remaining five have no impact on resources. To
represent the HT'TP concept of subordinate resources, we use a partial mapping,
S : I+ 27 which maps each resource identifier to the set of resource identifiers
for its subordinate resources, if any. We only describe successfully processed
communications, which return the abstract return code OK, all other codes map
to ERROR. The main HTTP methods, with their linked and unlinked sets, are
as follows.

— GET(4)/OK(deref (i)): The method returns the current entity (resource rep-
resentation) of the resource identified by 4 from the server. Both L and UL
are empty.

— DELETE(:)/OK: The method dissociates the resource identifier ¢ on the
server, resulting in deref (i) bring undefined. Here, L is empty, and UL = {i}.

3 The set of root URIs, B, is considered as ‘common knowledge’ for each specific web
application (e.g.,'www.thenation.com’). Usually, |B| = 1.



The HTTP RFC actually only requires that the server ‘intends’ to dissociate
it [7]. We discuss this more complex scenario in Subsection 3.2.

— PUT(4, (uris; d)) /OK: The method associates a resource identified by 4, if it
is not already associated, and assigns a value to its corresponding entity so
that deref (i) = (uris;d). If this is a new association, then S(7) = {}. Here,
UL is empty, while L = {i}.

— POST(i, (uris; d))/OK(j): The method associates a fresh resource, which is
identified by j, and sets S(j) = {} and deref(j) = (uris;d). The resource
identified by j becomes a subordinate of the resource identified by 4, and j
is added to S(¢). Here, UL is empty, while L = {j}.

Instantiating the REST property templates from Subsection 2.3 with the
HTTP methods results in a formal definition of RESTful HT'TP. This is a rather
technical, mostly straightforward translation, and is given in Appendix A.2.

3.2 Variations on RESTful HTTP Properties

In this section we mention several common or reasonable modifications of the
HTTP model from Subsection 3.1, and discuss how they impact the RESTful
HTTP properties. Complete descriptions of these modifications and the corre-
sponding changes to the properties are in Appendix A.1.

Cascade of DELETE Methods by Subordination One side-effect of the
POST method is the creation of a subordination relation from the target re-
source identifier to the newly associated one. A common feature in many HTTP
applications is the requirement that when a resource identifier is dissociated
through a DELETE call, its subordinates are deleted as well (which, in turn,
may trigger more dissociations of resource identifiers with higher degrees of sub-
ordination to the originally deleted one). In our model, this would translate
into a (recursive) modification to the linked set of DELETE communications.
In RESTful HTTP, this change would require modifying all properties whose
definition relies on the unlinked sets of communications (the hypertext-driven
sequences property and any idempotence properties) to use more complex, yet
easily computed, definitions of the unlinked sets.

Subordination Expressed as a Link Here, subordination is expressed as a
link, i.e., for every ¢ € I such that deref (i) = (uris;d), if S(¢) is defined, then
S(i) C uris. In this case, a side effect of the communication ¢::POST (4, r)/OK(35)
would be the modification of the resource identified by ¢ to include j in uris. The
idempotence property should account for this case by considering that successful
POST methods modify existing resources.

Background Data Modifications by the Server In some cases, where the
semantics of the domain D are such that it is is (partially or fully) dynamic by
nature, HTTP allows the server to modify the data field of resource represen-
tations arbitrarily, in accordance with their semantics. An example is a ‘current



time’ resource, whose value is updated by the server. Successive GET’s on this
resource would result in different values for the time, potentially violating the
safety property of GET. This case can be handled by a proper definition of the
data equivalence relation to ignore such changes.

Delayed Executions of Completed DELETE Communications In the
HTTP RFC ([7]) it is said that when the server successfully processes a DELETE
request it merely means that “at the time the response is given, it intends to
delete the resource or move it to an inaccessible location.” Qur interpretation
of this quote is that the single resource identifier that is in the unlinked set of
successfully processed DELETE communications is dissociated only after some
arbitrary, finite, delay, unless it is associated in the meantime by another com-
munication. Although this behavior makes our definition of assoc(s) irrelevant,
it does not complicate the HT'TP application of the hypertext-driven sequences
property, due to the fact that HT'TP clients must ‘assume’ anyway that resources
on which they performed successful DELETE methods are no longer accessible for
them. All other properties, however, need to be modified to account for the fact
that DELETE methods are not as well-behaved as assumed earlier. The HTTP
statelessness property, for instance, would have to disallow ‘temporal forks’ that
include DELETE methods performed by different clients which take effect at
different times.

3.3 Distinguishing REST from HTTP

Following are some interesting hypothetical applications which clarify the differ-
ences between HTTP and REST, and which address some common misunder-
standings regarding RESTful HTTP.

Consider an application which uses only two HTTP methods: PUT and GET.
A client encodes methods in the uri argument of PUT (uri, junk) requests, where
junk - a resource representation - is a meaningless constant. A GET communi-
cation is used by a client to examine the state of the server. This application
is compliant with the HTTP RFC, as there is no restriction on the PUT com-
munications’ return values. However, it is non-RESTful, since it would either
have to include an infinite set of root identifiers (each uri argument being one),
or it would violate the hypertext-driven behavior property. The Flickr API is
non-RESTful for a similar reason.

Consider an application which relies entirely on POST communications, and
uses a single root identifier, base, for all such communications (one may consider
B = {base}). In any POST (base, (base; data))/OK(uri) communication, clients
encode methods in the data field. We consider two variants:

1. The return value of an method is encoded in the newly associated URI uri,
returned as a result of POST. This is compliant with the HT'TP RFC, but
it goes against the notion of dividing information into distinct resources, as
the base URI must be treated as a single resource. As there is no division
into resources (which would be created by — and used to identify — different
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clients), this application is likely to violate the HTTP statelessness prop-
erty. Moreover, it is also likely to violate the resource identifier opaqueness
assumption from Subsection 2.3, as a program must interpret the URI strings
returned by POST. While the opaqueness assumption is not an essential part
of REST, it is important to simplify program development and maintenance.

2. The newly associated URI uri is used to point to a resource whose repre-
sentation is the result of the method, and which is later retrieved by a GET
on the wur:. This violates the HT'TP RFC, which requires that the result
of POST identifies a resource with the supplied data as its representation.
As in the previous case, this application is also likely to violate the HTTP
statelessness property.

4 Automated Verification of RESTful Behavior

In this section, we formulate and discuss questions relevant to the automated
verification of RESTful behavior. We give preliminary results and point to ques-
tions that are still open.

4.1 Computation Model

The somewhat informal model used previously can be made precise as follows.
Client and server processes are modeled as labeled transition systems. A commu-
nication is modeled as a CCS synchronization [17]. Hence, in a communication
of the form ‘request/response’, a client offers this communication at its state, the
server offers to accept it, and the two are synchronized to effect the communica-
tion. Processes may have internal actions, including internal non-determinism.
The CCS model is appealing for its simplicity but assumes atomic communi-
cation. We formulate problems and solutions in this model. Subsequently, we
discuss how the atomicity requirement may be relaxed, which brings the analy-
sis closer to real implementation practice.

4.2 Fundamental Questions

The two properties of REST, statelessness and hypertext-driven behavior, lead
to the following key verification questions.

ST Does a client-server application M satisfy the statelessness property?

HT1 For a client-server application M, does its specification, ¢, hold for all
computations where client behavior is hypertext-driven?

HT2 For a client-server application M, do all computations which are not
hypertext-driven satisfy a ‘safe-behavior’ property &7

These fundamental questions may be asked for a program with a fixed set
of clients and resources, or in the parameterized sense. One may also ask if vi-
olations of these properties can be detected using run-time monitors. Another
interesting question is whether, given an application specification, one can syn-
thesize a server which satisfies it (again, fixed or parameterized).
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4.3 Automata Constructions

A nondeterministic automaton which detects a failure of the hypertext-driven
behavior property works as follows. For a given input word, the automaton
guesses the client and resource identifier with which to instantiate the failure
specification, then keeps track of whether the resource id belongs to the current
assoc for that client. It accepts if, at some point, there is a request by the
client using the resource id, but the id is not part of the current assoc set.
Keeping track of whether a resource id belongs to the assoc set for a client does
not require computing the assoc set. A simple two-state machine suffices, with
states In(c,i) and Out(c,4). If the current communication m is by client ¢ and
is successful, a transition is made from In(c,4) to Out(c, i) if i € UL(m), and
from Out(c,i) to In(c,i) if ¢ € L(m). Otherwise, the state is unchanged. The
number of automaton states, therefore, is polynomial in || and |C].

The deterministic form of this automaton must track all clients and resource
ids simultaneously. Thus, the size of a state of the deterministic automaton is
O(|I|-|C]), and its state space is exponential: O(2//I1€1).

The non-deterministic automaton for the failure of safety properties guesses a
resource identifier (i), as well as identities of two clients that would send READ
requests, with which to instantiate the failure specification. It then guesses a
location of a READ(7) communication, stores its return value, and checks for a
sequence of allowed communications and with the candidate method followed
by another READ(i) communication. At this point the automaton compares
the stored value with the second returned one, accepting if the two are not
related by ’~’. The size of an individual state in this automaton is, therefore,
O(log(|1]) + log(|C]) + log(|R])), where R is the set of possible return values.
The failure automaton for idempotence has more guesses to make, but follows a
similar structure.

4.4 Model-Checking for Fixed Instances

A fixed instance has a fixed set of resources and clients. The parameters of
interest are the sets in the underlying resource structure: the clients, C, the
resource identifiers, I, and the data domain, D.

Statelessness is expressed in a slight variant of CTL, as described previously.
(The extension does not affect model-checking complexity.) The indexed prop-
erty expands out to a propositional formula which is polynomial in the sizes of
I and D. Hence, using standard CTL model-checking algorithms [4, 23], the ST
property can be verified in time linear in the overall application state space and
polynomial in the resource structure parameters.

Property HT1 can be verified as follows. A violation of HT'1 is witnessed by
a computation where all clients are hypertext-driven but ¢ is false. This can be
checked using automata-theoretic model checking [24] by forming the product of
the application process with (1) a Biichi automaton for the negation of ¢, and
(2) an automaton which checks that all clients follow hypertext-driven behavior.
The property is verified iff the product has an empty language. The second
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automaton is the deterministic automaton from Subsection 4.3, with negated
acceptance condition.

Property HT2 can be verified by forming the product of the application pro-
cess with (1) a Biichi automaton for the negation of &, and (2) an automaton
which checks for failure of hypertext-driven behavior by some client. The prop-
erty is verified iff the product has an empty language. The second automaton
is the non-deterministic failure automaton from Subsection 4.3. The verification
takes polynomial time if the size of the application state space is polynomial in
the parameter sizes. The verification of HT1 is significantly more difficult.

Theorem 2. Verification of HT1 for a fixed instance is PSPACE-hard in the
number of resources. It is in PSPACE if a state of the application and of the
negated specification automaton can be described in space polynomial in the pa-
rameter Sizes.

The full proof of the theorem is given in Appendix B.2.

Proof Sketch. Membership in PSPACE is straightforward, by observing that
the automaton used to describe the hypertext-driven property for HT1 has a
state size which is polynomial in the the parameter sizes.

PSPACE-hardness for HT1 holds under severe restrictions: a single client,
where client, server, and negated specification automaton have a state-space
with size polynomial in the parameters’ sizes. The reduction is from the question
of deciding, given a Turing Machine (TM) M and input z, whether M accepts
x within the first |z| 4+ 1 tape cells, which is a PSPACE-complete problem (IN-
PLACE ACCEPTANCE in [19]). The reduction uses the server state to store the
TM head position, while a TM configuration is encoded in the implicitly defined
assoc set for the client, using resources to represent tape cell contents. [J

4.5 Parameterized verification

The parameterized verification question has particular importance, as web appli-
cations usually handle a large number of clients and resources. Since statelessness
is not a given, it is necessary to assume a server which stores information about
each client, which implies that the state space of the server is also unbounded.
Nonetheless, the problem can be solved under certain assumptions.

Suppose that clients have a finite state space, X, and that the state space of
the server can be written as Y x [C' — Z], where Y and Z are finite sets. Thus, a
global state of an instance with N clients is a triplet (c, a, b), where ¢ is an array
of client states, of size IV, a is the finite part of the server state, and b is an array
of N server-side entries. Assume further that on receiving a request from client
1, the server update depends only on, and may only modify, the components a
and b(i); i.e., the new entry for client ¢ does not depend on the entries of the
other clients. Then, by a change of viewpoint, one may combine the entry b(7)
on the server with the state ¢() of client ¢, obtaining an equivalent application
where the new client space is X x Z, and the server space is Y. Both spaces are
now finite, although there is still an unbounded number of clients. This situation
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fits the model in [11], where an algorithm is given for checking linear-temporal
properties. The algorithm has very high worst-case complexity, however, so it
may be more fruitful to try alternative methods, such as the method of invisible
invariants [21, 18], or methods based on upward-closed sets [1].

Several questions remain open. The modeling above implicitly assumes a
bounded set of resources and data values. Moreover, the suggested algorithm
applies only to linear-time properties and cannot, therefore, be used to check
statelessness.

4.6 Run-Time Monitoring

Perhaps the most promising immediate application of the formalization is run-
time monitoring. In this setting, the client-server communications are captured
by an intermediate proxy, which passes them through analysis automata. This
method can be applied to the properties HT1 and HT2; statelessness, being
a branching-time property, cannot be checked at run-time, unless some form
of backtracking is implemented. The automata described in Subsection 4.4 for
model-checking HT1 and HT2 can be used for run-time verification of safety
specifications. The non-deterministic automata used for checking hypertext-
driven behavior must be determinized for run-time analysis. This can be done
on the fly, as is the case for implementations of the Unix grep command (cf.
[2]). The size of the deterministic automaton state is O(|I|-|C|), so the required
storage is O(|I| - |C| - K), where K is the state-size of the negated specification
automaton. For each communication, the update of the automaton state requires
time proportional to the size of the state, and is hence polynomial in the resource
parameters. An alternative to run-time verification is off-line testing of a logged
communication sequence.

4.7 Synthesizing Servers

A particularly intriguing question is the possibility of synthesizing RESTful
servers. A specific question is the following: given a resource structure and a
specification ¢, synthesize a stateless server which satisfies . We show below
that, under certain assumptions, the statelessness constraint can be dropped.
We define a server specification ¢ to be universally synthesizable if there exists
a server implementation which satisfies ¢ given any set of clients. A sufficient
condition for ¢ to be universally synthesizable is if it is insensitive to client ids
and is synthesizable for a single, arbitrary client. Insensitivity means that for
sequences o, 0 which agree up to client ids in communications, o = ¢ iff § | ¢.

Theorem 3. Consider a server temporal logic specification . The specification
@ is deterministically and universally synthesizable iff ST A ¢ is deterministi-

cally and universally synthesizable.

The full proof of the theorem is given in Appendix B.3.
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Proof Sketch. The right-to-left direction is trivial. For the other direction,
given a deterministic server M implementing ¢, one can direct all communica-
tions to it through an intermediary which replaces all client ids with a single,
dummy, client id. By the universality of M, this combination satisfies ¢; as M
‘sees’ only a single client id and is deterministic, the combination is stateless. [J

The synthesis problem for LTL specifications, assuming a bounded state-space,
was solved in [22]. Implementing the intermediary adds constant complexity.

Adding the assumption that client interactions are hypertext-driven may
make an otherwise-unsynthesizable specification synthesizable, but it may also
add significantly to the specification complexity.

4.8 Relaxing The Atomicity of Communications

So far, we have assumed that communications are atomic. In real implemen-
tations, however, a request and its response are distinct actions. This allows
requests from different clients to overlap in time. To handle this concurrency, we
assume that the server is linearizable [12]. Every computation produces results
which are equivalent to one where each method takes effect atomically.
Hypertext-driven behavior is formulated entirely in terms of the request and
response parameters. If clients are not allowed to issue concurrent requests,
hypertext-driven behavior holds of a computation iff it holds of its lineariza-
tion. Assume that the service specification is also defined on communication
sequences, and has the same property. Then, it suffices to check properties over
the linearized subset of computations, which corresponds to the atomic com-
munication model. This reasoning does not apply to statelessness, which is a
branching property, and thus outside the scope of linearizability. Further work is
necessary to formulate a notion like linearizability for branching-time properties.

5 Related Work and Conclusions

There is surprisingly little in the literature on formal definitions and analysis of
REST. In [13], the authors describe a pi-calculus model of RESTful HT'TP. This
model, however, comes across as a mechanism for programming a specific type of
RESTful HTTP application. The paper does not consider the general properties
of REST: statelessness and hypertext-following, nor does it describe a methodol-
ogy for checking that arbitrary implementations satisfy these properties. There
are also a number of books and expository articles on REST, but those do not
include formal specifications, nor do they consider analysis questions.

Our work appears to be — to the best of our knowledge — the first to pre-
cisely formulate the key properties of REST, and to demonstrate interesting
consequences, such as naming independence and the PSPACE-hardness of ver-
ification. This work also opens up a number of interesting questions. One is
to use the formalization as a basis to investigate questions about REST itself:
for instance, how to combine authentication with REST, and how to extend
REST to executable representations [6]. We have argued that the parameterized
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model-checking and synthesis questions are especially relevant for web applica-
tions using REST. Constructing a practically usable verifier for REST properties
is itself a non-trivial task. We have experimented with simple examples verified
using SPIN [14]. An effort to use JPF [25] to verify applications written in the
JAX-RS extension of Java was unsuccessful, however, as JPF currently lacks
support for key libraries in JAX-RS. Our current focus is on creating a run-
time checker, which has the advantage of being independent of implementation
language.

To summarize, the formal modeling of REST clarifies its definition, and also
raises several challenging questions, both in modeling and in automated analysis.
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A  More on RESTful HTTP
A.1 RESTful HTTP Properties

Using the HTTP modeling from Subsection 3.1, we can provide a more math-
ematical description of the properties from Subsection 2.3. These descriptions
could be used to construct the automata from Subsection 4.3). (the description
of HTTP stateless behavior could be used to refine the modified CTL formula
from Subsection 2.3.)

1. HTTP stateless behavior. The following describe the error cases.
In each case, there exist a finite communication sequence o, c¢1,co € C, and
1 € I such that at the end of some finite computation that induces o:

— There exist 71,72 € (2 x D), and a ‘temporal fork’ inducing the communi-
cation sequences

0;¢1:GET(¢)/OK(r1) and  o;c:GET(7)/OK(rz)

such that ry % ro.
— There exist r € (2! x D), j1,j2 € I, and a ‘temporal fork’ inducing the
communication sequences

0;¢1:POST(4,7)/OK(j1) and o3 ¢e::POST(4,7)/OK(j2)

such that j; # ja.
— There exist op € {GET,DELETE}, and a ‘temporal fork’ inducing the com-
munication sequences:

o;c1:0p(i)/OK(...) and  o;ce:0p(i)/ERROR

— There exist r € (2! x D), and op € {PUT,POST}, and a ‘temporal fork’
inducing the communication sequences:

o;cpop(i,r)/OK(...) and  o;co0p(i,7)/ERROR

(We mention no cases for methods DELETE or POST returning OK on both
branches of a ‘temporal fork’, since these methods include no return values that
could differ from each other.)

2. URI-driven behavior. This property, unlike the previous one, is stated
in a positive form.

For all finite communication sequences o, ¢ € C, rc € RETS, i,j,k € I,
di,ds € D, and 1,15 € 27, and for all finite computations that induce one of the
following communications sequences

— 0;¢:GET(3)/re(...)
— 0;¢:DELETE(%) /re
— 0;¢:POST (4, (l1;dy)) /re(...) where j =i ori€ly
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— 0;¢:PUT(j, (l1;dy)) /re(...) where j # i and i € [y
at least one of the following holds:

— ¢ € B, and nowhere in o], was there a communication of the form c:
DELETE(%)/0OK
— 0|, contains a communication of the form

:GET (k) /OK ((l2; d2))

where i € Iy, and nowhere in o|. following this communication was there a
communication of the form ¢:DELETE(%)/OK
— 0l contains a communication of the form

c¢:POST (k, (l2; d2))/OK(4)

where @ ¢ I3, and nowhere in ol following this communication was there a
communication of the form ¢:DELETE(%)/OK
— 0l contains a communication of the form

c:PUT (4, (I2; d2))/OK

where ¢ & 2, and nowhere in 0|, following this communication was there a
communication of the form ¢:DELETE(%)/OK

(Note that communication sequences of the form o;c::PUT(4,...)/rc — for all
c € C and i € I — are always allowed, even in applications that satisfy this
property.)

Despite the fact that this property is not described here in its negated form,
it could be translated into a monitoring automaton that identifies violating com-
munication sequences (the set of conditions out of which at least must hold above
could be used to calculate, in an on-going way at any given state, the set assoc
for the client. A violation may then occur for any of the three communications
specified).

3. HTTP safety and idempotence. HTTP satisfies the following method-
properties, which allows it to use caching efficiently and which makes it, there-
fore, a good candidate for implementing RESTful systems (if following the HTTP
RFC [7], with methods’ behavior as modeled in Subsection 3.1). Using the HTTP
method GET instead of the abstract method READ from Subsection 2.3, de-
scribed here are the error cases:

— Safety of GET. There exist a finite communication sequence o, ¢, ¢1, ¢y € C,
i €1, r,re € (2 x D), and there exists a finite computation that induces
the following communication sequence

0;¢1:GET(4) /OK(r1); ager; c2::GET (4) /OK(r2)

where 71 7 1.

QGET represents any non-empty, finite, sequence containing at least one suc-
cessfully processed GET communication. It must not contain any communi-
cations of the forms ¢:DELETE(7)/OK or ¢:PUT(3,...)/OK.
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— Idempotence of DELETE. There exist a finite communication sequence o,
c,c1,Co,¢3,¢4 €O, 0,5 €1 (i#j), m1,m2 € (21 x D), and there exists a finite
computation that induces the following communication sequence

o;¢c1:DELETE(4) /OK; v c2::GET(5) /OK(r1); B; c3::DELETE(4) /OK; 75 c4::GET () /OK(12)

where r1 o4 ry. We require that in such communication sequences the fi-
nite sequences § and 7 do not contain communications of the forms c::
DELETE(j)/OK or ¢:PUT(j,...)/OK.

— Idempotence of PUT. There exist a finite communication sequence o, ¢, c1, ¢a, C3,C4 €
C,i,j €I, rr,ry € (21 x D), and there exists a finite computation that
induces the following communication sequence

o;¢1:PUT (4, ) /OK; v c2::GET(5) /OK(r1); B; ¢3:PUT (4, ) /OK; ;5 c4::GET () /OK(12)

where r1 o ry. We require that in such communication sequences the fi-
nite sequences § and 7 do not contain communications of the forms c::
DELETE(j)/OK or ¢:PUT(j,...)/OK.

— All of the five HTTP operators that we do not mention in this paper are
safe (as well as idempotent).

The way in which the above method-properties should be considered, depends
on whether a HT'TP-based application follows the HT'TP guidelines:

— In HTTP-based applications that are known to fully implement the HTTP

RFC [7] as modeled in Subsection 3.1, the method-properties, as described
here, are guaranteed to hold.
Essentially, these properties provide a partial formal description for proper
behavior of HTTP-based applications. These properties might be incorpo-
rated as part of a larger set of formal properties for the purpose of automat-
ically verifying that systems follow the HTTP RFC.

— It is possible that a HTTP-based application misuses the HTTP commu-
nication protocol, but that the two REST requirements (statelessness and
URI-driven behavior) can be guaranteed to hold. It is possible also, in such
cases, to have idempotent or safe methods, but one must fall back on the
general description from Subsection 2.3, as the effects of the HTTP methods
may now be different from their standard effects. The effect that methods
have on resource state is needed to properly specify the allowed commu-
nications in the failure cases (in the sub-sequences marked as acer, «a, 0,
or v above). If no information is available on the effects of methods for a
given application, only a subset of failure cases can be properly defined (for
instance, those where the sub-sequences such as a or § are empty). Given
more (perhaps partial) information on the effects of methods, the set of fail-
ure cases can be enlarged appropriately. A larger set of failure cases is clearly
desirable for increasing the likelihood of identifying error cases.
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A.2 Variations on RESTful HTTP Properties, in Detail

In this section we present, in detail, some of the modifications of the HTTP
model that were described in Subsection 3.2. We follow by pointing out the
impact of these modifications on our RESTful HTTP properties.

Cascade of DELETE Methods by Subordination As mentioned above, one
side affect of the POST method is the creation of a subordination relation from
the target resource identifier to the newly associated one. A common feature in
many HTTP applications is the requirement that when a resource identifier is
dissociated through a DELETE call, its subordinates are deleted as well (which,
in turn, may trigger more dissociations of resource identifiers with higher degrees
of subordination to the originally deleted one). In our model, this would translate
into a modification to the linked set of DELETE communications.

We define a subordination path from i to j (i,j € I) to be a finite sequence
of resource identifiers, i1,1o,...,4,, such that ¢y = i, i, = j, and for every
0 <t<mn, ity €S(iy) and S(iy) is defined.

This variation would have the following impact on the set of RESTful HTTP
properties from Appendix A.1:

— The URI-driven sequences property should be modified such that whenever
we require that there is no communication of the form c::DELETE(3)/OK,
we would also require that there would be no communications of the form
c::DELETE(q)/OK, for every ¢q € I that has a subordination path from it to
i.

— Safety of GET should be modified such that ager must not contain com-
munications of the form c:: DELETE(j)/OK, for every j € I that has a
subordination path from it to i.

— Idempotence of DELETE should include two modifications:

e (3 and v must not contain communications of the form ¢::DELETE(k)/OK,
for every k € I that has a subordination path from it to j.

e In the special case that there is a subordination path from i to j, we
would expect both GET methods to return with the same error code
(ERROR in our model).

— Idempotence of PUT should be modified such that 8 and v must not contain
communications of the form c¢::DELETE(k)/OK, for every k € I that has a
subordination path from it to j.

Subordination Expressed as a Link A case to consider is that in which
subordination is expressed as a link, i.e., for every ¢ € I such that deref(i) =
(uris;d), if S(i) is defined then S(i) C wris. In this case, a side effect of the
communication ¢::POST(i,7)/OK(j) would be the modification of the resource
identified by 7 (to include j in wuris).

This variation would have the following impact on the set of RESTful HTTP
properties from Appendix A.1:
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— Safety of GET should be modified such that ageT must not contain commu-
nications of the form ¢::POST(4,...)/OK(...).

— Idempotence of DELETE should be modified such that § and v must not
contain communications of the form ¢:POST(j,...)/OK(...).

— Idempotence of PUT should be modified such that g and v must not contain
communications of the form ¢:POST(j,...)/OK(...).

Delayed Executions of Completed DELETE Communications In the
HTTP RFC ([7]) it is said that when the server successfully processes a DELETE
request it merely means that “at the time the response is given, it intends to
delete the resource or move it to an inaccessible location”.

Our interpretation of this quote from the HTTP RFC is that, instead of ex-
ecuting the dissociation immediately, the server only commits to doing so even-
tually, i.e., after some arbitrary, yet finite, delay. This means that the single
resource identifier that is in the unlinked set of successfully processed DELETE
communications is dissociated only after some arbitrary, finite, delay. One re-
striction that we have on this requirement is the following: For some resource
identifier ¢, if at any point after a successfully processed DELETE(¢) communi-
cation, but before 7 is dissociated, the server successfully processes a commu-
nication that has 7 in its linked set, we waive the requirement that the server
dissociates 4 (in fact, we forbid it, unless, naturally, a new DELETE(%) request
arrives at the server). This additional restriction is not mentioned in the HTTP
RFC, but since the whole description of DELETE is vague there, and since this
interpretation is sensible, we assume it to be true.

It is worthwhile to note here that this interpretation of DELETE means that
our inductive construction of the set assoc(o) (for any communication sequence
o) may no longer be helpful, due to the fact that there is no way of knowing when
unlinked resource identifiers become dissociated. In the HTTP case of DELETE,
as demonstrated below, this observation has no effect on our properties. However,
it is possible that similar delays introduced to other, non-HT TP, systems would
have to be approached differently because of their impact on the construction of
assoc(o) (we do not consider such cases here).

This variation would have the following impact on the set of RESTful HTTP
properties from Appendix A.1:

— The HTTP Statelessness property should be modified to reflect the fact that
a ‘temporal fork’ that describes two successfully processed DELETE commu-
nications initiated by different clients but with the same target resource
identifier have identical effects on the system within any finite horizon. To
express this, we have the additional failure cases given below.

There exist finite communication sequences o1, 02, ¢1, s, c3 € C, and iq,19 €
I such that at the end of some finite computation that induces o there is a
‘temporal fork’ and along its two branches, one of the following holds:
e There exist 71,7 € (2! x D), such that the communication sequences
induced along the branches are

o1;¢1:DELETE(41)/0K; 02; ¢5::GET (i2) /OK(ry)
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and
o1;c2:DELETE(41)/OK; 02; ¢5::GET (i2) /OK(r2)
and 11 74 ro.

e There exist » € (2! x D), ji,jo € I, such that the communication se-
quences induced along the branches are
o1;¢1:DELETE(41)/OK; 02; ¢5:POST (ig, ) /OK(41)
and
01;co::DELETE(71)/OK; 09; ¢3::POST (ia, 1) /OK(j2)
and ji # jo.

e There exist op € {GET,DELETE}, such that the communication se-
quences induced along the branches are:

o1; ¢1:DELETE(41)/OK; 09; ¢c3::0p(i2) /OK(. . .)
and
o1; c2:DELETE(41)/OK; 03; e5::0p(i2) /ERROR

o There exist r € (2! x D), and op € {PUT,POST}, such that the com-
munication sequences induced along the branches are:
o1;¢1:DELETE(41)/0K; 02; e3::0p(ig, ) /OK(. . .)
and
o1; c2:DELETE(i1)/OK; 09; c5::0p(ia, r) /JERROR

— Safety of GET should be modified such that ¢ must not contain any suc-
cessfully processed DELETE(i) communications, unless it also contains a
successfully processed PUT(4), or a POST(...)/OK(%), after the latest such
occurrence.

— Idempotence of DELETE should be modified such that ¢ and o must not
contain communications of the form c:: DELETE(j)/OK, unless they also
contain a successfully processed PUT(j), or a POST(...)/OK(j), after the
latest such occurrence.

— Idempotence of PUT should be modified such that o and a must not contain
communications of the form ¢::DELETE(j)/OK, unless they also contain a
successfully processed PUT(j), or a POST(...)/OK(j), after the latest such

occurrence.

B Proofs
B.1 Proof of Theorem 1

We will assume for simplicity that the naming functions 17 and ' are total, and
onto the set of resources. It follows that the function 7 = '~! o7 is a bijection
(m : I — I, such that for 4,j € I, n(i) = j iff n(i) = n'(y)). It induces a
correspondence between resource identifiers (‘names’), and naturally extends to
sets of resource identifiers.

We are given that clients C; and C] are bisimular up to naming correspon-
dence, as are the servers S and S’. This notion of bisimularity means that for
related states (s,s’): any internal transition s —— ¢ has a matching transi-
tion s/ —— t' and (t,t') are related; and that for any communication transi-

tion s — t, there is a transition s’ ~— #' such that (¢,t') are related, m and
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m’ have the same method and the same return code, the ids used in the re-
quests of m and m’ are related by m, and further, that w(L(m)) = L(m’) and
w(UL(m)) = UL(m/’).

Consider two global states to be bisimular if the local components in each are
bisimular. Given a computation o = 0g, 01, ... of M, we construct a computation
o' = g},01,... of M’ such that, at each position k, the global states o) and
o0, are bisimular, and the assoc sets for each client are identical up to name
correspondence, i.e., for each ¢, if clients C; and C! are identified by ¢; and ¢
(correspondingly), m(assoc(o]c,)) = assoc(o]c:).

The construction is inductive: for the base case, o{, = 0. Inductively, suppose
that o}, is bisimular to ok. If op41 is obtained by a local transition of some
process, C;, from oy, there is a corresponding local transition in C} which, when
performed, results in a state o, that is bisimular to 0%, and no change in
assoc sets. The other case is if opy; is obtained by a communication m by
some process, C;, and S from o. By bisimularity, there is a corresponding
communication m’ from C! and S’ which, when performed, results in a state
0441 that is bisimular to ojy1. Note that the linked and unlinked sets of m
and m’ are related by . Following the definition of assoc and the inductive
hypothesis, the assoc sets for each client have corresponding names in the two
systems.

The construction ensures that, for any k, if the transition at step k in o is by
client C; and the request involves a resource id 4, then step k of ¢’ is by client
C’ and uses the resource id 7(). This, together with the name-equivalence of
the assoc sets, ensures that the hypertext-driven property fails at step k of o iff
it fails at step k of o’.

This, together with the inductively established correspondence between the
states of o and o', establishes the claim. (J

B.2 Proof of Theorem 2

In this part, we give a proof of the PSPACE-hardness of HT1.

The result is based on a reduction from the PSPACE-complete problem called
IN-PLACE ACCEPTANCE in [19] (Chapter 19, Section 19.3). This is the prob-
lem where, given a Turing Machine and an input string x, one has to determine
whether the TM accepts z without leaving the first || 4+ 1 tape cells.

Given a deterministic TM M and input x, we construct a server process .S, a
client process C, and a collection of resources. The number of resources, as well
as the state spaces of C' and S, is polynomial in the description of the TM and
x. The set of resources, and the results of methods on them is as follows

1. For each position ¢ from 0 to |z| and each symbol a, there is a cell-value
resource named tm/head/i/value/a
2. There are two root resources: tm/head and tm/initial.

The server, S, works as follows. It keeps track of the head position, which
requires |z|+1 states, and responds to methods on the resources as shown below.
It is easy to check that the server is stateless in the REST sense.
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The server does not keep track of the tape contents, as that would require
an exponential number of states. Instead, the tape contents are implicitly rep-
resented at any stage by the current assoc set for the client. The computation
of M on z is simulated by a hypertext-driven computation of the client-server
application.

1. GET tm/initial returns the list of resources of the form tm/head/i/value/a
representing the initial tape contents, x. This is a constant list.

2. GET tm/head returns the head position (the state of the server)

3. For PUT tm/head k, if the position k is out of bounds (i.e., less than 0 or
greater than |z|) the server enters a special REJECT state. Otherwise, the
state is changed to represent position k. The response is OK.

4. For all valid values of ¢ and a, GET /tm/head/i/value/a and
DELETE /tm/head/i/value/a are accepted with return code OK. The result
of the GET is always a constant value, say 0.

In the description, we use resource templates explicitly for clarity and simplic-
ity. In no way, however, does the operation of the client depend on the particular
choice of names, since these can be replaced by URIs pointed to by tags.

The client, C, works in phases. It maintains the following invariant: for any
finite computation reaching the start of the k’th phase, if the computation is
hypertext-driven, the list of cell value resources in its assoc set is identical to the
TM configuration after k steps, and the state of the server is the head position
in that configuration. The client process uses internal non-determinism in each
phase, but the structure of a phase ensures that at the end of a phase, only one
of the non-deterministically defined runs is hypertext-driven. Thus, while the
program as a whole generates many runs, only one is hypertext-driven.

The client state includes the control state of the TM, a constant number
of TM symbols, and a constant number of integer values in the range 0 to |z|.
The size of the state space is thus polynomial in the input size. To each state
is attached a constant table of all value resource ids (i.e., those of the shape
tm/head/i/value/a) indexed by the pair (i,a). As this constant lookup table is
built into every state, it does not increase the number of states.

The pre-phase operation of the client is to invoke GET tm/initial. The set
of cell value resources returned by the server, and made part of the client’s assoc
set, is the set corresponding to the initial TM configuration. The server state is
0. This establishes the invariant for the start of the first phase. Each phase goes
through the following steps.

1. The client halts if the TM control state is accepting. Otherwise, it continues
as follows.
2. The client does GET tm/head. The server responds with an integer ¢, which
is the current head position. This is stored at the client.
3. The client chooses a symbol non-deterministically and stores the choice. For
the choice, say a:
(a) The client obtains the stored table entry for (i, a), and invokes GET tm/head/i/value/a.
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By the invariant, the wrong choice of a — i.e., a value not in the cor-
responding TM configuration at position ¢ — forces a violation of the
hypertext-driven property, as the resource id for this invocation is not
in the assoc set.

(b) The client uses the stored TM control state to compute the new value at
the ¢’th position, the position increment, and the new control state. Let b

be the new value and d the increment. The client issues PUT tm/head (i+d),
followed by DELETE tm/head/i/value/a and then PUT tm/head/i/value/b 0.

The first PUT updates the head position, the second removes the URI for
(4,a) from the assoc set, and the last PUT ensures that the URI for the
pair (i,b) enters the assoc set. These actions re-establish the invariant.

Multiple runs are generated within a phase due to the non-deterministic
choice of symbol. However, only one run (for the correct choice) is hypertext-
driven. Since hypertext-driven behavior is a safety property, all extensions of the
non-hypertext-driven runs also fail the property.

From the invariant, it follows that the TM accepts = within the first |z| 4+
1 positions if, and only if, the (unique) hypertext-driven computation of the
client halts and the server never enters its REJECT state. Coupled with the
PSPACE-hardness of the IN-PLACE ACCEPTANCE condition, this shows that
the question of determining if all hypertext-driven computations satisfy a tem-
poral property is also PSPACE-hard, even for simple properties. The property
used in the proof, the negation of a HT1 property, can be written as E(HTD A
((nREJECT) U HALT)), where HTD is the hypertext-driven condition. OJ

B.3 Proof of Theorem 3

Clearly, one direction of the proof (assuming that ST A ¢ is deterministically
and universally synthesizable) is trivial.

Assuming that ¢ is deterministically and universally synthesizable, we prove
that ST A ¢ is deterministically and universally synthesizable. Let M be a de-
terministic application (server) that satisfies ¢ given a single client identifier,
Cdummy- We construct M’ from M such that M’ operates with a set of clients
indexed by C, is deterministic, stateless and satisfies .

Since M is defined from ¢ over a single client, cgummy, all transitions in
M, seen as a state machine, will be either (a) internal moves, labeled 7, or (b)
communications from Cqymmy- If (S, So,T) is the transition system for M, define
M = (5,50, T") by

1. 8’ =S and S = Sy (i.e., states and initial states are same)
2. T is defined as follows.
(a) Every transition labeled with a communication from ¢gymmy is re-labeled
with client ids from C'. Formally, for all ¢ € C, (s, c:op(i, a)/r(b),t) € T’
iff (s, caummyop(t,a)/r(b),t) € T
(b) Every internal transition is left as is. Formally, (s, 7,t) € T" iff (s, 7,t) €
T
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M’ is deterministic as M is deterministic.

Consider any execution o of M’ with clients indexed by C. By construction
of M’, o corresponds to a computation & of M obtained by replacing client ids
of communications in o with cgummy. By the definition of M, ¢ satisfies ¢. As
@ is insensitive to client ids, o also satisfies .

We show that M’ is stateless by contradiction. Say there exist distinct client
identifiers ¢,d € C such that M’ generates a computation o ending with a fork
with branches labeled with c::op(i,a)/r1(v1) and d::op(i, a)/ro(ve), where either
r1 # ro, Or v1 # V2 (op, i, and a being elements of the appropriate sets, and
everything else being equal). By the definition of M’, ¢ induces a computation of
M, followed by a fork where the communications from ¢, d are rewritten to orig-
inate from cqummy. This creates identical requests but with differing responses,
implying that M is non-deterministic, which contradicts the assumption. [J

In this proof, we keep the atomicity assumption on communications (model-
ing request/response pairs as an atomic element). In practice, communications
are not atomic. However, the proof holds also in the general, non-atomic, case.
Without atomicity, the reduction from M to M’ could be achieved through the
introduction of an intermediary I N that does two things: (1) It replaces all client
identities in requests with a new, constant, one that is called here cgummy, and
(2) it adds to requests Unique Identifiers (UIDs) that could be used to track back
the identity of the sending client without providing any information on clients
to the server. Following these two changes to request, IN sends the modified
requests to the servers that processes them while keeping the UIDs in mind. The
server is also expected to return each request UID that it sees together with the
corresponding response that it generates. The intermediary I N then uses those
UIDs to reverse its two modifications and return the response (without the UID)
to the right client.
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