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Abstract—Many of the data-centric network services deployed information to on-demand replicate service portions on and
today hold massive volumes of data at their origin websites, redirect requests to appropriate locations. Key to building
accessing the data to dynamically generate responses. Suchych jnfrastructures is the ability to cluster and inspect client
dynamic responses are poorly supported by traditional caching . . . .
infrastructures and result in poor performance and scalability for requests, at Va”c_)us points across a wide-area ngtwork, In 'Other
such services. One way of remedying this situation is to develop Words to route client requests across an appropriately designed
alternative caching infrastructures, which can dynamically detect overlay network.
the often large degree of service usage locality and leverage Building an efficient and scalable peer-to-peer (P2P) overlay
such information to on-demand replicate and redirect requests to network for data-sharing has been well studied by many
service portions at appropriate network locations. Key to building . .
such infrastructures is the ability to cluster and inspect client resgarchers. Proposed approaches fall into two main cate-
requests, at various points across a wide-area network. gories: structured and unstructured overlays. Structured P2P

This paper presents azone-basedscheme for constructing overlays, like Tapestry [6], CAN [7], Chord [8], Pastry [9]
oriented overlayswhich provide such an ability. Oriented overlays and Coral [10], were designed principally to support data
differ from previously proposed unstructured overlays in sup- discovery and cooperative data storage. To do so, they make

porting network traffic flows from many sources towards one (or D : .
a small number) of destinations, and vice-versa. A good oriented use of distributed hash tables (DHTSs) whereby a data item is

overlay would offer sufficient clustering ability without adversely  identified by a key and nodes are organized into a structured
affecting path latencies. Our overlay construction scheme orga- graph topology that maps each key to a responsible node
nizes participating nodes into different zones according to their where the data or a pointer to the data is stored. Unstructured
latencies from the origin server(s), and has each node associatepyp gyerlays, like Gnutella [11], Freenet [12] and Kazaa [13],
with one or more parents in another zone closer to the origin. . .
Extensive experiments with a PlanetLab-based implementation of organize nodes into a ran,dom graph topology a”‘?' use floods or
our scheme shows that it produces overlays that are (1) robust Fandom walks for data discovery and other queries. However,
to network dynamics; (2) offer good clustering ability; and (3) data discovery in such overlays might travel arbitrarily long
minimally impact end-to-end network latencies seen by clients. distances (for random walks) or use a lot of extra network
bandwidth (for floods), resulting in inefficiencies. To address
this problem, several researchers, [14]-[17], have proposed
In recent years, the World Wide Web has undergone a tramsploiting the network proximity among participating nodes to
formation from its read-only, information-centric roots into ammprove efficiency and scalability. These systems advocate the
infrastructure that provides programmatic access to a variegncept of locality-awareness: nodes that are relatively close
of sophisticated services. Many of these services hold masdigeeach other in the underlying network are clustered/grouped
volumes of data at their origin web sites and serve requestgether to ensure that communication between two nodes in
by dynamically generating responses. lllustrative examplasgroup does not travel outside of this group. Although both
include Amazon Web Services [1], the Google Web APIstructured and locality-aware unstructured overlays provide an
service [2], and imagery services such as Microsoft's Mapfficient scheme for file-sharing in a system where any peer
Point [3], TerraServer [4] and SkyServer [5]. Suddta-centric is likely to communicate with any other peer, they are not a
services do not see much scalability or performance bengftod match to the requirement of data-centric services. The
either from traditional caching infrastructures (responses dadter requires that the participating nodes be organized with
considered as “uncacheble”) or from content delivery networks orientation “bias” towards an (or a small number of) origin
(CDNSs) (the massive volumes of data prevent replicating tiserver(s) such that (1) service usage locality can be detected
whole website contents on edge servers). Fortunately, dadgnamically by inspecting the underlying traffic flows; and
centric services present a high degree of locality in servi€®) such locality can yield clustering and reuse benefits by
usage patterns across several dimensidataspace, network replicating a small portion of data from the origin server(s) at
regions and timescaledhis characteristic offers the potentiala few locations.
of developing alternative caching infrastructures, which can In this paper, we presentzmne-basedcheme for construct-
dynamically detect service usage locality and leverage suclyg suchoriented overlayso facilitate locality detection in

I. INTRODUCTION



data-centric service usage patterns. Oriented overlays diffetn previous work [18], we identified that there exists a
from previously proposed unstructured overlays in supportifiggh degree of locality in data-centric service usage across
network traffic flows from many sources towards one (or several dimensiondataspace, network regions and multiple
small number) of destinations, and vice-versa. A good orientdthescalesAn illustrative example from a 4-month trace (Jan.
overlay would offer sufficient clustering ability without ad-1 2004 - Apr. 30, 2004) of the SkyServer service shows that:
versely affecting path latencies. The term “clustering” is uséd) 10% of client IP addresses contribute to about 99.95% of
differently in our work than in locality-aware unstructuredequests, and (2) 84.04% of these requests hit on 30% of the
overlays: we are not attempting to providing connectivityegions in the data space. (The results came from an analysis
among grouped nodes, instead, the nodes being clustered wilkere the astronomic database of the North American Sky was
redirect requests to and receive responses from the samepsetitioned into 1024 by 1024 regions using the sky coordinate
of parent(s). The intent is to provide a merge point in thesystems, and we accumulated client requests directed towards
network where requests from clients that are “close” to eaem individual region). In addition to such spatial and end-host
other can be grouped together and inspected for service uskgality, our analysis reveals that similar locality structures
locality. Although the metric used in clustering can, in generatan found across multiple network levels. These results imply
be application-specific, in this paper, we work with networthat a small subset of service data, which accounts for a
latency. large fraction of the overall request load, can be replicated

Our overlay construction scheme organizes participatig a small number of of network locations, where a large
nodes into different zones according to their latencies frofraction of requests originate, to significantly improve overall
the origin server(s), and has each node associate with @ystem scalability and performance. Similar trends are also
or more parents in another zone closer to the origin. Bybserved in the TerraServer service, and are expected in other
clustering nearby nodes at different levels of the networkgrvices such as Microsoft's MapPoint, MapQuest, Google’s
dynamic detection of service usage locality is possible Web API's, etc.
different granularities of network regions, enabling consequentOur results suggest the possibility of building novel caching
replication of the associated service portions to be performidrastructures where network intermediaries that can dynami-
on-demand. cally inspect traffic flowing between clients and services, infer

The rest of the paper is organized as follows. Section models for service access patterns, and potentially improve
introduces some illustrative data-centric services deployedSgrvice scalability by taking actions such as replication, request
the Internet. In Section Il and IV, we describe our zone-bas#égdirection, or admission control. We described the design and
scheme and parent selection algorithm for construction igiplementation of one such infrastructure in [19].
oriented overlays. In Section V, we report our experiences onHowever, benefits from such infrastructures depend on how
implementing oriented overlays on PlanetLab, a scalable, refile underlying network is organized. Clearly, if requests are
world network, and evaluate the characteristics of the resultifeuted among intermediaries in a way that makes locality
overlays. Finally, we discuss related work in Section VI, andetection hard, the infrastructures can not take replication and
summarize and discuss possible extensions in Section VIlI.redirection actions. Similarly, if all requests are forced to go

directly through a central server, not much benefits can be
Il. BACKGROUND expected even if requests exhibit locality at the network level
and in the targeted data space.

Clients of data-centric network services are typically geo- The first observation suggests that client requests must be
graphically distributed, and access the services across a widgited through the network in a way that permit intermediate
area network. Service providers usually host the services|@tations to identify and hopefully exploit request similar-
their origin web site and serve requests at one or a smial The second observation requires that these locations be
number of web servers, which are responsible for dynamicatljstributed across the network as opposed to being clustered
generating responses by querying again a back-end datak@eeind the origin server(s). The challenge addressed in this
(virtual or physical). The volumes of data accessed by suphper is how to tradeoff between these two considerations.
data-centric services are usually extremely large, which pre-
vent services from being replicated on CDN systems like Aka- lIl. DESIGN
mai’s. For example, in the SkyServer service, which providesOur solution to the above challenge is to build what we
Internet access to the public Sloan Digital Sky Survey(SDS8&all “oriented overlays”. We describe in turn their design,
data, the magnitude of data is on the order of 10 terabytes. keehstruction and maintenance, and the properties they offer.
other high energy and nuclear physics services, data volunygs assume that our overlays will involve on the orden ot
can be as large as on the order of petabytes. — 10% origin server(s) and0? — 10? participating nodes.

Iwe use “parent” and “child”, instead of neighbors, due to the asymmetlﬁ' Overview

relationship between the nodes. In our oriented overlays, one node can b@verlay networks are constructed by participating nodes.
a parent of an other node only if it is closer to the origin server. Hence,% h d t |t icat ith oth d
parent can only receive requests from and send responses to a child, but £h node runs a protocol 1o communicate with othér nodes

vice-versa. and feeds the collected information into a centralized or
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Fig. 2. Zone-based Scheme for Node Partitioning
Fig. 1. Overview of an Oriented Overlay for Data-centric Network Services

zone consists of nodes whose distances from the origin are

distributed algorithm which organizes the participating nodéetween 20 msec and 60 msec; and the third zone consists of
into a logical topology based on some metrics like latencpodes whose distances from the origin are larger than 60 msec.
network bandwidth, etc. Ideally, nodesl and2 will be directed to a node like nodé

In our oriented overlay networks, we assume there ex{éf relaying service requests and responses, becausethode
reliable origin servers that are physically close to the serviggovides a shorter path to the origin, compared to alternatives
web sites. The participating nodes consist of applicatioftich as nodes. On the other hand, nod& would not be
level routers that are responsible for relaying service requesgdected as a parent for nodesand 2 because it belongs to
and responses. Instead of pursuing optimal distances betw8h same zone and could potentially adversely increase the
nodes as other locality-aware overlays do, our primary goall@encies of the path between notler 2 and the origin. The
to build an overlay that can cluster and inspect client reque§¥ample overlay shown in the figure has the advantage that
at various points in the network, without adversely affectine intermediate nodes can easily detect service usage locality
path latencies. To realize this goal, we proposeae-based in client requests and hence allow actions such as service
scheme. replication to be taken. For example, naglés able to detect

A zonedefines a range of distances (in terms of netwofk® Similarity in service usage patterns from nodeand 2
latency) from an origin server: the higher the level of &nd create a replica nearby no@ido hold only a portion of
zone, the farther away from the origin it is. According tdhe data corresponding to that usage pattern.
their distances from the origin, the participating nodes are Our zone-based scheme can support building oriented over-
partitioned into different zones. Each participating node thd@ys in situations where there are multiple origin servers. In
selects one or more parents to connect to, forming an overl8ys case, each origin server can have its own overlay which
The parent selection has an orientation “bias” towards t§€nsists of a disjoint subset of participating nodes: each node
origin: (1) a participating nodel can only select another nodeselects the closest origin server and participates in only that
B as its parent ifB resides in a lower level zone; (2) theorigin server’s overlay construction, assuming that this overlay
candidate parents for nodé¢ come from the nodes which potentially provides the best path latency. Since the network
reside inA’s next non-empty lower zone; and (3) to avoictatus changes dynamically, we allow a node to switch to
adversely introducing additional overhead on latency for tf@&other origin server’s overlay from the current one if it detects

path fromA to the origin,4 usually selects the closest node(sihat origin server to be closer.
from the candidates as its parent(s). In the rest of this section, we describe the construction and

Figure 1 illustrates a desirable overlay for a data-centfB@intenance protocols for our zone-based oriented overlays,
service with a single origin server. In this illustration, nodes @nd discuss the properties our designed overlays possess.

and?2 that are close to each other share a common pattern Wréen
accessing the service. Similarly, nodesnd5 share another ~
pattern. Node3, located between these two groups, sharesA participating node needs to take two important steps to
both patterns. Using our zone-based scheme, the participaiiig in our overlays: Node Startup and Parent Selection.
nodes are partitioned into three zones: the first zone consists of) Node Startup: A node joins in the system by first
nodes that are up to 20 msec away from the origin; the secardistering itself to the closest origin server. To do so, the

Construction Protocols



Inputs: Parent Selection {):

S: set of origin servers probem € C,, and sortC,, by I,
K: number of parents a hode wants to connect to i:=k:=0

N: number of children an intermediate node allows while k¥ < K andi < |Cy|

D: threshold on times a node is reported as being dead send aparentsel request toC, [i]

if Cy[i] grants the request

n, m: overlay node Py i= P U{Cy[i]}

ln,m: round-trip latency between nodeandm

k:=k+1
rn: zone rank of node: assigned by an origin i:=i+1
Cy: candidate parents for nodeas advised by an origin establish connections to the selected parents

P,: parent list selected by node

L: list of participating nhodes maintained at an origin Participating Node (n):

upon a parentsel request fromm
if m exists in child list
grantm’s request
else if number of children is less tha¥
grantm’s request and add into child list
else
rejectm’s request

Origin Server (s):
upon a join/update request:r{, l,,s)
computer,, for noden usingl,,s
ri=1r,—1
while C,, is empty andr > 0
addm € L into C,, for all m wherer,, =r
re=r—1 upon a parentcancel request fromm
if C\, is empty removem from child list
add the origin server int@’,

send ¢, C) to noden upon a nodedead (n) message froms

removem from C,, and P,

if nisinL
update the rank of with 7, Overlay Switching (n, s, s'):
resetn.counter andn.timer send a leave request)(to s

else send a join requesty( I,, o/) to s’
insertn into L receive a response(, C,) from s’

. re-run parent selection
upon a leave request:n)

removen from L Node Maintenance f, s):
foreachm wherer,, =r, — 1 periodically, probes’ € S
notify m thatn has left if exists s’ € S, sty v < lnys

upon a nodedead message) switch to the overlay oriented toward$

increasen.counter in L periodically, randomly seleaf;, c C,
setn.timer if not set foreachm € Cj,
if n.counter > D or n.timer expires probel,, m
removen from L if fail
foreachm wherer,, =r, — 1 removem from C,, and P,
notify m thatn is left sendnode_dead(m) to s

sort C,, in ascending order by, .,
replaceP, with first K nodes inC,, that can ben’s parent
establish connections to the selected parents

Node Startup (n, S):
probe the round-trip latencied,, s} for all s € S
select the closest
send a join request( I, ) t0 s
receive a response.{, C) from s
run parent selection

Fig. 3. Distributed algorithm for construction of oriented overlays (Independently run for each origin server)

node probes the round-trip latencies between itself and all of2) Parent Selection:The parent selection algorithm is de-
the origin servers, selects the one with the smallest latency, aighed to ensure that paths are chosen with an orientation
passes this information to that chosen origin in tloglejoin ~ “bias” towards an origin server. When the origin receives a
request. Upon receiving modejoin request, an origin server nodejoin request from a node, it responds with an assigned
extracts the round-trip latency information from the requegbne rank and advises that node of a list of parent candidates
message, computes the rank of the zone that this node belondh lower ranks. The node then probes the round-trip latencies
to, and assigns the rank to this node. As a response, teween itself and these parent candidates and sélentsdes
origin server sends the assigned rank, along with an adviseith minimum latencies as its parents, whétes a threshold
candidate parent list, back to the node. In Figure 2, stepsof the maximum number of parents that a node can have.

and 2 demonstrate this procedure. To avoid overload on some intermediate nodes, i.e., a

Each origin server maintains a table of participating nodsguation where a large number of nodes select the same node
and their assigned ranks. as their parent, we also impose a restriction on the maximum



number of children that an intermediate node can have. Hentteese candidate parents. Periodically, a node probes the origin
a node needs to communicate with its selected parent nddethe round-trip latency and sends this latest information in a
first to confirm that indeed that node can serve as its parembdeupdatemessage to the origin. Upon receiving a response
In Figure 2, steps 3 and 4 demonstrate this procedure.  from the origin, the node merges the advised candidate list in

Figure 3 shows the detailed actions taken on overlay nodbs response with its own copy by (1) removing nodes from
for our oriented overlay construction. the current list that are not in the new one; (2) for nodes that
are in the new list but not in the old one, probing these nodes
and inserting them into the current list.

A good overlay should adapt itself to changes of the Each node maintains the round-trip latencies between itself
underlying network conditions as well as nodes joining arehd its candidate parents by periodically probing a random
leaving. Key to this adaptation is the ability to effectivelysubset of the candidates, and updates its parent selection if
detect the changes and efficiently propagate such informatitimere exists any candidate that can still accept new children and

1) Origin Server: In our oriented overlay networks, thehas smaller round-trip latency than any of its chosen parents.
origin server receives four kinds of messagesidejoin, If any such probes fails, the node reports the failure to the
nodeupdate nodeleaveandnodedead The first is sent by a origin with nodedead messages.
new joining node, which registers itself to join in the overlay; There are four types of messages used to exchange infor-
the second is sent by a node which is already participatingation between participating nodgmrentsel parentcance]
in the overlay and periodically updates the probed roungarentgrant and parentreject A node can only select a
trip latency to the origin; the third is sent by a node in theandidate as a parent by first sendingpaentsel message
overlay which has determined that it wants to switch to anothir and receiving garentgrant message from that candidate.
overlay; and the fourth comes from a node to report thai the case that the contacted candidate finds that its number of
another node is “dead” when it tried to probe that node amthildren has exceeded a threshold, it responds tpahnentsel
failed. request with aparentreject message. If a node updates its

The origin server handles the first and the second type mdrent selection, as discussed abovpaeentcancelmessage
messages by inserting a new record into the maintained listrafeds to be sent to the parent node that was chosen not to
participating nodes if the sender does not exist, otherwise b# its parent. Upon receivingmarentcancelmessage, a node
just updates the node information appropriately (e.g., updgist removes the corresponding node from its child list.
the assigned rank for the sender). The origin then sends the _
rank of the sender and an advised list of candidate parefts Overlay Properties
back to the sender. For the third type of message, the originOur zone-based overlay construction scheme is (1) rela-
server removes the node from the maintained list and notifiiagely simple — no support from any external measurement
all other nodes at zones immediately higher than the one of thé&astructure is needed; (2) efficient — an origin server acts
node which has left. For the fourth type of message, the origas a rendezvous point by maintaining participating nodes and
does not eagerly remove the node reported as dead. Instealyjsing about candidate parent lists such that a node joining
it marks that node by setting a timer and increases a counterthe system needs only query the origin once, following a
which keeps track of number of times that node has besmall number of probes; (3) distributed — parent selection
reported as dead. In the case that either the counter exceedadimaintenance are pair-wise distributed algorithms; and (4)
threshold or the timer expires, the node then is removed aindurs minimal communication cost — the traffic contributed
notifications are sent to all nodes with a rank one higher thém our overlay construction and maintenance is light-weight
the removed one’s. The counter and the timer will be resetddbmpared with other unstructured overlays which rely on
either anodejoin or anodeupdatemessage is received fromnetwork floods.
the suspected node before the timer expires. Our oriented overlays are also robust in the face of high-

2) Participating Node: Each node maintains a list of allnetwork-churn because a node that has left the system can
origin servers and the round-trip latencies between itself ahd detected quickly with high probability and reported to
these origin servers. At startup, a node selects the closest oriti@ origin, which in turn propagates this information to all
server to participate in its overlay construction. Periodicallgf the affected nodes. Node leaves don't really impact the
a node probes all of the origin servers to update the rourzbnnectivity of our overlays because a node can not reach the
trip latencies and switches to another overlay if there existsigin server only if all of its paths are broken.

a closer origin server. In the case that a switch happens, &he impact of overlay paths on the latency of propagating
node sends aodeleaveto the origin server in its current a request from a participating node to an origin server (and
participating overlay, and then sendsadejoin to the new vice-versa) is minimal because a node's candidate parents
selected origin server. The node then needs to re-run the paanays reside in a lower level zone and our parent selection
selection algorithm in the new overlay. algorithm selects the closest candidates as parents. In this way,

After a node participates in a particular overlay, the nodge ensure that a path is constructed with strong orientation
maintains a candidate parent list advised by the origin serveias” towards the origin with minimal latency overhead being
in that overlay and the round-trip latencies between itself amttroduced.

C. Maintenance Protocols



Our overlays approximately position the participating nodesdes or changing its parent selection. Each participating node
in the network using the measured latencies between the nodesonfigured to allow a maximum of 25 children nodes and
Given the lack of accuracy in network proximity, nodes thatonnect itself to up to 3 parents.
are clustered in our built overlay could be rather far away To support the client and server programs above, we rely
from each other. Such inaccuracies can affect the goodnessipbn a coordinator program running on a node that is assumed
clustering of our overlay construction. Obviously, if additionaleliable. The coordinator is responsible for starting up the
information such as node coordinates is available (for exampiient and server programs (using SSH), periodically checking
a participating node can provide its position to the origin dibr liveness, and restarting the programs as required after
the registration step), the clustering in our overlay can ledividual nodes fail and recover.
further improved. Similarly, some other application-specific
information, if provided, can also help our overlay clustering. V. EVALUATION
Such information can also reduce the traffic used for our .

. . ) - .__To study to what degree our zone-based oriented overlays
overlay construction and maintenance: the origin can adwae

L ; . emonstrate the desired properties discussed in Section Ill, we
joining nodes of more accurate parent candidate lists and hefce

reduce the amount of pbrobes needed in parent selection experimented with a prototype of our implementation on the
P P " PlanetLab network [20]. Our testbed on PlanetLab consists of

195 hosts distributed across North America, South America
_ _ and Europe. In the rest of this section, we present the results
We have implemented our proposed oriented overlay cosf our experiments in building zone-based oriented overlays

struction algorithm in a wide area network environment. Thgsing both a single origin server with and without network
communication protocols described above are implementedciurn, and using multiple origin servers.

C code, using the UDP protocol. The total length of our C
programs is about 3,000 lines. A. Single Origin Server
On the server side, our server program listens on a public

ort to receive messages from participating nodes and pr 1) Experiment Setupwe ran multiple experiments to con-
P ges P pating . P&uct our zone-based oriented overlays using different sets of
cesses these messages in an event-driven fashion. ThersI IS

. L anetLab hosts. In each experiment, we used the same origin
a tradeoff between notifying the participating nodes of the . o
. .server located at New York University in New York, USA.
up-to-date status of the overlay and reducing the communi¢a- -
. i . . . owever, we randomly chose half of the hosts to participate
tion cost in overlay maintenance. In the implementation, the

in overlay construction. Each experiment lasted for 30 minutes
server does not respond to evampdeupdate request from - :
N . . . and the origin server was reset to cope with the overlay
a participating node. Instead, it updates the information abou . .
S . . : construction on a different set of PlanetLab hosts.
the participating nodes with the incoming requests. The server o ) .
- . . . .. Our zone-based scheme partitioned nodes into different
then periodically (every 5 minutes) sends its advised candidate ) . . . -
es in terms of their round-trip latencies from the origin

arent list to each participating node based on the latéSl"
P P pating server:ZoneOcorresponds t® ~ 20 ms, Zonelcorresponds

information of its overlay. The advantage of doing so is clear.
. . . LY 20 ~ 60 ms, Zone2corresponds t@&0 ~ 100 ms, Zone3
the traffic contributed to overlay maintenance is si mﬁcan?&’ ’ '
y 9 orresponds ta00 ~ 200 ms, andZone4corresponds to more

f N2 N), where N is th f " . .
Lecz)(:juecse?hartorg(r)ti(ci gtéoinOt&e)(’)Vvevrgre 's the number o than200 ms. Intuitively, we expect nodes in north-east United
P P y States to fall into ZoneO, nodes in the central portions of the

Iistce)zstgﬁ apzzjtlt(;lliga;lc?r? tcr)]C:S(?eis\;g?ﬁec;iraggsrf]:oreﬁﬁ;a;ner\ir it ited States to fall into Zonel, nodes on the west coast of
United States to fall into Zone2, and nodes in Europe or

. . 1
and other nodes, using an ev_ent-drl\_/en model. The clie é)uth America to fall into Zone3 or Zoned.
program responds to messages immediately. Every 30 secon 3 Results: Wi | . d | di
the client program probes all of the origin servers and a ) Resu ts_. € eva ua}te our oriented overlays according
subset of its candidate parents using the system tool “PINéo. the foIIowmg_ aspepts. (1) the nature of f[he overlay (h.O\.N
Specifically, the client program is configured to send out T des are partitioned into zones, and what kind of connectivity

ICMP ECHOREQUEST packets to another node within sne overlay provides), (2) the pe_rformancg of the overlay (to
seconds, one for each 200 ms interval. If the client progra\fxﬁ]""t extent is network latency improved/impaired), and (3)

does not receive any ICMP ECHRESPONSE packets Withinthe ability of the overlay to cluster client requests.

this 2 seconds period, the corresponding node is considered a\é/e ran 50 experiments, 9 randomly selected ones of which

“dead”. Based on the probing results, the client program talk@$ presented in this paper. In the rest of this section, we

appropriate actions such as switching overlays, reporting de_fg&us our discussion on one illustrative example highlighted
in the tables. In this experiment, 95 PlanetLab hosts were

2Assuming that nodes are evenly partitioned into each zone, for Cg]osen to build the QVe”ay- Among these, 6 hOStS_term'na.ted
nodeupdaterequest from a node in an intermediate zone, the origin serveur programs and rejected all further SSH connections during

needs to sends o@®(N) notification messages. The communication cost ighe experiment. Therefore, only 89 nodes (including the origin
thereforO(N?2). In our implementation, an origin server integrates all of the ’

changes that happen to the overlay during a period, and only needs to seRgver at NYU, which is not shown in the tables) were actually
out O(N) messages. used.

IV. IMPLEMENTATION
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taking the average of the latencies of all paths from the node to
the origin) in the constructed overlay with that experienced by
a direct connection between the node and the origin server. The
ration of these values is calleBatency_Dilation. Table Il
summarizes the latency dilations for participating nodes in
each constructed overlay. An entry in the table shows that
(1) the number of nodes whose latency dilations fall into a
particular range; and (2) how these nodes were partitioned
among the zones in the overlay. For example, the first entry
in the third column of the table,23(14/4/5/0/0)", should

w y . | beread as “there arzg3 nodes in the overlay whose latency
dilations are betwee.8 ~ 0.95; 14 of these nodes were
partitioned into Zone04 into Zonel and into Zone2".

In the illustrative example, most of the nodes in Zone0 and
Zonel did not get affected because of the overlay: for nodes
Fig. 4. An Oriented Overlay with a Single Origin Server Constructed oirn ZoneO, the |atency is the same as would be seen by a direct
PlanetLab. Notice that one node (belonging to Zone 4) in South Americag®nnection to the origin® Surprisingly, a few of the nodes
not shown to better show the remaining nodes in the network. in Zonel (7 out of 18) and Zone2 (5 out of 34) achieved

a better latency. On the other hand, 22 out of the 34 nodes
in Zone2, and all of the nodes in Zone3 and Zone4 found

Figure 4 shows the oriented overlay that got built in thiheir performance impaired by a factor of up to 2. Due to
illustrative experiment. In this overlay, nodes in the northeagie extra hop(s) introduced by the constructed overlay, this is
of the United States were partitioned into ZoneO, nodes fibt surprising. In fact, if such “far” nodes can be clustered
the midwest and southeast regions of the United States wgjgether and connected to the same intermediate node(s), a
partitioned into Zonel, nodes in the west of the United Statggrvice replica can then be created near these intermediate
and some nodes in Europe were partitioned into Zone2, thgdes to significantly improve their performance.
rest of the nodes in Europe were partitioned into Zone 3, By computing the average latency dilation of all nodes in
and finally, the nodes in South America were partitioned inign overlay, we found that among all 50 overlays constructed
Zone4. Note that the latter are not shown in the figure to obtgifiour 50 experiments, the overhead introduced by our overlay
a better view of the constructed overlays. construction was in the rang® ~ 15%, with an average of

Overlay Nature Table | shows how nodes were distributec?%' Our results shqw that our overlay construction scheme
into different zones in the constructed overlays: each colurflR€S not adversely impact node-perceived latency.
shows the number of nodes partitioned into the correspondi@fustering Ability One of the primary goals of our overlay
zone and the average number of parents (out-degree) apestruction was to provide an ability to cluster participating
children (in-degree) of these nodes. Each row correspondsitsrles in terms of their service access patterns.
an overlay constructed in a particular experiment. While clustering effectiveness is necessarily influenced by
The illustrative example (the highlighted row) shows thapplication metrics, we use a model that is based on the anal-
25 (28.41%) nodes were partitioned into Zone0, 18 (20.45%8is of access patterns of imagery services, such as SkyServer
nodes into Zonel, 34 (38.64%) nodes into Zone2, 10 (11.36%) TerraServer, and is also likely to be seen for map services
nodes into Zone3 and only 1 (1.14%) node into Zone4. Feuch Microsoft's MapPoint or MapQuest. For such services,
the nodes in ZoneO, the out-degree was always 1 since theent nodes are geographically distributed. However, nodes
nodes can only select the origin web server as their pareifiat are geographically close tend to share some commonness
The average out-degree of nodes in other zones was 3, iihgequesting services. In our model, we approximate such
maximum allowed for nodes in parent selection. This implidecality using geographical proximity of participating nodes.
that all of the nodes were able to select 3 parents to connect@ur model for service usage is as follows. Each node is
Notice that the average in-degree of nodes in Zone0 and Zomskociated with a geographic region where it itself sits at the
were higher than those for the other three zones, becagsater. This region represents the portion of the service data
Zonel and Zone2 contained more nodes. accessed by client requests originating at that node. A measure
The results validate our proposed zone-based schemeobyequest clustering on an intermediate node is the overlap
demonstrating that (1) the participating nodes can be apphgtween the geographic regions of its child nodes. We define
priately clustered using the network latency metric; and (2) titlee overlapratio to be the ratio of the area of the union of
overlay provides good connectivity for participating nodes.
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3The fact that some Zone0 nodes are shown with latency dilation values
Impact on Latency To understand what kind of impact oursmaller than 1 is attributable to small (expected) measurement perturbations

| tructi h de’ t K lat . because of dynamic network conditions. Given the low absolute values
overlay construction has on a nodes Network 1atencies, We atencies in these cases, these perturbations sometimes result in large

compare the average latency seen by a node (computedvdiations in the latency dilation value.



Zone 0 Zone 1 Zone 2 Zone 3 Zone 4
(0 ~ 20 ms) (20 ~ 60 ms) (60 ~ 100 ms) (100 ~ 200 ms) (200+ ms)
nodes | inDeg. | outDeg. | nodes| inDeg. | outDeg. | nodes| inDeg. | outDeg. | nodes| inDeg. | outDeg. | nodes| inDeg. | outDeg.
25 2.16 1.00 18 5.67 3.00 34 0.74 3.00 10 0.80 3.00 1 0.00 3.00
18 4.00 1.00 25 4.68 3.00 40 0.75 2.93 9 0.33 3.00 1 0.00 3.00
25 1.56 1.00 13 3.69 3.00 23 1.09 2.22 10 0.30 2.20 1 0.00 3.00
24 1.88 1.00 15 5.20 3.00 29 0.86 2.69 12 117 3.00 1 0.00 3.00
19 2.58 1.00 15 4.73 3.00 29 0.52 248 5 0.60 3.00 1 0.00 3.00
22 2.86 1.00 21 3.29 3.00 23 1.17 3.00 9 0.00 3.00 0 0.00 0.00
18 3.50 1.00 21 5.14 3.00 37 0.81 3.00 9 1.33 3.00 4 0.00 3.00
19 2.53 1.00 18 411 2.67 30 0.57 2.60 6 0.50 217 1 0.00 3.00
22 1.91 1.00 15 4.80 2.80 25 0.96 2.88 8 0.00 3.00 0 0.00 0.00
TABLE |
NODE DISTRIBUTION ON ZONE-BASED OVERLAYS WITH A SINGLE ORIGIN SERVER
Distribution of Latency Dilation (Average Overlay Latency / Direct Latency) Values
[0, 0.5) [0.5, 0.8) [0.8, 0.95) [0.95, 1.05] (1.05, 1.2] (1.2, 1.5] (1.5, 2.0]

3 (3/0/070/0)
5 (4/0/1/0/0)
11 (3/0/6/2/0)
7 (3/0/3/1/0)
9 (3/0/5/1/0)
4 (4/0/0/0/0)
2 (2/0/0/0/0)
3 (3/0/0/0/0)
2 (2/0/0/0/0)

3 (073/070/0)
1 (0/1/0/0/0)
2 (0/1/1/0/0)
3 (0/3/0/0/0)
0 (0/0/0/0/0)
4 (0/4/0/0/0)
3 (1/2/0/0/0)
1 (0/1/0/0/0)
2 (0/2/0/0/0)

23 (14/475/0/0)
12 (9/3/0/0/0)
13 (11/2/0/0/0)
19 (15/4/0/0/0)
10 (9/1/0/0/0)
14 (11/3/0/0/0)
28 (9/5/14/0/0)
12 (9/3/0/0/0)
28 (13/4/11/0/0)

26 (8/11/7/0/0)
43 (5/19/19/0/0)
19 (11/8/0/0/0)
28 (6/6/15/1/0)
18 (7/11/0/0/0)
31 (7/12/12/0/0)
20 (6/13/1/0/0)
23 (6/13/4/0/0)
25 (9/9/7/0/0)

5 (0/0/5/0/0)
13 (0/2/8/2/1)
12 (0/2/9/0/1)
15 (0/2/4/8/1)
18 (0/3/13/1/1)
3 (0/2/1/0/0)
9 (0/1/8/0/0)
15 (1/1/13/0/0)
12 (0/5/2/5/0)

11 (0/076/4/T)
11 (0/0/5/6/0)
9 (0/0/5/4/0)
6 (0/0/4/2/0)
10 (0/0/10/0/0)
9 (0/0/5/4/0)
15 (0/0/7/4/4)
12 (0/0/7/4/1)
12 (0/0/6/4/2)

17 (0/0/1176/0)
8 (0/0/7/1/0)
6 (0/0/2/4/0)
3 (0/0/3/0/0)
4 (0/0/1/3/0)
10 (0/0/5/5/0)
12 (0/0/7/5/0)
8 (0/0/6/2/0)
8 (0/0/5/3/0)

TABLE Il
LATENCY DILATION IN ZONE-BASED OVERLAYS WITH A SINGLE ORIGIN SERVER.

Distribution of Overlay-Score Values Distribution of Overlay-Score Values
for a Node Region o8° Longitude by3° Latitude for a Node Region o6° Longitude by5° Latitude
[0,0.2) | [0.2,0.4) | [0.4,0.6) | [0.6,0.8) | [0.8, 1] [0,0.2) | [0.2,0.4) | [0.4,0.6) | [0.6,0.8) | [0.8, 1]
6 10 14 6 0 5 9 6 16 0
14 16 2 7 2 13 10 8 7 3
5 9 6 3 0 5 9 6 3 0
5 9 4 3 3 5 8 3 5 3
4 5 5 9 0 4 5 3 11 0
2 10 9 7 0 2 9 7 9 1
9 8 14 9 1 7 9 10 8 7
8 12 6 4 4 4 15 2 8 5
5 3 19 7 3 2 4 19 8 4
@ (b)
TABLE Il

CLUSTERING IN ZONE-BASED OVERLAYS WITH A SINGLE ORIGIN SERVER.

the child regions to the sum of the areas of these regions. T3%89% of intermediate nodes (14 out of 36) score between

goodness of clustering is measured by a score that compards~ 0.6, and 16.67% of intermediate nodes score higher

this ratio to the ideal case — where all of the child nodakan 0.6. As we increase the size of regionst0° by 5.0°,

reside at the same location (and hence the overlap ratiothe percentages change to 16.67% and 44.44%, respectively.

1/number _of _children): In our other experiments, we also found that some nodes can
score as high as 0.95, very close to the ideal case.

Considering the approximation based on node’s coordinates
and the fact that nodes are rather geographically diverse,
our overlay construction scheme demonstrates good ability

The closer the overlap-score value to 1, the better the clds-cluster nodes that are geographically close together. Such
tering. Table Il shows the scores computed on intermediatkistering provides ample opportunity to inspect the traffic
nodes. We first set the region size 38° longitude by3.0° flows between clients and the origin server to detect service
latitude. The results of the illustrative example show thaisage locality.

Overlap_Score =
(1 — overlap.ratio) /(1 — (1/number_of children))
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B. Effect of Network Churn the number of node joins/leaves compared to the number of

In this experiment, we study the impact of network churlive nodes in each snapshot was abeut66% on average.
on our constructed overlays. The CDF in Figure 6(b) also supports these measurements.

1) Churn on the PlanetLab Networkio better understand Only 13.48% of the nodes stayed up throughout the 24-hour
what kind of churn happens on the PlanetLab network, viPeriment® As expected, 40% of the nodes failed multiple
measured the liveness of nodes over a 3-day period. dimes (50 times or higher).
program first identified 184 nodes out of the overall 195 nodesFor each snapshot-overlay recorded at the origin server,
that were alive before the measurement, and then probed e#€ncomputed the average latency dilation of all participating
node for its liveness every 30 minutes from a reliable nod¥des. Figure 7(a) shows that such latency dilation is in the
using the system tool PING. Our results show that during thignge of 1.1 ~ 1.2. The average of all 288 snapshots is
3-day period, the churn on the PlanetLab network was rati@out 1.16. Not surprisingly, the latency dilations we observed
low. Figure 5(a) shows that the number of nodes that were liife this experiment are slightly higher (by%) than those
ata probe point was in the rangem ~ 184. The number of observed in the experiments without Simulating churn. This
nodes that were down increased a little bit as the experiméhtbecause in the presence of churn, a node might lose the
progressedi ~ 4 at the end of the first day argi~ 9 at the connection(s) to its selected parent(s) and have to reconnect
end of third day. Figure 5(b) provides addition detail about tHtself to some other nodes which are farther away. However,
node failures over the 3-day period. The figure, which plo@ the whole, this result is fairly positive: despite the relatively
the CDF of the number of failures seen by a node, shows tHégh amount of network churni(% of nodes go down and up
73.91% of the nodes stayed up over the entire 3-day peridggquently), node-perceived latencies are affected by relatively
and 15.76% of the nodes went down just once. small amounts. This behavior attests to the robustness and

2) A Simulated Network with High Churr®ur goal is to adaptability of our overlay maintenance protocols.
study the impact of high churn on our overlay construction. To evaluate the impact of network churn on the com-
Since the real network churn we observed on the PlanetL@&linication cost in our overlay maintenance protocols, we
network was rather low, we ended up simulating a higlistinguished the messages resulting from churn from other
churn network at application-level: we extended our client afiessages of overlay maintenance. Such messages include
server programs so they could be either “up” or “down”. Arode_join, node_leave and node_dead. Our results show
“down” node does not participate in overlay construction dhat over the 24-hour period, the extra communication cost
maintenance, nor does it respond to liveness enquiries. ~ attributable to network churn 8% on average, as shown in

In a real wide area network, a relatively large fraction dfgure 7(b). This number is approximately equal to the ratio
nodes might stay up for a long time, while the others miglef events of network churn, implying that our algorithms do
go down at any time. Once nodes go down, some might taket introduce any unnecessary communication costs.
a short time to recover, while others might take an arbitrar,
long time to do so. Nodes might also join/leave the networ
arbitrarily. To model such kind of churn, we identified 178 Our oriented overlay construction algorithm can also sup-
nodes that were up when our experiment started and tl"@ft a network with multlple Origin servers. The idea in this
randomly selected 60% of these nodes (107) that would s@g6€ is to cluster the participating nodes as close as possible
up throughout the experiment. For the remaining 71 nodd8§,the origin servers. The advantage of such a strategy is that
each node was able to switch its status between “down” alicProvides potentially lower path latencies for participating
“up” (the initial status was “up”). Whenever a node wanted tBodes. We restrict that a node can participate in only one
change its status, it succeeded in doing so with a probability @ferlay oriented towards its closest origin.

0.25. As part of the status change, a node would also determin&igure 8 shows an overlay constructed with three origin
how long it would stay in its new status: this period wa§ervers: one is in the east coast of the United States (NYU),

rand0m|y selected to be in the range- 60 minutes during the second is in the west coast of the United States (UCSB),

the first and third quarters of the experiments, and in the rangd the last is in France (INRIA).
of 0 ~ 20 minutes during the second and fourth quarters. ~ The results show that most of the nodes end up participating
The origin server kept track of constructed overlay snaj? the overlay oriented towards an origin server which is
shots every 5 minutes, giving a total of 288 snapshots ovegg@ographically closest. Not surprisingly, there exist a few
24-hour period. Figure 6(a) shows that the number of nodegdes that violate the geographical proximity rules: four nodes
live at a snapshot point was in the rangel@P ~ 178. 4 in Europe selected NYU instead of INRIA to participate in
Not surprisingly, we observed a higher amount of netwofkecause of the smaller round-trip latency between the node
churn: in each 5-minute period, the number of events of chugid NYU. Since the number of such violations is very small,
(node joins/leaves) was in the range of- 39. The ratio of it does not affect the metrics of our constructed overlays.

. Multiple Origin Servers

4There is a sharp decrease of this humber within the period of [0, 10]°We had expected this humber to be closer to 60%, but suspect that the
minutes. This is because all the 71 nodes simulating network churn are initigfianetLab slice scheduling policy might manifest itself in some of our “up”
configured with an “up” status so the number of nodes switching to “downiodes being classified as being “down” over certain intervals. Note that these
is more than those going in the reverse direction. nodes rarely suffer more than 8 failures.



Distribution of Latency Dilation (Average Overlay Latency / Direct Latency) Values

Origin [0, .5) [5,.8) [8, .95) [.95, 1.05] 105 1.2] | (1.2, 1.5] @5, 1.7 | (.7, 2.0]
NYU | 1 (1/0/0/070) | O (0/070/0/0) | 26 (21/5/0/070) | 23 (11/12/0/0/0)| 1 (1/0/070/0) | 1 (0/07L/0/0) | 3 (0/071/2/0) —
UCSB | 1 (1/0/0/0/0) | 6 (0/6/0/0/0) | 26 (19/7/0/0/0) | 25 (8/17/0/0/0) | O (0/0/0/0/0) | O (0/0/0/0/0) | O (0/0/0/0/0) —
INRIA | 1 (1/0/0/0/0) | 1 (0/0/1/0/0)| 0 (0/0/0/0/0) | 30 (0/21/8/1/0) | 2 (0/0/2/0/0) | 2 (0/0/0/O/2) | 3 (0/0/0/O/3) —
ALL | 3 (3/0/0/0/0) | 7 (O/6/1/0/0) | 52 (40/12/0/0/0)| 78 (19/50/8/1/0)| 3 (1/072/0/0) | 3 (0/071/072) | 6 (OI0/1/273) —

TABLE IV
LATENCY DILATION IN ZONE-BASED OVERLAYS WITH MULTIPLE ORIGIN SERVER.

1 T o0 Distribution of Overlay-Score Values
o | zoneo 37 for a Node Region 06° Longitude by5° Latitude
: Origin | [0, 0.2) | [0.2,0.4) | [0.4, 0.6) | [0.6, 0.8) | [0.8, 1]
« | NYU 6 1 1 5 0
] ucsB 3 2 1 3 2
L INRIA 2 1 7 1 0
° ALL 11 4 9 9 2
e}
.% I TABLE V
- | CLUSTERING IN ZONE-BASED OVERLAY WITH MULTIPLE ORIGIN
SERVERS

I service usage locality. Although addressing a somewhat dif-
190 100 80 o 0 20 0 2 ferent goal, our work is related to prior work that has looked at
Longitude building overlay networks and at enhancing their performance
Fig. 8. An Oriented Overlay with Multiple Origin Servers Constructed 0|¥VIth dlffe.rgnt kinds of information about network proximity.
PlanetLab. Notice that 5 nodes (belonging to zone 4) in South America areln addition to the work on structured [6]-[10] and un-
not shown to better show the remaining nodes in the network. structured [11]-[17], [21], [22] P2P overlay networks that
we discussed in Section |, researchers have also examined
construction of overlay networks to support multicast flow pat-
The resulting overlays end up exhibiting better quality ifsrns [23]-[26]. The focus in the former case is on supporting
terms of latency dilation (Table 1V) and node clustering ability, aj1-to-all flow pattern in the context of data sharing, and
(Table V) as compared to those built with a single origifyn|ike our medium-scale focus, the emphasis in such systems
server. In the overlays shown in Figure 8, we found that (1) 7§ typically on supporting efficient routing in extremely large-
latency dilation, only 7.89% of nodes score larger than 1.Qgaje systems. The multicast networks address a more related
while 85.53% of nodes score betweef ~ 1.05, as compared proplem, that of delivering a content stream from a single
to 37.5% and 55.68% for the corresponding intervals in thgyrce to multiple locations. Unlike the bandwidth-centric
single origin server case (see Table I1); and (2) for clusteringeys of these systems, our target applications are more latency
ability, 25.71% of the intermediate nodes have an overlap scQgnsitive. Additionally, the reason for merging routes in the
between0.4 ~ 0.6, while 31.43% of the intermediate nodes,etwork has less to do with elimination of redundant com-
score higher than 0.6, as compared to 16.66% and 44.44%nication, and more to do with discovering and leveraging
respectively in the the single origin server case (see Table lli{apice usage locality.
Notice that the number of intermediate nodes is smaller thanpasearchers have also looked into enhancing the perfor-

the one in an overlay with single origin server. This is becaugg,nce of the above overlay networks using some information
by partitioning nodes into different overlays, the number Qfyqt network proximity. Krishnamurthy et al. [21], [22]
leaf-nodes in the resulting overlays is increased significantliygxeq at topology-aware clustering of web clients using
border gateway protocol routing information. At the applica-
tion level, work on topology-aware unstructured overlays has
Our zone-based oriented overlays address the challenggaposed a landmark clustering scheme [14], [16], which rely
building a “good” overlay network for data-centric services tapon the existence of a small number of carefully selected
flow requests from geographically distributed clients towardandmark nodes that serve as location beacons for the other
one or more origin servers. The main ideas underlying o(usually larger number of) nodes that participate in the overlay.
work are that (1) nodes with network proximity exhibit similaiGiven the smaller scale of our networks, we have relied
service usage behaviors; and that (2) clustering nearby nodesn direct measurements of the latency between participating
with an orientation “bias” towards the origin server(s) providesodes and origin servers and likely parent candidates. Recent
ample opportunity to detect and dynamically leverage sugfork on incorporating network locality considerations into

V1. RELATED WORK
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