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Abstract

With the rapid growth of the World Wide Web, clients at-
temptingto accessomepopularweb sitesareexperiencingslow
responsdimesdueto sener load andnetwork congestion.Re-
placingthe singlesener machinewith a setof replicatedseners
is a cost-efective solutionto partition sener load which alsoal-
lows incrementakcalabilityandfault transparenc Distributing
thesereplicatedsenersgeographicallycanreducenetwork con-
gestionandincreaseavailability. However, distributedweb sites
arefacedwith theissueof allocatingseners: how do clientsfind
out aboutthereplicasandhow do they decidewhich oneto con-
tact? Popularweb siteshave well publicizedsener namesand
requirea transparenmappingof the public sener nameto repli-
catedseners.

Unlike mosttraditional approacheswe proposea technique
which pusheghe sener allocationfunctionality onto the client.
We arguethatthis approachscaleswell andresultsin increased
performanceén mary cases.Building on theoreticawork based
ongametheory we shav thattheusageof individual replicascan
beeffectively controlledwith costfunctionsevenwhentheclients
arenoncooperatie. We presenthedesignandimplementatiorof
WebSeAl, our prototypesystemrealizingthesetechniquesWeb-
SeAl doesnot requireary changeso existing client and sener
code,conformsto all standardsanddoesnot generateary con-
trol messagesPreliminaryexperimentsutilizing senerson six
continentsandin controlledsettingsindicatethat WebSeAlim-
provesperformancssignificantlywhile imposinglittle overhead.
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1 Introduction

The rapid growth of the World Wide Web hasled to
a steadyincreaseof client requestso mary popularweb
sites. Both overloadedseners and network congestion
contritute to slow responsdimes of suchsites. It may
not be cost-efective to upgradethe sener machinewith
a more powerful one, especiallywhenincrementakcala-
bility is desired.Insteadmostsitesoptto replacethe sin-
gle senerwith aclusterof replicatedseners[15, 16]. Al-
thoughthis may solve the problemof overloadedseners,
it doesnot addresmetwork congestion. In addition, in-
creasingthe network capacitymay not be cost-efective
when incrementalscalability is desired. Instead,some
sites chooseto geographicallydistribute the replicated
seners—thisapproacthasbecomepopularwith software
archves(e.g.[20]) which have mirror sites,typically on
several continents. Sucha distributed architecturemay
resultin increasedavailability of the servicein times of
network congestiorand partial unavailability, andit may
increaseperformancey taking advantageof “proximity”
betweerclientsandseners.

Currently distributedwebsitesrequirethe userto man-
ually selecta sener out of a list of replicas. For ex-
ample, there exist over 70 mirror sites distributed all
over the world from which userscandownload Netscape
browsergq17]; thedecisionasto which oneto useis left to
theuserhowever. Designingatransparenallocationstrat-
egy for a distributedweb site which doesnot sacrificeary
of its benefitsis a challengingtask. A successfusolution
mustmeetseveralrequirements:

e Transparent Name Resolving: Popularweb sites
havewell publicizedsenernamesandrequireatrans-
parentmappingto replicatedseners.
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e Scalability: Senerallocationshouldgracefullyscale
with theincreasingnumberof clients.

e Flexibility: Differentusersmayhave differentobjec-
tiveswhenaccessingveb sites,requiringsupportfor
customizedstratayies.

¢ Load Balancing: Serviceprovidersshouldbe able
to effectively control the utilization of individual
seners.

¢ Dynamic Changes in Server Pool: Addition, re-
moval, andmigrationof senersshouldbe supported,
andchangeshouldbe reflectedas quickly aspossi-
ble.

e Fault Transparency: Unresponsie machineshould
be detectedand requestdransparentlyredirectedto
other replicas. Also, previously unresponsiblena-
chineswhichbecomeavailableagainshouldbeincor-
poratedquickly.

e Geographic Distribution: Network delaysbetween
aclientandindividual senersof a distributedservice
might differ significantly Sener allocationshould
take advantageof this while still accommodatingly-
namic changesin network performanceand sener
load.

¢ Legacy Code and Standards: It shouldnot require
ary changesto existing client or sener code and
shouldconformto existing standards.

A comprehensie solutionfor allocationof distributed
web seners must addressall thesefactors. We are not
aware of ary systemwhich achievesthis. In this paper
we presentsystencalledWebSeAl which addressethese
issues.

Theresearcheadingto our systemis basedon theoret-
ical work whereprovablemethodgor controllingnetwork
load using pricing mechanismswvere developed. It was
shavn thatevenwith noncooperatieclients(in afully dis-
tributed,andthereforescalablefashion) the network load
canbe controlledeffectively. The work presentedn this
paperappliesthesetechniqueso provide scalableandcon-
trollableloadbalancingfor distributedwebseners.

The remainderof this paperis structuredas follows.
Section2 givesanoverview of relatedwork. Section3 dis-
cussesdNebSeAls architectureand describeshow clients

strive to minimize delays. Section4 showvs how load bal-
ancingcanbe achiezedby introducingcostfunctions.Ex-
perimentalresults shaving WebSeAls performanceare
presentedn Section5, andSection6 providesconcluding
remarks.

2 Reéated Work

The HTTP redirect[1] approachusesthe HTTP return
code URL Redirection [2] to performload balancing. A
busysenerreturnstheaddres®f anothersenerinsteadof
theactualresponsegskingtheclientto resubmitits request
to thatsener. This createsadditionalnetwork traffic and
increasedateng. Every requests initially addressedo
the publicly known sener which createsa single point of
failure andthe potentialfor a bottleneckdueto servicing
redirects.

DomainNameSener (DNS) basedapproache§3, 10,
5] performloadbalancingatthenameresolutionlevel. The
namesener at the sener side is modified to respondto
translatiorrequestsith the IP numbersof differenthosts
in a Round-Robinfashion. This resultsin partitioning
clientrequestamonghereplicatechosts.Themaindisad-
vantageof this approachis thatintermediatenameseners
andclientscachename-to-IRmappingswvhich canresultin
significantioadimbalance.

Sener side approache$7, 5] usea sener side rout-
ing modulewhich redirectsall incomingrequestgo a set
of clusteredhostsbasedon load characteristics.This is
achievedatthelP layer—i.e., theroutingmodulemodifies
all IP pacletsbeforeforwardingthemto individual hosts.
An alternatesener side solutionwhich avoids modifying
IP pacletsis presentedn [6]. Theseapproachebave the
drawvbackthattheroutingmodulerepresenta singlepoint
of failure, andthereforecanresultin a bottlenecksince
all requestgpassthroughit. In addition, sener side ap-
proachesvork well only for clusteredseners.

Perhapamostclosely relatedto WebSeAlis the work
presentedn [21]. It usesa modifiedweb browserto per
form routing decisionsat the client side. The browser
downloadsan appletwhich the serviceprovider needsto
implementto realize service specificrouting. This ap-
proachcreatesncreasedetwork traffic dueto applettrans-
missionandpotentialcontrolmessagebetweerthe applet
andtheseners.
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3 WebSeAl Architecture

A distributedwebsite (fig. 1) consistof asetof seners
S1...8,, eachwith its own IP number/P, ... IP,. One
of thesesenersis known to the standardDNS systemby
the logical addressof the original single sener. We as-
sumethat the servicecontentis replicatedand that each
senerknowsaboutthelP numberof all individualseners
comprisingthe distributedservice.This mightbe achieved
throughmirroring or with a distributedfile system[8, 1§].
Exceptfor the bootstrappinghaseall replicasaretreated
equally andaslongasary onereplicais responsie, clients
will beableto accessheservice.

IP, (www.yahoo.com)
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Figurel: A distributedwebsite.

In WebSeAl clientsareresponsibldor routingindivid-
ual requestgo differentseners comprisinga distributed
web site. This functionalityis provided by a client agent
module.In the basicarchitectureof the systemoneagent
is associateavith eachclient. Theclientagent:

¢ interceptgherequestgeneratedby thelocal client;
e hasaddressnformationabouttheindividual seners;

¢ collectsdynamicperformancelata(e.g.network con-
ditions, sener load, and other site specificinforma-
tion);

e malkesroutingdecisionsdasecbn thisinformation;

o forwardsthe requestto the selectedsener, receves
theresponseanddeliversit to theclient;

e transparentlyredirectsthe requestto an alternate
senerif theselectedseneris notresponsie.

A server agent modulelocatedon eachsener hostpro-
videsaddressnformationto the clientagent.It alsocom-
municatesother site specificinformation which might be
usedto controlaccesgo the sener pool, to supportchag-
ing for servicesandsoforth, aswill bediscussedn Sec-
tion 4.

In the remainderof this section,we will first discuss
WebSeAl5s routing stratgies, then presenthow logical
namesof distributedweb sitesareresoled, andconclude
with implementatiorspecificissues.

3.1 Routing Strategies

The combinationof the statelessatureof HTTP and
the factthat mary web pagescontainseveralimagesand
framesresultin the generationof several requestdo re-
trieve a singleweb page. WebSeAlclient agentsneasure
the total responsdime for eachsuchrequest. The total
responsegime measureds the completeend-to-enddelay
which includesconnectionestablishmentnetwork delay
andsenertime. WebSeAlclient agentsstrive to minimize
thistotal delay

Eachclientagentmalesroutingdecisionsasedon the
averageresponsdime of eachsener. Theseaveragesare
estimatedusing the measuredesponsdimes for the N
mostrecentrequestsThe updatedrouting stratgyy is used
to directthe next N requestgo the appropriatesenersin
the pool. Alternatively, the clientagentcould estimatethe
averagaesponséimesby sendingoccasionaprobesatthe
costof increasechetwork traffic. Oneof the maindesign
goalsof WebSeAlis to avoid controltraffic, sowe decided
againsthis approach.

One possiblerouting stratgy client agentscould em-
ploy is to alwayscontactthe mostresponsie sener. Rout-
ing all requestgo a singlesener, however, will fail to col-
lect new performancealatafor the slower seners. Instead,
we use probabilisticrouting to ensurethat client agents
collectnew performancelatafor all seners.More specifi-
cally, if T,,,; denotesheaverageesponséimefor requests
routedfrom clientm to seners, thenroutingof thenext N
requestss basedn the probability distribution:

_ YTy,
- N 1/7k °
wherek > 0 is a constant. With k& = 0, requestsare

routedto thesenersrandomly withouttakinginto account
their performance. With £ = 1, we can achieve linear

DPmi (1)
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distribution. This will favor fastmachineswhile still us-
ing slower ones.However, the overall performancamight
suffer dueto possiblylong delaysfrom slow seners. By
raisingk, morerequestwill beroutedto themostrespon-
siveseners?! Veryhighroutingprobabilitiesfor thefastest
senerswill causevery infrequentusageof slower ones,
whichin turn will decrease¢he potentialto quickly detect
improvedseners.WebSeAlimposesa minimumthreshold
to circumwentthis.

In our currentimplementationwe baserouting deci-
sionsonly on the mostrecentN measurementsWe are
consideringseveralalternatestratgiestwo of whichare:

e Weighted Average: When calculating the perfor
manceestimateof a replica,morerecentdatashould
impactthe overall performancemorethanolderdata,
andtheestimateshouldbe updatednorefrequently

e Time-of-Day: Network conditionsandsener usage
vary with the time-of-dayor the day of the week[4,
9], andthis informationshouldbe consideredn the
routing strateyy.

WebSeAlallowsdifferentclientsto usedifferentrouting
stratgyies. We planto experimentwith variousstratejies
andto investigatehow eachoneandvariouscombinations
performin differentsettings. Our goal is to realizea set
of routing stratgiesandto adaptdynamicallyto changing
conditions.

3.2 NameResolution

A sener is identifiedby a logical addressn the form
of ahostnameWhena client attemptgo contacta sener,
the DNS systentransparentlyesohesthe hostnameo an
IP numberwhichis successiely usedto establisithecon-
nection. To contacta distributed sener in a transparent
fashionaone-to-mag mappingfrom the hostnameo one
of the IP numbersof the replicatedmachinesis needed.
WebSeAlpusheghis nameresolvingfunctionalityontothe
clientagents.

Client agentsmaintain a cacheof logical hostnames
andcorrespondindgP numbergo performthe mappingus-
ing addressnformationprovided by sener agents.When
a client agentattemptsto accessa distributed sener for
which it doesnot have a mappingcachedjt usesstandard

1As k approachenfinity, all requestswill be routedto the mostre-
sponsie machines.

DNS nameresolvingandcontactshe sener agentat that
logicaladdressTheseneragentuseshelocalwebsener
to generatehe responsandincludesthe addressesf the
individual sener agentsn the response The client agent
extractstheaddresseBom theresponsandcreateanen-
try in its cache. Futurerequestgo this distributed sener
usethis informationto perform a one-to-mag mapping
from thelogical addresgo theindividual hosts. The stan-
dard DNS systemis usedonly for bootstrapping—once
mappingfor a logical addresss cachedthe DNS system
is notneededo accessry of thereplicas.

Clientagentseedo retrievetheaddressesf thesener
agentsonly to createan initial entry or to refreshtheir
cachef theaddresdist haschangedn ary way. To avoid
unnecessaryransmissionof addressinformation, client
agentsinclude a timestampin their requestswvhich indi-
catesthe state of the currently cachedmappingfor the
given distributed sener. Upon receiptof a request,each
sener agentinspectsthis timestampandincludesthe ad-
dresseén therespons®nly if moreup-to-dateaddressn-
formationis available. This is very similar in natureto
thel f - nodi fi ed- si nce headef2], whichis usedto
avoid retrieving cachediles which have notbeenmodified
sincea certaindate.

HTTP allows applicationspecificheadeffields andre-
quires that all intermediariessuch as proxies or gate-
ways conforming to HTTP ignore these and forward
them unchanged. We utilize this to “piggyback” times-
tampsand addressesn HTTP messages.WebSeAlin-
troducestwo new messageheaders: Repl i ca- Dat e
andRepl i ca- Addr esses. Client agentsusethe first
headerto tell sener agentsthe statusof their cachedad-
dressesdor thedistributedsener athand.Senersuseboth
headerdo returna list of addresseandthe timestampat
whichthis informationwasupdated.

Mapping a logical hostnameto a set of IP numbers
sharegmary similaritieswith DNS basedand sener side
approacheslescribedn the previous section. Notice that
theseapproachesequirethatthe senerson all replicated
hostsacceptconnectionsat the sameport. Also, the di-
rectory structuremust be identical on eachhost. Web-
SeAl’s architecturerelaxes theserestrictions. The map-
ping from hostnameo IP numberscanbe easilyextended
to a mappingfrom hostnameand port to IP humberand
port to accommodateusageof different port numbers.
This requiresthatthe addressnformationincludedin re-
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sponsede extendedto containport numbersas well as
hostnames.Path offsetscan be accommodatedimilarly.
For example,ww. yahoo. com 80/ canbe mappedo
WWW. CS. nyu. edu: 8888/ yahoo/ . On thefirst host,
the sener is acceptingconnectionsat port 80 andthe di-
rectory structureis rootedat /. On the secondhost, the
seneracceptsonnectionst port 8888andtheroot direc-
tory is at/ yahoo/ . Many mirror sitesusedifferentroot
directoriesandrequirearelative pathoffset.

3.3 Implementation I ssues

WebSeAlrequiresa sener agentmoduleat the sener
side (fig. 2). This functionality could be addedto exist-
ing web senersquite easilyandshouldimposeonly little
computationabverhead.However, to createa usablesys-
tem without having to modify existing seners, WebSeAl
providesa stand-alondava applicationwhich implements
the sener agentfunctionality. It interceptsevery incom-
ing requestforwardsit to thelocalwebsener, acceptghe
responseaddsthe addressnformationto the responseas
neededandforwardsit to theclientagent.

IP, (www.yahoo.com)

P,

Figure 2: A distributed web site with WebSeAl client
agentsaandseneragents.

The client agentmoduleis someavhat more comple,
but it shouldbe fairly straightforvard to extend existing
web browsersto supportthis functionality. Similar to the
sener agent,WebSeAlprovidesa stand-alonglava appli-
cationwhich realizesthe client sidefunctionalityin order
to provide a usablesystemwithout having to modify ex-
isting clients.We utilize thefactthatvirtually all browsers
supporproxiesto interceptrequestsWhentheclientagent
is startedup, it creates senersocletwhichacceptHTTP

requestsyery muchlike a proxy does.By configuringthe
browserto usethe“proxy” (i.e., WebSeAlclientagent)the
clientagenteffectively interceptsachrequest.

Proxies are generally used to allow Internet access
throughfirewalls andperformcachingof web documents.
WebSeAls client agentcanaccommodat@roxiesin two
ways. First, a client agentcanbe locatedbetweenone or
more clientsand a proxy. Sincenameresolutionis per
formed at the client agent,the proxy will treatidentical
documentdrom differentreplicasof the samedistributed
sener asdifferentdocumentsandcreateredundantopies
in its cache.Alternatively, the client agentcanbe located
“behind” the proxy. This configurationavoidsthe problem
of redundantopiesin the proxy cache Also, only onead-
dresscacheandasinglesetof statisticaldatais maintained
for anumberof usersyesultingin moreup-to-dateaddress
cachesandmoreaccuratesstimates.

Both WebSeAls sener and client agentfunctionality
shouldideally be includedin web senersandbrowseror
proxies.We provide clientandseneragentdo enableser
vice providersandusersto take advantageof this technol-
ogy without the needto modify existing systems. Inde-
pendenbf whetheragentsareusedor existing systemsare
modified,for a systemlike WebSeAlto gain wide accep-
tanceit needsto be backward compatiblewith regardto
clientsandsenerslacking this functionality WebSeAlis
backwardcompatibleandsupportgradualinfiltration;

e WebSeAl Client and Standard Server: A stan-
dardHTTP seneris requiredto ignorethetimestamp
headeiin arequestfrom a WebSeAlclient agentand
will servicetherequestsusual. Thelack of address
information in the responseindicatesto the client
agentthatit is dealingwith a standardsener. It can
reactto this, for example,by infrequentlyincluding
thetimestamgn its futurerequestsn orderto update
its cachein casethis siteis upgraded.

e Standard Client and WebSeAl Server: A request
receved by a sener agentwill not containa time-
stampheaderif the client lacks WebSeAlfunction-
ality. Thesener canreactto thisin severalways;two
possibilitiesare: (1) it servicegherequesin a stan-
dardmannerwithout including ary addressnforma-
tion in its response(2) it routesthe requesbn behalf
of thetheclientto individual seners.
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4 Management of the Server Pool

WebSeAlclient agentsare noncooperative in the sense
thatthey make their routing decisiongndependentlfrom
eachother, striving to optimize their individual perfor
mance While eachclientcanimplementaroutingstrateyy
of its choice,in the currentdesignclient agentsroutere-
guestdo senerswith minimal averageresponséime. The
operating point of the system—i.e. the load distribution
over the sener pool—is thereforesolely the resultof the
interactionamongthevariousdistributedclientagentsand
cannotbe controlledby the serviceprovider. In this sec-
tion, wewill discusstratgiesthatcanbeusedatthesener
sideto control the operatingpoint of the systemwhile the
clientagentamale their routingdecisionsn a noncooper
ative manner

The serviceprovider aims at distributing the load cur-
rently offeredto the sener pool in a way thatis deemed
efficientfrom the system’s point of view. Theprovider, for
instance,might desirean operatingpoint that minimizes
the overall averageresponsdime of the sener pool. In
othercasesthe provider might wantto discouragaisage
of certainmachines—eenif they arethe mostresponsie
ones—inorderto performothersite specifictasks. There-
fore,amechanisnis neededo make thedistributedclient
agentdmplementroutingstratg@ieswhichleadto anoper
atingpointthatcoincideswith thedesiredone.

The problem of managingthe behaior of systems
wherecontrolis distributedandnoncooperatieis afunda-
mentalone. The interactionamongthe variousdistributed
controllers(client agentsn WebSeAl)canbe modeledas
agame, andGameTheoryprovidesthe systematidrame-
work to studyandanalyzethe behaior of suchsystems—
for anoverview of gametheoreticaspect$n computemet-
working see[11] and referencegherein. The operating
pointsof thesystemaretheNash equilibria of theunderly-
ing controlgame.Noncooperatie equilibriaareinherently
inefficient: while eachcontrollerstrivesto optimizeits in-
dividual performancethe overall behaior of the system
is, generically suboptimal.

WebSeAlusesa pricing mechanism to provide incen-
tivesto thenoncooperatieclientagentdo implementout-
ing strat@yiesthatleadto thedesiredoaddistribution over
the sener pool. The methodologyis motivated by re-
cent analytical studiesin the areaof networking which
have shavn that a network/serviceprovider can enforce

ary desiredoperatingpoint by meansof appropriatepric-
ing strat@ies[13, 14]. The key ideain WebSeAl5 pric-
ing mechanismis that thereis a service cost associated
with obtainingservicefrom eachsenerin the pool. Client
agentsare now making their routing decisionsbasednot
only on performancestatistics put alsoon servicecostin-
formationfor eachsener. The main assumptiorbehind
this mechanisnis that the client agentsareindeed“sen-
sitive” to servicecosts. This behaior is expectedin pri-
vate Intranetswhereclient agentsand the pricing mech-
anismare part of the samemanagemensystem. For ex-
ternal client agentsaccessinghe web site, this behaior
canbeenforcedby actualusage-baseservicechages(for
commercialweb sites),or by meansof limited electronic
budgetallocatedo eachclient—anarchitecturedeveloped
accordingto theseideasis proposedn [12]. Whenclient
agentsare sensitve to servicecosts,the serviceprovider
cancontrolnotonly theloaddistribution overtheavailable
seners,but alsothetotal offeredloaditself.

To supporipricingfunctionalitiesn WebSeAl eachdis-
tributedwebsiteis equippedvith a pricing manager mod-
ule. Basedon thetargetedoperatingpoint, the price man-
agerdeterminesheservicecoststo acces®achsenerand
communicatest to the correspondingagent. The sener
agentprovidespricing informationaboutthe sener to the
clientagentgshatreceve servicefromiit. In theremainder
of this section,we will first discussthe pricing stratgies
in the currentdesignof WebSeAlandthenaddresssome
implementatiorissues.

4.1 Pricing Strategies
Thegoalof the pricing mechanisnin WebSeAlis two-
fold:

¢ Avoidanceof congestior{overloadconditions)atvar-
iousseners.

¢ Loadbalancing—thais, distribution of thetotal load
offeredto theweb siteamongthe availablesenersin
away thatis deemedcefficient by the provider.

Thepricing stratgiesin thecurrentversionof WebSeAl
arebaseddnanalyticalresultsn [14]. Thatstudyconsiders
asystemof generahetwork resourcesiccessetly anum-
ber of noncooperatie clients. Eachresourcds character
ized by its “capacity’ thatis, the maximumload thatcan
be accommodatetly the resource.Congestion pricing is
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proposechsa meandor avoiding overloadconditions:the
servicecostper sizeunit (i.e., the price) of eachresource
is proportionalto the congestiorievel at the resourcehat
depend®nthetotal load offeredto it by theclients. More
specifically the price of eachresourcés givenby thecon-
gestionfunctionassociatedvith theresourcenultiplied by
aweightfactor Theseweightsdeterminetherelative sen-
sitivity of the clientsto the congestiorievel at the various
resourceandwill be referredto asthe discount factors.
Load balancingcanbe achiesed by appropriatechoiceof
thesediscountfactors. This pricing stratgy is shovn to
allow the provider to enforceary desiredoperatingpoint
while the clientsmale their routingdecisionsnoncoopera-
tively.

Along the lines of theseanalytical results, the pric-
ing stratgy in the currentdesignof WebSeAlis based
on determininga discountfactor for eachsener in the
pool, which determinesherelative sensitvity of theclient
agentsto the responsienesof the sener? In particular
the performancemetric consideredy eachclientagentin
makingits routingdecisionss theaveragaesponséime of
eachsener multiplied by the correspondingliscountfac-
tor. Therefore,f w; is thediscountfactorof sener:, and
T,.; the averageresponsdime from the sener to client
agentm, thenthe routing strat@y of the client agentde-
scribedby eq.1 becomes:

1 (wiTmi)"
Pt = S 1 (T ) *

4.2 Implementation | ssues

The sener discountfactorsaredeterminedy the pric-
ing managebasedn the operatingpoint thatthe provider
wantsto enforce. Oneway to determinethesefactorsis
to mapthe parameter®f the modelconsideredn [14] to
the characteristicef WebSeAlandapply the correspond-
ing analyticalresults expectingto achieve a goodapprox-
imation of the desiredoperatingpoint. Instead we chose
to useanadaptive algorithm, alsoproposedn [14], which
doesnot dependon the detailsof the underlyinganalyti-
cal model. The algorithmupdateghe discountfactorsit-
eratvely, basedon the “distance”of the currentoperating
pointfrom thedesiredone.

If f denoteghedesiredoadat seneri and f;(n) the
actualload offeredto the sener during the n-th iteration,

(2)

2Notethatthediscountfactorof eachseneris thesamefor all clients.

thenits discountfactorw; is updatedusingthefollowing:
wi(n + 1) = w;(n)eli i —fi(m) 3)

whered; > 0 is a constantthat determineshe rate of
changen the discountfactorof seneri. Theideabehind
this iterative schemes that, if the sener is currentlyre-
ceving lessload thanthe desiredone, its discountfactor
shouldbedecreasedrhis decreasethe clients’ sensitvity
tothecongestiodevel atthesener, thusencouraginghem
todirectmoreof theirrequestso it. Similarly, if thesener
recevesmoreloadthanthedesiredone,its discountfactor
isincreasedUnderasetof generahssumptionguarantee-
ing thatthe client populationasa total reacts‘rationally”
to price changesthis iterative schemewasshowvn in [14]
to drive the systento the desiredoperatingpoint.

In the currentimplementatiorof WebSeAl,sener load
is expressedin requestsper unit of time. Considering
HTTPrequestsye expectthateachclientgeneratealarge
numberof requestseachof smallto moderatesize. There-
fore, this is a satishctoryapproximation.A moreprecise
load metricwould considerthe actualsize of eachrequest
andwill beincorporatedn futureimplementations.

The pricing manageimperiodically collectsinformation
abouttheloadofferedto eachsenerby contactinghecor
respondingsener agent,updatesthe discountfactorsac-
cordingto iteration3 andcommunicatethemto thesener
agents.Eachagentreceivesonly the updateof its associ-
atedsenerandis responsibldor adwertisingit to theclient
agentsThisis achievedby piggybackinghediscountfac-
tor of the sener to HTTP messageshat containthe re-
sponseso theclients’ requests.

Iteration 3 indicatesthat the discountfactor of each
seneris determinedisingonly local information,namely
the differencebetweentheload currentlyofferedto it and
thetargetedone. Therefore the adaptve algorithmis well
suitedfor distributedimplementation:if the sener agent
is cognizanof the desiredoadat the sener (f in eq.3),
thenit canupdatethe discountfactorof the sener with-
out contactingthe pricing manager Note, however, that
thetargetload(in requestpertime unit) typically depends
on the total load offeredto the web site, informationthat
is only available to the pricing manager If the total of-
feredloadis not expectedo changedramaticallythepric-
ing managecaninform the seneragentsabouttheirtarget
loadlessfrequently Then,eachseneragentcanuseitera-
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tion 3 to updatethesener’sdiscounfactoronafastertime
scale.

5 Experiments

In this section,we will presentinitial performancee-
sults. For thefirst threetests,we usedten mirror sitesof a
popularsoftwarearchive which repeatedlyappearsn [19]
asone of the mostaccessedveb sites. Thesetestswere
conductedunderrealworld conditions usingstandardna-
chines,networks, and software. The ten senerswerelo-
catedon six continentstwo eachin North America,South
America, Europe,and Asia, and one eachin Africa and
Australia. The clientwasrunningat New York University.
Geographicallythe closestsenerto theclientwaslocated
in Massachusettghe seconctlosestn California.

Theclientrunningfive threadggenerated 000requests
for afile of length4253bytes.All requestsvereaddressed
to a single logical address. A local client agentinter
ceptedeachrequestand provided transparenaccesdo a
distributedweb site. Sincewe experimentedvith existing
web sitesnot runningWebSeAls sener agent,we added
thesener addressemanuallyinto the cacheof theclient.

For the first experiment, we ran two tests: one us-
ing WebSeAls client agentandonecontactingthe closest
sener directly. Usingthe client agent,the total response
time for 1000requestsvas291.6s. Theresponsdime we
measureds the end-to-enddelaywhich includesconnec-
tion establishmentetwork delay andsenertime. 95.4%
of therequestsvereservicedby the closestsener. Theto-
tal responsgime for contactingthe closestsener directly
was266.9s. This translateso anoverheadof 9.2%. The
factthatthe WebSeAlclientagentsentthe vastmajority of
therequestdo the closestsener indicatesthat this sener
wasdeliveringthebestperformanceBesideshecomputa-
tionalandcommunicatioroverheadf theclientagent,an
importantfactorcontributing to this overheads that4.6%
of therequestsvereroutedto slower senersto updateper
formancedatafor thesemachines.As mentionedbefore,
this could be avoided by occasionallysendingprobesat
thecostof generatingadditionaltraffic.

In our secondexperiment,we usedthe samesetupas
before, but ran the experimentat a differenttime of the
day Thistime, only 3.9% of the requestsvere serviced
by the closestsite. The total responsdime was 761.4s
asopposedo 1295.3s when contactingthe closesthost

directly—animprovementof 41.2%. Thesetwo experi-
mentsindicatethat WebSeAlcan deliver significantper
formancegainswhile imposingonly little overheadcom-
paredto the scenariovhenthe useris ableto alwayspick
thefastesmachine.

The third experimentinvestigatehow WebSeAlclient
agentsadaptto the dynamicperformancehange®f indi-
vidual seners. As with the previoustwo experimentsthe
client, usinga local client agent,generated 000requests
to alogical addressAfter 300 requestsyve starteddown-
loadingsererallargefiles from thefastessite,which hap-
penedo bethegeographicallglosesibne,thusgenerating
additionalloadatthatsener. Thistraffic wasdiscontinued
afteranothei300requestsOf thefirst 300requests93.3%
wereservicedby the closestsener. This percentagsank
to 11.6%for the next 300 requestsandwentup againto
93.2%for thelast400requestsThesecondclosestsener
recevedinitially 2.0%of therequestswhich increasedo
69.3%whenthe performanceof the closestsener started
to degrade. This indicatesthat WebSeAladaptswell to
performancehangesn the sener pool (fig. 3).

VWV VX

Closest Server

— — — Second Closest Server
Others

Requests to Server
@
T

Update

Figure3: Requestistribution in a dynamicallychanging
ervironment.

For our last experiment,we usedseveral identicalma-
chinesin a controlledenvironmentto shov how WebSeAl
reactsto changesn the sener pool. On eachof four ma-
chines,we starteda WebSeAlsener agentanda standard
websener. We first usedthreeseners,addedanotherone
afterabout300 requestsandremoved oneof the original
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threeseners after another400 requestd  Sincewe used
identical machinesjt can be expectedthat the two fully
availablemachinesvould eachget300requeststhe other
two each200 requests. The actualdistribution was 295
and 286 requestdor the first two machinesand 225 and
194 requestdor the othertwo. This illustratesthat Web-
SeAlquickly andeffectively accommodateshangesdn the
sener pool.

6 Conclusions

WebSeAlis anovel architecturdor managingesources
of websitesconsistingof apool of replicatedseners.Un-
like mostexisting proposalsjn WebSeAlit is therespon-
sibility of the clientsto route their requestdo individual
seners. This architecturescaleswell with the numberof
usersgdeliversflexible quality of service andprovidesfault
masking.

We proposedrouting strategyies for directing client re-
gueststo the mostresponsie seners. Unlike sener side
approachegputingdecisionsarebasechot only onsener
load, but alsoon network traffic conditions. We alsodis-
cussedstratgies that can be usedat the sener side to
induce efficient allocation of resourceqload balancing)
while clientsmalke theirroutingdecisionsn anoncoopera-
tivemannerMotivatedby recensstudiesongame-theoretic
aspectf networking, we proposed pricing mechanism
thatprovidesincentivesto theclientsto routetheirrequests
in away thatis deemecefficientby the serviceprovider.

A prototype system basedon this architecturehas
beenimplementedandits functionalityhasbeenvalidated
througha seriesof experimentsTheseresultsindicatethat
WebSeAlcandeliver significantperformancegainswhile
imposingminimal overhead.

References

[1] D. Andresen,T. Yang, V. Holmedahl, and O.H.
Ibarra. Sweb: Towardsa scalableworld wide web
seneronmulticomputersin Proceedings of the 10th
International Parallel Processing Symposium (IPPS
'96). IEEE ComputerSocietyPress.

3We removed the sener by sendingthe sener agentprocessa kill-
signal.

[2] T. Berners-LeeR. Fielding, andH. Nielsen. RFC
1945: Hypertext transfemprotocol— HTTP/1.0,May

1996.
[3] T.Brisco. RFC1794: DNS supportfor load balanc-
ing, April 1995.

[4] K.C.Claffy, H.W. Braun,andG.C.Polyzos.Tracking
long-termgrowth of the NSFNET. Communications
of the ACM, 37(8):34-45August1994.

[5] IBM Corporation. Interactive Network Dispatcher
User’'s Guide, 1997. Available at http://wwwiics.
raleigh.ibm.com/netdispatch/ND2M3ATM.

[6] O.P Damani,RPE. Chung,Y. Huang,C. Kintala, and
Y.M. Wang. One-IP:Techniquedor hostinga ser
vice on a cluster of machines. In Proceedings of
the Sixth International World Wde Web Conference,
SantaClara,CA, April 1997.

[7] D. Dias, W. Kish, R. Mukherjee,andR. Tewari. A
scalableandhighly availablesener. In Digest of Pa-
pers. COMPCON *96. Technologies for the Informa-
tion Superhighway, pages68-74,SantaClara, CA,
Februaryl996.IEEE ComputerSocietyPress.

[8] J.H. Howard, M.L. Kazar S.G. Menees, D.A.
Nichols, M. SatyanarayanamR.N. Sidebothamand
M.J. West. Scaleand performancean a distributed
file system ACM Transactions on Computer Systems,
6(1):51-81February1988.

[9] Matrix Information and Directory Services Inc.
MIDS Internet Weather Report. Available at http://
www3.mids.og/weather/.

[10] E.D. Katz, M. Butler, andR. McGrath. A scalable
HTTP sener: The NCSA prototype. Computer Net-
works and ISDN Systems, 27(2):155-1641994.

[11] Y.A. Korilis, A.A. Lazar and A.Orda. Architect-
ing Noncooperatie Networks. |EEE Journal on Se-
lected Areas in Communications, 13(7):1241-125]1
Septembef 995.

[12] Y.A. Korilis, T.A. Varvarigou,andS.R.Ahuja. Pric-
ing Mechanismdor Distributed ResourceManage-
ment. TechnicalMemorandunBL0112570-120396
TM3, Bell Laboratories,Lucent TechnologiesDe-
cember1996.



WebSeAl:Web Sener Allocation 10

[13] Y.A. Korilis, T.A. Varvarigou,andS.R.Ahuja. Opti-
mal Pricing Stratgjiesin Noncooperatie Networks.
In Proceedings of the 5th International Conference
on Telecommunication Systems: Modeling and Anal-
ysis, pagesl10—-123Nashville, TN, March1997.

[14] Y.A. Korilis, T.A. Varvarigou,andS.R.Ahuja. Pric-
ing Noncooperatie Networks,Junel997. Submitted
tothel EEE/ACM Transactions on Networking. Avail-
ableat http://wwwmultimedia.bell-labs.coméode/
yannisk/price.html.

[15] http://wwwncsa.uiuc.edu/.
[16] http://wwwnetscape.com/.

[17] http://mwwnetscape.com/dmloadclientdownload
.html.

[18] A. Siggal, K. Birman,andK. Marzullo. Deceit: A
flexible distributedfile system.In Proceedings of the
1990 Summer USENIX Conference, Anaheim, CA,
Junel990.

[19] http://wwwtopl100.com/.
[20] http://wwwitucons.com/.

[21] C. Yoshikava, B. Chun, P. Eastham,A. Vahdat,
T. Anderson,andD. Culler. Using smartclientsto
build scalableservices. In Proceedings of the 1997
USENIX Annual Technical Conference, pages105—
117,Anaheim,CA, Januaryl997.USENIX.



