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Abstract

The RISC revolution has spurred the development of processors with increasing levels of instruction level parallelism (ILP). In order to realize the full potential of these processors, multiple instructions must be issued and executed in a single cycle. Consequently, instruction scheduling plays a crucial role as an optimization in this context. While early attempts at instruction scheduling were limited to compile-time approaches, the recent trend is to provide dynamic support in hardware. In this paper, we present the results of a detailed comparative study of the performance advantages to be derived by the spectrum of instruction scheduling approaches: from limited basic-block schedulers in the compiler, to novel and aggressive run-time schedulers in hardware. A significant portion of our experimental study via simulations, is devoted to understanding the performance advantages of run-time scheduling. Our results indicate it to be effective in extracting the ILP inherent to the program trace being scheduled, over a wide range of machine and program parameters. Furthermore, we also show that this effectiveness can be further enhanced by a simple basic-block scheduler in the compiler, which optimizes for the presence of the run-time scheduler in the target; current basic-block schedulers are not designed to take advantage of this feature. We demonstrate this fact by presenting a novel enhanced basic-block scheduler in this paper. Finally, we outline a simple analytical characterization of the performance advantage, that run-time schedulers have to offer.
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1 Introduction

The trend in the design of modern RISC processors [10] is to have an increasing amount of ILP provided within a single processor with multiple pipelined functional units. The expected performance gains of these machines are fully realized by a variety of optimizations, with instruction scheduling (or scheduling for short) playing a significant role. Consequently, a lot of effort has been invested in exploring and improving the opportunities of these schedulers to take advantage of RISC processors with ILP. In the early RISC processors, scheduling was typically done at compile-time and statically produced a sequence of instructions with very good run-time behavior. As the degree of parallelism increased, these approaches to instruction scheduling have ranged from the early local scheduling approaches [29, 40] where the code-motion is limited to within a basic-block boundary [2], to more ambitious (and expensive) global approaches [4, 9, 26, 7] which move instructions across basic-blocks4.

Typically, the data- and control-dependence relationships in the program limit the number of instructions that can be scheduled concurrently on the target processor. Consequently, compile-time approaches such as those identified above — limited by the amount of information available statically — make safe but limiting decisions and cannot be as aggressive as approaches that have access to information available only at runtime. For example, the outcome of conditional branches will affect the choice of instructions to be executed next, and hence those that ought to be scheduled with higher priority.

Consequently, as superscalar processor designs evolved, a significant trend has been to support instruction scheduling directly in hardware [15, 14, 8]; we will refer to this as dynamic scheduling. Informally, the run-time hardware has a “window” of instructions that it looks into, ahead of the current instruction to be executed. Using hardware support for data- and control-dependence analysis, “ready” instructions are moved up out-of-order in the instruction stream, to keep the functional unit cycles fully utilized. (Potential under-utilization of available functional units could be due to a lack of instruction availability or due to pipeline interlocks in an individual functional unit.)

In this paper, we undertake a systematic investigation of the performance gains to be expected by adopting static-compile time as well as hardware supported run-time scheduling. The measures that we will use to evaluate the merits of the above approaches to instruction scheduling are the absolute and relative speedups as well as the normalized throughput; we will return to discussing these measures below, in greater detail. In making these comparisons, we are motivated by two concerns.

First, our goal is to understand the benefit that (hardware supported) run-time scheduling yields, as a function of various significant architectural and program parameters. Our results establish the benefits of run-time scheduling in the affirmative for ranges of variations of these parameters. Specifically, with enough ILP in the source program, run-time schedulers approach the peak performance benefits afforded by compile time global scheduling — TRACE scheduling [9] is our canonical global scheduling scheme used here — even when the compile-time approach is assumed to be completely clairvoyant in that it precisely knows the behavior of branches ahead of time. Unless otherwise stated, when we refer to a global scheduler in the sequel, we will imply one with such clairvoyance. The rationale behind bestowing global scheduling with this extra power is that we wish to consider the limits of its ability when comparing it against the merits of run-time schedulers5. In a sense, we are using global scheduling as stated above, to be the limit on available ILP in the source program.

Second, our goal is to understand the degree to which existing compile-time scheduling approaches can be enhanced to assist the run-time hardware and help improve its performance. Here, our approach is to only consider improving local scheduling approaches, at compile-time. We will now outline the rationale in limiting our improvements to this setting. Primarily, as we establish in this paper, the presence of run-time schedulers supported by compile-time local scheduling yields performances that are extremely competitive with global scheduling in the case of processors with ILP ≤ 10. Furthermore, re-engineering a compiler to include some form of global scheduling — in addition to being in the region of diminishing returns for speedup or

4 Informally, basic-blocks are parts of the program which do not have any conditional branches, such as the body of the inner-most loop of a loop-nest.

5 In keeping with this spirit, we will also overlook certain side-effects of global scheduling, to be discussed in Section 5.2.
throughput as described below — is prohibitive, and it remains a technically challenging research question as well [26, 18, 27, 33]. We will describe some of the hurdles to effective global scheduling in sections 2.1 and 5.2.

The key architectural parameters of interest to us are the number and types of functional units in the target processor, their degree of pipelining, and most significantly, the scope [6] of the lookahead hardware used by the run-time scheduler. The scope is the number of instructions that the hardware can analyze and attempts to schedule dynamically. Our experiments ranged over a total of 1344 parametric variations defining the spectrum of superscalar processors. In addition to machine parameters, the program parameters that we will vary are the types of inter-instructional dependences imposed by data- and control-flow, and the sizes of the basic-blocks.

In evaluating and projecting the relative performances of the different scheduling methods, we have a choice of: (i), analytical modeling (ii), simulation and (iii), hardware prototyping. The above sequence of approaches incurs increasing cost and effort in determining the trends, with a corresponding improvement in the accuracy of the predictions. Given the large range of configurations that we wish to explore, and the complicated nature of its constituent parameters, we have primarily chosen approach (ii); we simulate the run-time behavior of the hardware. We also have some analytical modeling that demonstrates the relative trends in the speedups of the scheduling approaches over the entire range of configurations. These analytical trends are sketched in Section 8. Clearly, the insight gained through the above approaches is an important prelude to embarking on an eventual prototyping effort, which — due to economic constraints — is typically limited to a narrow range of configurations.

1.1 Significant Results

We will now summarize the significant contributions of our paper. All our trends are derived from averaging over 30 program traces generated by us synthetically to exercise the key program parameters better, for each configuration; details will be provided in Section 3.

1. We show that even with a modest scope of about 15, a hardware scheduler can get almost 90% of the performance gain achieved by global scheduling. This trend improves with increasing scope, and basic-block size of the original program, approaching 100% very quickly.

2. We introduce an enhanced basic-block scheduling algorithm to which the run-time scheduler is visible and optimizes to take advantage of its behavior. (Current basic-block schedulers work with an idealization of a target processor without any run-time support.) To the best of our knowledge, this is the first instance of such an algorithm.

Given that compilers for modern superscalar RISC processors invariably involve a basic-block scheduler, this algorithm can be thought of as a “no-cost upgrade” to an existing compiler, to squeeze extra performance out of the run-time hardware.

3. When used to optimize code for a machine with run-time support, the above scheduling scheme produced between 30 – 50% of the performance improvement that global scheduling could achieve.

We caution the reader that the room for improvement for compile-time schedulers for traces executed on machines with dynamic schedulers was quite small, and was in the range of 1 – 6% for the program traces that we experimented with.

4. The trends in the normalized throughput are comparable to those in the speedup except for quantitative differences to be discussed in Section 3.

5. All of our experiments were performed in the context of processors that compact the instruction stream as well as in the context of those that do not. In the former case, instructions that have been scheduled dynamically out-of-order are no longer visible to the processor, whereas in the latter case, they stay in the instruction stream but are “tagged” so that they do not get re-executed. The former phenomenon
is referred to as compaction and occurs increasingly often in the newer generation of processors with instruction caches.

The overall trends are consistently the same across both architectures, except that compaction allows dynamic schedulers to approach the performance of global scheduling much faster. There are interesting tradeoffs between program parameters, the size of the scope and the availability of compaction, which we will discuss in Section 3.3.2.

Finally, our experiments confirm that increasing the size of the basic blocks shows us the increasing effectiveness of local scheduling methods applied at compile-time.

1.2 Related Work

A lot of work has gone into evaluating the effectiveness of instruction scheduling performed at compile-time, in isolation [4], [3], [9], [11], [23], [26], [29], [30], [33]. Similarly, a lot of interest has gone into the study of available ILP in superscalar RISC processors in isolation, independent of its interaction with instruction scheduling done at compile-time; please see [20], [6], [37], [36], [38] for further details. There are also some studies that study the combined effect of having optimizations at both levels by lumping the two together; [7, 27] are typical examples. To the best of our knowledge, we are the first to explicitly study the relative merits of instruction scheduling at each of these levels, with emphasis on the interactions and tradeoffs involved. For example, our study helps clarify the value of adding various types of scheduling techniques at compile-time given that run-time support already exists in current hardware, and helps delineate the regions of diminishing returns in performance, among these interacting domains.

2 Experiment overview

In order to present an overview of the main trends of our experimental results, we will briefly sketch the various scheduling frameworks that we intend to consider below and present more detailed descriptions in Section 4.

2.1 Instruction Scheduling

2.1.1 Compile-time Global Scheduling

In the context of scheduling at compile-time, the most ambitious schemes that we consider are global approaches that attempt to move code across basic-block boundaries. In this context, we choose trace scheduling and its derivatives as representatives of global scheduling methodologies [9, 11]. Global scheduling and related issues are discussed in Section 5 in greater detail.

Traces are loop-free linear sections of code, which can span several basic blocks. They are derived from programs with known branch frequencies; branch-frequencies are derived via profiling the program’s execution [32, 39]. Informally, given these frequencies, a trace is derived by “walking” along the directions of control flow so that whenever a branch instruction is encountered, we take the branch with higher frequency. An example is shown in Figure 1 which denotes a control flow graph [2] of a sample program. The boxes denote basic-blocks (to be discussed in detail below in Section 4) with branch frequency information shown along the edges. For example, block B1 can go to B2 with a probability of 0.55 whereas it can go to block B9 with a probability of 0.45. The trace that will be fed to the global scheduler is {B1, B2, B4, B6, B7, B8} in this case.

At a high-level, the scheduling algorithms that we will consider follow the canonical approach to instruction scheduling and can be described using the following framework:

---

6 Compile-time instructions scheduling deals with program segments with loops in a very different way [23, 33], than regions of the program which are loop-free.
1. Prioritize the instructions on the trace by assigning ranks to them.
   A variety of priority or rank functions have been defined in literature [3, 9, 29, 30] all of which aim to help improve the functional unit utilization and minimize the execution times of the programs, as they run on the target machine. Throughout our experiments, we will use the rank algorithm from [29].

2. Build a sorted list \( L \) with nodes of higher priorities occurring earlier on in this list.

3. *List schedule* the instructions so that:
   
   - subject to availability of functional units, and to existing data- (and control-) dependences, as many instructions as possible are greedily chosen and scheduled to start execution on the next cycle, in the order specified by \( L \).

4. Take care of the side-effects caused by “speculative” and “replicative” moves as instructions are moved beyond basic-block boundaries; details can be found in Section 5.2.

In all of our experiments, we consider only steps 1 – 3 above and ignore the side-effects mentioned in Step 4, caused by the global scheduler. In essence, our global schedulers are side-effect free for purposes of comparison in this paper. This is in keeping with the spirit of our stated goal of allowing the greatest possible flexibility to compile-time optimization, and trying to compare its performance with its run-time counterpart. As our results indicate, run-time scheduling proves to be very competitive despite the compiler having the above-mentioned flexibility. For convenience, we will refer to our global scheduling methods as \( G \).
2.1.2 Compile-time Local Scheduling of Basic-blocks

In this case, all instruction movement can only be done within the basic-blocks and hence code motion is limited. However, this form of instruction scheduling is less expensive to perform at compile-time. Consequently, most early and current compilers incorporated this phase in some fashion [29, 40]. As stated in the introduction, we will consider these “local” scheduling schemes, henceforth denoted by $L$, that are oblivious of the fact that hardware run-time scheduling exists. However, if local scheduling schemes were to be sensitive to the presence of lookahead hardware, they could potentially optimize further for its presence. We will use $E$ to denote such enhanced schemes that are local but optimize for the presence of run-time scheduling support. Unless otherwise stated, both these schemes will be used in conjunction with run-time scheduling in the target processor. As our results indicate, the performance of highly efficient local scheduling $L$ can be improved upon by using its enhanced variant $E$ to produce better schedules on the average. For completeness, in our experiments, we will also consider the effectiveness of compile-time local scheduling without hardware support for run-time scheduling: we will refer to this setting as $V$.

2.1.3 Run-time Scheduling in Hardware

Our canonical superscalar RISC processor has multiple pipelined functional units including possible support for branch prediction. The number of functional units as well as the depth of pipelining are parameterized. Furthermore, each functional unit can be of a fixed type such as a fixed point unit or a floating point unit. We will return to a detailed discussion of these variations and models in Section 4.2.

Modern processors explore the sequence of instructions dynamically at run-time, to determine if they can be moved ahead to fill “idle-cycles” in the pipelines. As stated before, the amount by which they look ahead is referred to as the scope. As the run-time hardware scheduler moves instructions out-of-order up the instruction stream, those instructions that have been scheduled ahead of their position can either remain in the stream and not get rescheduled, or be removed from the current snapshot of the stream as seen by the processor. We will consider superscalar RISC processors with and without compaction in our experiments. For convenience, each combination of the above parameters with the exception of the scope will be referred to as a processor configuration (or configuration for short) — an example configuration is one in which we have two floating point units, two fixed point units\footnote{The branch and load/store units are always included implicitly.} all of which are 3-stage pipelines — and our experiments will involve varying the scope for each configuration.

2.2 Program Structure

The experiments will also involve varying the program parameters such as the size of the basic blocks and the mix of instruction in addition to the machine configurations mentioned above. We consider the following settings for the program structures. Recall that a significant part of our goal is to understand the impact of varying configurations on the relative performances of static and dynamic scheduling approaches. Therefore, the first part of our experiments are based on generating a substantially large — over 50,000 test cases — synthetically generated program structures, each with about 200 instructions. A detailed description of the process used to generate these graphs is described in Section 7. Also, we will return to a discussion of the specific parametric variations involved in generating these program graphs, Section 3.3.

3 Overview of Experimental Results

In order to compare the effectiveness of the various instruction scheduling approaches of interest, we will consider the performance improvements to the running times of the various test programs, referred to as speedups, as well as improvements of the normalized throughput of the functional units.
3.1 Measures of Comparison

3.2 Speedup

Given a program trace and a fixed processor configuration let $T_A$ be the running time of the trace, scheduled using method $M_A$. The running time is measured in number of cycles, that an execution takes on the machine configuration being considered. We are interested in determining the following relative and absolute speedups through our experiments:

1. The first measure or relative speedup of interest is $R_{L,G}$ relative to $V$ which is

$$R_{L,G} = \frac{T_L - T_v}{T_G - T_v}$$

This ratio compares the relative advantage that run-time scheduling in hardware has to offer, when compared to global scheduling — recall that global scheduling is designed to represent the limit to performance improvements that can be achieved. In this measure, the run-time scheduler is assisted by a conventional basic-block scheduler $L$, which is typically a part of modern optimizing compilers for superscalar processors [28]. Both of these are compared relative to basic-block scheduling in the context of a processor with no hardware support for scheduling, i.e., the method $V$.

2. The next measure is $R_{E,G}$ relative to $V$ which is

$$R_{E,G} = \frac{T_E - T_v}{T_G - T_v}$$

This measure compares enhanced local scheduling in the presence of hardware lookahead $E$, to global scheduling; again, the comparison is relative to basic-block scheduling on a processor with no hardware support $V$. Specifically, we will consider a basic-block scheduler that uses the algorithm that we introduce in Section 6. This comparison gives us an idea of the relative power of hardware with assistance from the basic-block scheduler, over global scheduling.

3. The third and final measure of comparison is $R_{E,G}$ relative to $L$,

$$R_{E,G} = \frac{T_E - T_L}{T_G - T_L}$$

Here, we compare the relative advantage of enhancing the basic block scheduler. Specifically, we compare the improvement in performance that an enhanced basic-block scheduler gives us over global scheduling. Both these measures are compared with basic-block schedulers $L$ that are currently used in compilers — those that do not account for the presence of hardware lookahead.

The above ratios were referred to as relative speedups since one method was compared to another, relative to a third approach acting as a frame of reference. For example, in defining $R_{L,G}$, with respect to (method) $V$, $T_G$ is compared to $T_L$, with $T_v$ as the reference. We will also consider absolute speedups, by which two methods $A$ and $B$ are compared directly.

1.

$$S_{E,G} = \frac{T_G}{T_E}$$

This is particularly interesting since by looking at the data, we can easily deduce the relative performance of dynamic scheduling in hardware, enhanced by basic-block scheduling adapted to take advantage of this feature, when compared to completely global static scheduling methods.
\[ S_{E,L} = \frac{T_L}{T_E} \]

This ratio gives the percentage of speedup that the enhanced local scheduling method \( E \) yields, relative to conventional basic-block scheduling \( L \).

### 3.2.1 Throughput

We also compare the effect of the various scheduling schemes on how well the machine resources are being utilized. The measure that we use to characterize this factor is the *normalized throughput* (or *throughput* for short).

For ease of comparison across configurations, the throughput is normalized by the number of functional units. The formula for computing the throughput for some scheduling method \( A \) is

\[
NT_A = \frac{N}{mT_A}
\]

where \( N \) is the number of instructions in the trace, \( m \) the number of functional units, and \( T_A \) the completion time of the instruction stream and is expressed in the following units:

\[
\frac{\text{instructions}}{\text{functional unit} \cdot \text{cycle}}
\]

Normally, we would expect improvements in throughput to be positively correlated with those in speedup, and our results confirm this trend.

### 3.3 Significant Experimental Trends

We will now present our experimental results derived from running the above-mentioned scheduling approaches \( E, G, L \) and \( V \), on a variety of typical program structures. In deriving these programs, our primary motivation is to be able to isolate the effect of increasing scope on performance, as the processor configurations varied. Therefore, we generated a large family of program traces randomly, while simulating the typical effects of locality of usage, basic-block size variations as well as mixes of instruction types including loads and store and branches in each trace. More precisely, each program trace that we generated has about 200 instructions with about 10 - 20% load and store instructions. The generated program traces had average basic-block sizes ranging from 5 instructions per-basic-block at the low end, to about 40 at the high end.

All our simulations were done for a wide range of idealized machine configurations, where the processor always included one dedicated functional unit for loads and stores, and one for branch prediction. Additionally, it had a range of between 2 and 10 functional units for floating/fixed point operations. We considered configurations where these two types of functional units were interchangeable, as well as those where they had to be dedicated. Each of these functional units for computing floating and fixed point operations can be pipelined, with depths ranging between 2 to 8 stages; all the units have an equal number of stages. This yields an experimental base of about 5,000 machine configurations overall.

For these machine configurations, we varied the scope between 5 and 40 instructions and determined the speedup and throughput measures as follows. We generated and tested the performance of 30 distinct program traces, and averaged the resulting running times to derive the final measures of interest.

### 3.3.1 Speedup Ratios

We considered the relative and absolute speedups in the order in which we had described them above in Section 3.2. We remind the reader that our primary goal is to try and determine the impact of increasing
scope as the machine configurations vary. Therefore, in order to extract the significant trends, rather than plotting the actual data points, we take the linear regression of the speedup figures in question, and plot the results for increasing values of scope. (Note that we have plotted all the data points in the Figure 3 below to highlight the difficulty in displaying all the information; as can be seen there, the result is quite hard to evaluate. We intend to increase the sizes of the figures and display all the data, in an expanded full-version that is planned for journal submission.) In all of the figures shown below, we plot the trends parameterized by the basic block sizes and denoted by the letter $b$. For convenience, all the ratios are scaled by a multiplicative factor of 100 in these figures, resulting in the percentage of relative speedup.

Relative Speedup $R_{L,G}$ with respect to $V$

The relative speedup $R_{L,G}$ is shown in Figures 2 and 3 below. In the interests of space, we restrict our presentation in this section to the extreme values of the numbers of functional units ($m$), as well as pipeline depths ($k$) in these figures. The goal is to be able to understand the effect of scope, as the machines become increasingly parallel along these two dimensions of ILP.

The first and most obvious trend is that run-time scheduling is able to achieve between $40 - 100\%$ of the performance of global scheduling and as would be expected, the gains in hardware improve with scope. Typically, for basic-blocks of size 40 or less, the hardware scheduler is very competitive with global scheduling; recall that a conventional basic-block scheduling method $L$ is assisting the run-time scheduler in this comparison. Furthermore, the trends indicate that the gains achieved by the hardware scheduler are somewhat less pronounced with shallow pipelines ($k = 2$ as shown in Figure 2) than with deeper pipelines ($k = 8$ shown in Figure 3).

![Figure 2](image_url)

**Figure 2:** Percentage of relative speedup of run-time scheduling $R_{L,G}$ with respect to a machine with no-hardware scheduling for pipelines of depth 2

Relative Speedup $R_{E,G}$ with respect to $V$

For completeness we also made the same comparisons as above with the basic-block scheduler being replaced by an enhanced basic-block scheduler. As shown in Figures 4 and 5 below, the trends are identical with the exception that the enhanced basic block scheduler helps the run-time hardware “catch-up” with global scheduling somewhat more rapidly. (We will consider this improvement more directly, when we discuss the absolute speedup ratios below.) To see this, we only need to make a comparison with the corresponding trends in Figures 2 and 3 respectively. For example, the data in Figure 2 (a) corresponds to that in Figure 4 (a) — both experiments are conducted using the same input data on identical processor configurations.

---

*Each data point represents the average value from 30 samples.*
— and each of the trends in the former figure can be directly compared to that in the latter. The relative speedups start at slightly higher values in the current case and reach 100% relative speedup more quickly than $R_{L,G}$ with respect to $V$.

**Relative Speedup $R_{E,G}$ with respect to $L$**

Here, our goal is to understand the value of enhancing the basic-block scheduler to take advantage of the dynamic scheduling at run-time. Once again, we use global scheduling as the envelope or limit to ILP, that can be extracted from the source program.

Note that the numerator in our ratio $R_{E,G}$ is the number of cycles that enhanced basic-block scheduling gains, over global scheduling. As the trends indicate, for small $k$ and $m$ (Figure 6 (a)), enhanced basic-block scheduling in conjunction with the run-time scheduler achieves between 25 – 90% of the performance of method $G$; note that the denominator quantifies the performance advantage of global scheduling over basic-block scheduling. Also, note in the same figure that this performance improvement is much more pronounced for larger basic-block sizes since the enhanced scheduler has more room to optimize.

A particularly interesting trend is that with increasing ILP, the relative advantage of enhanced basic-block scheduling actually drops (Figure 6 (b)) as the scope goes up. The reason for this is that with increasing ILP, the run-time hardware can perform quite well independent of any assistance from the compile-time scheduler. To understand this better, let us reconsider the essential advantage of compile-time scheduling: to prioritize instructions so that in the presence of contention for (critical) functional-units, instructions that expose greater ILP are given priority. This advantage is less significant as the contention diminishes due to greater ILP in the current configuration. For example, let consider the case of a configuration with an unlimited number of functional units. In this case, any run-time scheduler *with unlimited scope* — note that our drop in performance is with increasing scope and hence is tending towards the “unlimited” case — will do equally well independent of the compile-time support, since all available instructions are immediately scheduled on each cycle.

**Absolute Speedup $S_{E,G}$ with respect to $V$**

This ratio is particularly interesting since it gives us a very direct measure of the rate at which the hardware scheduler, assisted by enhanced basic-block scheduling, can approach the limit case of global scheduling. The Figures 7 and 8 show this speedup for the four extreme points in the space of configurations of interest to us.

As can be seen there, enhanced basic-block scheduling can assist the hardware to where it achieves over 90%
Figure 4: Percentage of relative speedup of enhanced run-time scheduling over global — $R_{PE}$ — with respect to a machine with no-hardware scheduling for pipelines of depth 2

Figure 5: Percentage of relative speedup of hardware $R_{L,G}$ for pipelines of depth 8
of the (maximum) possible speedup that global has to offer. Furthermore, with few exceptions, it reaches the limit of 100% with a scope size of 40; exceeding 100% implies that we can actually do better than the form of global scheduling used in our experiments, which is very unlikely.

Figure 6: Percentage of relative speedup of hardware with enhanced basic block scheduling $R_{E,G}$ with respect to $L$

A second interesting trend is that this speedup grows with the size of the basic block. We expect that this trend is driven by the acknowledged improvement of basic-block schedulers, with increasing basic-block sizes.

**Absolute Speedup $S_{E,L}$ with respect to $V$**

This ratio directly yields the benefit gained by enhancing the basic-block scheduler using the algorithm in Section 6. The broad trends are indicated in Figure 9. The most significant trend to observe is that the advantage that the enhanced scheduler of type $E$ has over the more rudimentary kind of scheduling $L$, goes
down with increasing scope in the run-time scheduler. We postulate that this is due to the fact that hardware is able to discover most of the instruction level parallelism in the presence of large scope, and any extra compile time help becomes inconsequential. However, we note that the actual speedup values are very small and are typically in the vicinity of $1 - 3\%$\(^9\).

Figure 8: Absolute speedup $S_{E,G}$

Figure 9: Absolute speedup $S_{E,L}$

**Throughput:**

As noted before, the trends in throughput are very similar to those demonstrated in the context of speedup. However, an interesting new trend that we observed was that the throughput dropped substantially with increasing ILP in the processor. This implies that despite the scheduling support, the expected performance improvements with increasing ILP are less than linear — the drop in throughput was about 40\% when the

---

\(^9\)This range is not immediately apparent without inspecting the full data set, which will be provided in the full-version.
number of functional units goes from 2 to 4 for a pipeline of depth 4. The remaining trends were very similar to those demonstrated by the speedup measures. Therefore, in the interests of not duplicating similar information, we will restrict our discussion to two of the trends as representative examples.

1. The enhanced global scheduling approach $E$ tends towards the global method $G$ with increasing scope and basic-block size.

2. Increasing basic-block size improves throughput in the case of approaches $E$ and $L$ since the basic-block schedulers perform better with larger basic-blocks.

### 3.3.2 The advantages of compaction

The overall trends that we have discussed thus far were present consistently in processor configurations that compacted the instruction stream, as well as in those that did not. However, a very conclusive and interesting relationship emerged between the trends in the two settings. This relationship has to do with the advantage that compaction has in influencing the performance of the machine. The traditional belief is that compaction benefits run-time schedulers by exposing more instructions in a given “look-ahead window” i.e., the instructions that can be moved out-of-order for a given scope. Our experiments systematically and quantitatively confirm this expectation and we will now highlight this result by comparing the corresponding values of the absolute speedup $S_{L,G}$. The reason for choosing this ratio is that $L$ denotes the raw improvement of hardware-scheduled code with basic-block scheduling being very elementary, as one would expect in a typical superscalar setting today.

In Figure 10, we show the two “cones” for these configurations defined by the speedup ratios, with basic block size 11 and 35 defining the extreme boundaries. These ratios are derived for a machine with two functional units, each of which are pipelined to be of depth two. All the speedup values for each of two cases lie completely within the appropriate “cone”. Note that the cone for the case of compaction dominates that for the case without any compaction. Furthermore, there is an overlap in the region where the latter starts achieving similar speedups as in the case of machines with compaction, however for larger basic-blocks.

Now, as we increase $k$ to 8, the two cones completely separate out as shown in Figure 11 and the speedups achieved by the case with compaction completely dominate those without, as a dramatic demonstration of this trend. In this case, the compaction has a very pronounced advantage in yielding performance improvements.

![Figure 10](image-url): The shift in the absolute speedup $S_{L,G}$ with $k = 2, m = 2
Finally, this advantage of compaction is diminished somewhat with increasing ILP as shown in Figure 12. For example, as $m$ is increased to 10 the speedup gains of the configuration with compaction are comparable to those without.

Collectively, we can conclude from these trends that the benefits of compaction are particularly advantageous and hence desirable to have in the machine: (i) if the scopes are not too large, (ii) when the machine has limited to modest ILP ($\leq 4$ functional units), (iii) or when the program has relatively small basic-blocks. If one or more of the above three attributes are not true, then the added cost to support compaction ought to be reconsidered if hardware resource is an issue.
4 Modeling the Domain

The domain of interest to us consists of programs executing in a modern superscalar RISC processor. For convenience, we will introduce the modeling details in two parts. First, in Section 4.3 below, we will present some preliminaries that formally define the notion of instruction scheduling in general; this will not involve any discussion of hardware for the support of dynamic (run-time) scheduling. Following this, in Section 4.4, we will formally define the model to account for the latter case as well.

4.1 Program Representation

As noted before, the scope of our optimizations are instruction traces. A trace is formally represented as a weighted Directed Acyclic Graph (or DAG) \( G = (V, E; BB, \rho, w) \), where each instruction \( i \) on the trace is represented as a node in \( V \). We use \( BB(i) \) to denote the basic block in which \( i \) occurs in the original program. We also have a function \( \rho \) which maps basic blocks into the set \( \{1, \ldots, L\} \), such that \( \rho(x) < \rho(y) \) if basic block \( y \) is control dependent on basic block \( x \). Informally, this function gives us the sequence in which basic-blocks occur were we to adhere to the control-flow of the original program. The edges \( E \) in the trace represent data dependencies. There is a directed edge from node \( i \) to node \( j \) whenever instruction \( i \) has to be executed before instruction \( j \).

These traces execute on a pipelined machine and hence, might involve additional delays during the execution due to latencies. Specifically, given an instruction \( i \) issued at time \( \tau(i) \), it may not always be possible to issue another instruction \( j \) at a later time \( \tau(i) + t, t > 0 \), because the result(s) of \( i \) are not yet available and \( j \) uses them. This delay is referred to as the inter-instruction latency (or latency for short) of \( i \) relative to \( j \), and is modeled by the integer weight \( w(i, j) \) given to edge \((i, j)\). An example of a graph representing the program is given in Figure 13, where a program consisting of two basic blocks is shown. Each instruction is represented by a node (which for ease of reference are labeled). The last instruction, \( c \), in basic block 1 is the conditional branch. Control flows to basic block 2 from block 1, as determined by using profiling information to be the most likely path\(^{10} \). The basic block to which an instruction belongs to, is represented by the index of that instruction. The first basic block is composed of instructions \( a, b, c \) and \( d \), and basic block 2 is composed of instructions \( t, u, w, x, y \) and \( z \). The number next to an edge connecting two nodes represents the latencies between these instructions.

![Graph representation of a program](image)

Figure 13: Graph representation of a program

4.2 The Superscalar Processor

These traces execute on a superscalar pipelined processor specified as follows. There are a total of \( T \) types of functional units in the processor: fixed point units, floating point units, branch units and so on. Each functional unit type \( T \) is implemented in a superscalar processor as a pipeline with \( k_T \) stages; the number of stages is also referred to as the depth of the pipeline. For example, let us consider a machine with fixed and floating point units denoted respectively as types 1 and 2. Also let the floating point unit have three

\(^{10}\) Control could also flow out of block 1 to other basic-blocks not shown in the figure, with lower probabilities.
stages and the fixed point unit have two stages; \( k_1 = 3 \) and \( k_2 = 2 \). For convenience, we will represent the type of functional unit \( f \) in the target processor by the function \( \text{type}(f) \).

Let \( m_t \) be the number of functional units of type \( t \). Then there are a total of \( m = \sum_{1 \leq t \leq T} m_t \) functional units. A particular instruction \( i \) in the trace might need to use a specific functional unit, such as a fixed point unit. This requirement is specified by \( \text{unit}(i) \) for each instruction \( i \) in the trace.

### 4.3 In-order Execution

The CPU fetches instructions from memory and executes them. Instructions are arranged in a linear sequence generated at compile-time which will be referred to as the instruction stream. For convenience, let us consider these instructions as residing at increasing address locations in the program space. Based on these addresses, a natural order is imposed on them: \( i < j \) if and only if instruction \( i \) resides at a lower address than instruction \( j \); we will informally say that \( i \) occurs earlier than \( j \) in the stream.

To describe the run-time behavior of the processor, we will adopt a simple idealization which is valid from the viewpoint of the instruction scheduler. In particular, we will consider a model that reflects the behavior of early RISC processors [21, 16, 35] that did not embody any dynamic support for instruction scheduling; instructions were executed strictly in the order specified by the compiled instruction-stream.

In this setting, we have a program counter \( PC \) which always points to the next instruction \( i \) to be executed. We have a parameter \( S \) which denotes the current scope of the window from which instructions can be executed\(^{11}\). At any given cycle, instructions are either ready or are waiting; we will return to a formal definition of this issue later. Informally, ready instructions can be issued since all their inputs have been computed and ready. Note that we can issue at the rate of one instruction per-functional-unit on each cycle. In this section, we will assume that\(^{12}\) \( S = m \).

In this model, the processor chooses no more than \( m_t \) instructions of type \( t \) such that whenever any instruction \( j \) is chosen and issued on the current cycle, every instruction \( 1 \leq i' < j \) must also be issued. In other words, the processor issues as many instructions that can be issued, subject to availability of functional units, in contiguous order starting with the currently available one. It stops issuing as soon as a "non-ready" instruction \( j' \) is encountered at which point \( PC \) is updated to point to \( j' \). An example is provided in figure 14.

An instruction stream is shown here with the instructions having the dependencies shown in figure 13. Consider that the machine it is executed on has three identical functional units, capable of executing any of the instructions in the example. For each time step, the instructions in the current scope are shown in boldface, and those which are executed are underlined. Note that at time step 2, even though both \( b \) and \( t \) are ready and in the scope, only \( b \) can be issued because \( c \) is not ready.

### 4.4 Out-of-order Execution and Hardware Lookahead

As noted before, the trend in modern superscalar RISC processors is to have varying levels of run-time scheduling [14, 15]. In this case, the processors have special hardware support [27, 22, 7] to analyze the current program dependences "on-the-fly" and schedule as many independent instructions as possible on a given cycle. Consequently, in these modern processors and in the interest of finding multiple independent instructions that can be co-scheduled, invariably \( S > m \).

Once again, let the current instruction to be issued, and hence the one which \( PC \) points to, be \( i \). In our present setting, the processor issues greedily as many ready instructions as possible from the range \( i, (i + 1) \ldots (i + S - 1) \) of the instruction trace. For convenience, we will refer to \( w = S - m \) to be the width of the lookahead window.

Having stated this, it is now interesting to consider the possibility that should an instruction be executed

\(^{11}\)In the very early machines, \( S = 1 \) since the processors had a single pipelined functional unit.

\(^{12}\)If \( S < m \) then the machine is not able to start instructions on all its functional units in the same time step, and resources are under-utilized.
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Figure 14: Inorder execution

dynamically out-of-order, it should not be re-executed as the program counter advances as shown in the example. In Figure 15 we run the same instruction stream as in Figure 14, on a machine with three functional units, but capable of out-of-order execution this time. At time step 2, both instructions b and t are issued, but not c; hence, t remains (inhibited) in the scope until c is issued, as indicated by the shaded boxes in the figure.
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Figure 15: Out-of-order execution without compaction

Typically, hardware implementations attempt to solve this problem in one of two different ways and we will briefly review each in turn for completeness.

4.4.1 Architectures that Don't Compact

In the earlier settings for machines with lookahead, the problem of avoiding incorrect executions — such as reexecuting instruction t in the previous example — were dealt with by “tagging” them. As the PC advances, the hardware does not execute tagged instructions but rather skips over them.

For the purpose of present discussion, we will abstract this notion of tagging and represent it conceptually as a single inhibition bit that is associated with an instruction in scope; note that this is meant only as a
mechanism for explaining the notion and need not reflect the actual implementation. In this setting, the instruction always remains in the scope whether it has been executed or not. However, it is not reexecuted if its inhibition bit is set.

Upon issuing a superscalar instructions, the PC is readjusted to point to the next instruction in the stream that has not been issued yet, as shown in Figure 15.

A disadvantage of the above implementation is that “dead” instructions remain in the instruction stream and use up a part of the current scope. Consequently, only a part of the instructions in the current scope — those whose inhibition bits are not set — are useful to the run-time scheduler. However, the current trend in processor design with instruction caches is helping overcome this drawback; we will briefly review this approach now.

4.4.2 Compacting the Instruction Stream

In the presence of the instruction cache, the processor moves instructions from program memory to the cache, from where they are executed. Consequently, the current snapshot of the instruction stream that the processor executes is the part that is resident in cache. In this setting, dispatching a subset of instructions to cache and executing them (logically) eliminates them from the current scope. Only those instructions that have not been executed yet remain in cache. Consequently, in this approach, all the instructions in the current scope are eligible (i.e. not inhibited) and hence potential candidates for execution. As noted in our previous results (Section 3), compaction offers performance advantages since no part of the scope is wasted on dead instructions. An illustrative example is shown in Figure 16, where the program as before was run on a machine with three functional units, and out-of-order execution with compaction. Note that with compaction, in cycle 3, instruction t is no longer in the scope.

\[
\text{I-stream: } \quad d \ a \ b \ c \ t \ w \ x \ y \ z \ u
\]

Time step

\[
\begin{array}{llllll}
1 & d & a & b & \ldots \ldots \ldots \\
2 & b & c & t & \ldots \ldots \\
3 & c & w & x & \ldots \ldots \\
4 & c & w & x & \ldots \ldots \\
5 & x & y & z & \ldots \ldots \\
6 & x & y & z & \ldots \ldots \\
7 & y & z & u & \ldots \ldots \\
\end{array}
\]

Figure 16: Out-of-order execution with scope compaction

5 Instruction Scheduling at Compile-time

Instruction scheduling is recognized to be an important step in producing optimized code for RISC processors with ILP; this was especially true of the early processor designs that did not include any hardware scheduling support. As a result, optimizing compilers incorporated an instruction scheduling phase as shown in Figure 17.
Informally, this phase typically involved arranging the instructions statically at compile-time so that if the instructions are executed in this sequence on the target machine, the overall completion time is minimized. An example of a schedule for the program with two basic-blocks in Figure 13 for a machine with two functional units is shown in Figure 18. In the rest of this section we will discuss the notion of scheduling a trace, as if it were done in isolation, that is, as if only the trace is executed on all runs of the program.\footnote{In reality, it is likely that off-trace branches are taken, but our experiments and comparisons are defined completely in the context of a trace.}

Formally, given a trace \( G \), a \emph{schedule} \( S \) is a pair of functions \((\sigma, M)\), where \( \sigma(i) \) denotes the \emph{scheduled start time} of instruction \( i \) \((\sigma : V \to N)\), and \( M(i) \) denotes the functional unit assigned to instruction \( i \) \((M : V \to \{1...m\})\).

When scheduling a trace on the target machine, we need to ensure that the data-dependences (inter-instructional latencies) and the resource availability in terms of the number of functional units, are all obeyed. Such a schedule is a \emph{valid schedule} if it satisfies both the data dependency constraints and the resource constraints, as defined below:

1. For all \((i, j) \in E\), \( \sigma(j) \geq \sigma(i) + w(i, j) + 1.\)
   
   i.e., The precedence constraints and inter-instructional latencies are satisfied for each instruction.

2. For all \(i, j \in V\) and \( i \neq j \), \( \sigma(i) = \sigma(j) \) implies that \( M(i) \neq M(j) \).
   
   No two instructions can be scheduled to start on the same functional unit in the same time step.

3. For all \(i \in V\), \( \text{unit}(i) = \text{type}(M(i)).\)
   
   An instruction of type \( t \) must be scheduled on a functional unit of the correct type.

A schedule is represented as a table, where column \( i \) represents the set of instruction scheduled to be executed at time step \( i \). The goal of instruction scheduling is to produce a schedule with minimum length. That length is referred to as the \emph{completion time}. The instruction stream is obtained from the schedule by linearizing the table column-wise. For example, the instruction stream in Figure 18 is produced by linearizing the schedule \( S \) as shown.\footnote{In the early RISC processors, the linearized instruction stream had to include the idle-cycles since hardware did not support interlocks; we assume that all current machines support hardware interlocking and hence idle-cycles can be skipped.}
5.1 Local versus Global Scheduling

The above description of instruction scheduling was in the context of a given program trace, and hence can span multiple basic blocks. We will call a schedule to be local when any two nodes $i$ and $j$ in different basic blocks appear in the order of their basic blocks: $BB(i) < BB(j) \Rightarrow \sigma(i) < \sigma(j)$. A schedule which is not local is called global. In Figure 19, three schedules are presented for the program in Figure 13 for a machine with only one functional unit. Schedules $S_1$ and $S_2$ are local schedules, and $S_3$ is a global schedule. It can be seen that they have different completion times, with the global schedule having the smallest one of these three. Also, $S_1$ has a smaller completion time that $S_2$ and indeed it is the best local schedule possible for a machine with inorder execution.

$$
\begin{array}{c|c|c|c|c|c|c|c|c|c}
 & a & d & b & c & t & u & w & x & y & z \\
S_1 & & & & & \hline \\
S_2 & d & a & b & c & t & w & x & y & z & u \\
S_3 & t & a & w & b & x & d & y & c & u & z \\
\end{array}
$$

Figure 19: Different possible schedules for a previous graph example

5.2 Global Scheduling and Side-effects

A significant issue that arises in the context of moving instructions globally — either statically at compile time, or dynamically at run-time — is that instructions move across branch points creating side-effects referred to typically as speculation and replication. In either case, and independent of whether the compiler or the hardware performs the code-motion, these side-effects require expensive repair, leading to overheads, as detailed in Figure 20; for a complete discussion of these issues, please see [9].

In this figure, the top row details code motion where the instruction goes from being executed sometimes since it is on one of the two conditional branches, to being executed always after the code-motion. This type of an execution is referred to as speculative, since the instruction $I$ in question is now being executed independent of which branch is taken, whereas in the original program it would have been executed only when the left branch is taken.

The complementary situation is shown in the two figures in the bottom row. In this case, after code motion, instruction $I$ is executed only when the left branch is taken, whereas previously, it is executed independent
of the branch. The solution in this case is to make a copy of \( I \) on the right branch as well — hence, the term replication.

Both of these side-effects can lead to prohibitive costs and consequently — depending on whether scheduling is performed in hardware or by the compiler — the designers limit the degree to which instructions can cross basic-block boundaries.

In our experiments, we will permit instructions that are not branches or merges to be moved without any restrictions. We note that in the case of run-time scheduling by hardware, this indeed is the current trend since the idea is that the scope extends only as far as complete code motion is possible. We will also permit similar freedom to global compile-time instruction scheduling on the trace.

In contrast, branches (and merges) are treated differently since the corresponding overheads can be prohibitive [11]. Consequently, current approaches to scheduling in both the compiler as well as the run-time hardware, is to limit the relative reordering of these instructions completely. We will retain this restriction in all of our experiments.

6 Enhanced Basic Block Scheduling Algorithm

Given that global scheduling is expensive to do, we would like to have a local schedule, so that it is simpler, but which takes advantage of what the machine can offer in terms of run-time scheduling. By not taking advantage of this knowledge, a better schedule might be missed. For example \( S_1 \), even though optimal for a machine with inorder execution, has a greater running time (13 time steps) than the sub-optimal \( S_2 \) (12 time steps) on a machine with out-of-order execution and scope \( s = 3 \). The algorithm presented below has these desirable features we wanted, and it is this algorithm that we have referred to as method \( E \) in previous sections.

The input to algorithm \( E \) is the graph \( G(V, E; BB, \rho, w) \), as presented in the introduction. The algorithm consists of two phases: assigning priorities to nodes and greedily scheduling them. However, both phases differ from those existing in traditional local schedulers.
6.0.1 Phase 1: computing priorities

The priority of a node has two components: a local priority and a global priority. For both components we will use the rank prioritizing function as presented in [29].

The way to compute the two components is described in the following. Consider each basic block \( A \) in the trace (except the last one), and its successor \( B \). Compute ranks to all instructions in basic blocks \( A \) and \( B \) considered together. The rank obtained for an instruction \( i \) will be its global rank component if \( i \) is in basic block \( A \), or its local component if \( i \) is in basic block \( B \). For the first basic block compute local ranks by considering it separately. Instructions in the last basic block in the trace will have their global priorities equal.

These two components can be combined in different ways for producing the priority of a node, resulting in different algorithms. We have experimented with two such possibilities: \( i \), we have given the two components equal weight and \( ii \), the priority of the node is established lexicographically (\( i \) has greater priority that \( j \) if \( i \)'s local priority is greater, or if they have equal local priorities and \( i \)'s global priority is greater). Because these schemes produced very similar results, henceforth we shall not distinguish between them.

6.0.2 Phase 2: scheduling

As in the traditional greedy scheduling, we maintain for each node \( i \) the earliest time step at which node \( i \) can be scheduled if it is to observe the data dependences it has on its already scheduled predecessors. This information is stored in \( \text{start}[i] \), and is initialized at 0. We also maintain \( \text{indegree} \) as the indegree of node \( i \) in the subgraph of \( G \) obtained by removing the outgoing edges of all scheduled nodes. Initially, \( \text{indegree}[i] \) is set to the indegree of \( i \) in \( G \).

We maintain a waiting list of instructions whose \( \text{indegree} \) became 0. The list is prioritized by their \( \text{start} \) value, and initially it is empty.

We also have for each basic block a list called \( \text{ready} \) which keeps instructions that can be scheduled at any time (subject to resource constraints). The \( \text{ready} \) lists are prioritized by the node’s priorities, and are initialized to contain all nodes with \( \text{indegree}=0 \) in \( G \).

Scheduling of node \( i \) consists of adjusting \( \text{start}[j] \) and \( \text{indegree}[j] \) for all direct descendants \( j \) of \( i \): \( \text{start}[j] \leftarrow \max \{ \text{start}[j], \text{time} + w(i, j) + 1 \} \), and \( \text{indegree}[j] \leftarrow \text{indegree}[j] - 1 \). Of course, \( i \) gets added to the scheduled instructions for basic block \( BB(i) \). Every time an instruction is scheduled, the number of instructions already scheduled (and the number of instructions remaining to be scheduled) in that basic block is incremented (respectively decremented).

A node \( i \) that has not been scheduled, is eligible for scheduling if it is ready (i.e. is in \( BB(i) \)'s ready list) and either \( i \), all instructions in basic blocks preceding \( BB(i) \) have been scheduled or \( ii \), all ready instructions in preceding blocks have been scheduled, and the sum of the number of instructions from \( BB(i) \) already scheduled together with the number of instructions remaining to be scheduled in all the preceding blocks is less than \( s \).

After scheduling nodes on all functional units has been tried, \( \text{time} \) is modified as follows: if at least one \( \text{ready} \) list is not empty, \( \text{time} \) is incremented; otherwise it is advanced to the value of the smallest \( \text{start} \) value from the waiting list. All nodes \( i \) from waiting whose \( \text{start}[i]=\text{time} \) are moved to the \( \text{ready} \) list of the corresponding basic block. The above process is repeated until all nodes have been scheduled.

6.0.3 Comparing the local and lookahead algorithms

The main difference between the lookahead and local algorithms is that the former “looks” at the next basic block(s) to gain more information. It improves on the local scheduling in both its components: priorities and scheduling. The ranks of the lookahead algorithm are a “refined” version of the local ranks because they take into account inter basic block dependencies. Also, the modified scheduling phase has the effect of discovering
that instructions with high priority in the second basic block will become ready at some early time step only because of out-of-order execution of its predecessors. Consequently it is unnecessary to fill all the idle slots among these instructions, because they would be executed speculatively.

7 Simulation and Trace Generation

Using software simulation, we have gathered data on the behavior of programs executing on machines with various degree of scope. The experiment is conducted in the following way. First, synthetic traces representing programs for machines of varying configurations are generated, with a total of 30 samples for each configuration. We then run the traces through our scheduler on three different algorithms — local, enhanced local and global. Each generated schedule is then fed into a simulator mimicking processors with and without compaction. As is typical in evaluating instruction scheduling approaches in isolation to understand its raw benefits, our simulator models an idealized RISC machine with an unbounded number of registers.

Our trace generator produces sample data in two phases: instructions generation and dependencies generation. In the first phase the boundaries of basic blocks are determined. We accomplish this by randomly selecting the locations of the branch instructions, i.e., the boundaries of each basic block. The location of the branch instruction, given a trace with average of basic block size of b, is chosen using a gaussian random source so that it is in the vicinity of the i-th instruction of the trace. Then, load, store and arithmetic instructions in the trace are generated in specified frequencies — these are input parameters — and distributed uniformly across the trace. Once generated, each instruction is tagged by its type which determines the number of inputs and outputs that it has.

Branch instructions are given one input edge to simulate its dependency on a a control variable. Load instructions are either given zero or one edge; the one-edge case simulates their dependence on address calculation. Stores are given one edge to simulate dependence on the value to be stored. Finally, arithmetic instructions are assumed to have up to 2 input edges representing the dependences on input arguments.

Next, we simulate the manner in which a compiler generates dependency edges during our “edge” generation phase by selecting the edges for each instruction one-at-a-time as follows: First, we maintain a set of definitions, or simply def nodes which denote the locations where variables are formally defined. This set represents the current collection of useful values which will be used further down the instruction stream. The instructions on the trace is then processed in sequence and dependences are added as follows.

Depending on the instruction’s type, the number of edges that feed it and hence the number of predecessors in the graph are well defined, as stated above. Given this fact its predecessors are chosen from the set of current defs randomly. After the dependency edges of an instruction have been selected, the instruction is added to the defs set, provided that it generates a new value as in the case of a load or an arithmetic instruction. We then repeat this process until all the instructions on the trace are processed.

To make the generated trace realistic, we also simulate the locality of reference of typical programs — the value used as input for an instruction tends to refer to result computed recently. Each definition in the defs set has a chance of getting deleted from this set after an instruction is processed. Additionally, we skew the probability of it being deleted from the current set of defs so that recent additions to the set have a better chance of surviving.

8 Analytic results

We have analytical characterizations of the limits to speedup that the run-time scheduler with lookahead hardware can achieve over processors that do not have this feature. Unlike the experimental phase, we will not be considering the impact of any compile-time optimization. We will use \( T_V \) to denote the running time of a given program on a machine with no hardware scheduling, but with an instruction scheme generated by greedily optimizing basic-blocks locally; only step 3 from our overall framework for instruction scheduling is applied. The same stream is also fed to a superscalar processor with hardware scheduling and takes \( T_H \)
cycles. All the machine and program parameters are otherwise the same, and the processors do not compact the instruction stream in what follows.

As before, we say that an instruction \( i \) is executed speculatively provided it is executed out of order across basic-block boundaries; it is executed ahead of at least one branch\(^\text{15}\) instruction ahead of it in the original instruction stream. Let us characterize the **speculative degree** \( d \) of the scheduling scheme to be the number of basic block boundaries that an instruction can cross in the above sense. When the speculative degree \( d > 1 \), the instructions can be pulled from two or more different basic blocks and interleaved together in a single cycle. This value is of interest to us since the advantage that the hardware scheduler has, and hence improvements to \( T_H \) follow from this movement. More precisely, maximal amount of interleaving \( M \) is limited by the maximal speculative degree of the hardware scheduler \( d \), and the number of available idle slots, i.e.,

\[
M \leq \min(d + 1, m(k + 1)) \tag{1}
\]

An interesting analytical characterization of the speedup \( \frac{T_V}{T_H} \) is:

**Theorem 1** For all \( k \), \( m \), \( d \), and \( s \),

\[
\frac{T_V}{T_H} \leq 1 + M \frac{mc(k + 1)}{mc(k + 1) + M(b - c)}
\]

with \( M = \min(d + 1, m(k + 1)) \)

and \( c = \min(s - 1, b(s - 1)/s) \)

Here, \( c \) denotes the average number of instructions that are executed speculatively per basic-block and equals \( \frac{S}{L} \) where \( S \) is the total number of speculatively executed instructions and the given program trace has \( L \) basic blocks in it.

Due to limitations of space, we will not be able to present the details of how this speedup is derived but will summarize some of the main trends below.

- If \( b \to \infty \), then \( c \to (s - 1) \), and \( T_V/T_L \to 1 \)
  This is quite intuitive since, as the average length of the basic block increases for a given size of the trace, the number of basic-blocks in it go down. Consequently, the compile-time basic-block scheduler performs increasingly better in relation to the run-time scheduler.

- If \( s \to \infty \), then \( T_V/T_L \to 1 + M \)
  If the scope \( s \) increases while the other parameters stay fixed, the performance of \( H \) becomes increasingly better and approaches that of a global method \( G \) whereas \( V \)'s performance does not improve. It is easy to see that \( 1 + M \) is the maximum speedup possible since it is the limit of the number of instructions that can be moved out of order by the run-time scheduler to fill idle cycles.

- If \( m \to \infty \), then \( M = d \), and \( T_V/T_L \to 1 + d \)
  This tells us that by increasing the number of functional units, we can increase the speedup that run-time scheduling has to offer, but the increase is eventually limited by the number of instructions that can be moved across basic-block boundaries and hence by permitted speculative degree \( d \).

9 Conclusions and Remarks

The thrust of our paper has been to understand the relative value of incorporating instruction scheduling in hardware via run-time schedulers, versus compile-time support for it. These tradeoffs between architecting

\(^{15}\) In general, these could be merge instructions also.
the compiler versus the processor are ubiquitous to the RISC wave, and we view the results of our study as a step in understanding this boundary in the context of instruction scheduling.

A significant conclusion is that in the presence of processors with run-time hardware, the need for aggressive compile-time/global scheduling is not very pronounced. However, we do show that dynamic schedulers improve with some assistance from local (basic-block) scheduling, done at compile time. We found it surprising that the performance of the run-time scheduler was substantially good even when the competing compile-time global scheduler was endowed with the ability to predict branches perfectly — an expectation that is not true in practice.

All of the above experiments were performed with synthetically generated program traces, as described in Section 7. Our intention in doing so was motivated by the control that we have in selectively generating families of these program structures with emphasis on particular parameters in isolation; for example, we could structure the programs to emphasize particular pipelined latencies and mixes of instruction types. We are currently in the process of extending our experiments to include “realistic” workloads derived from the SPEC family of benchmarks. Here, we are working closely with Christopher Gleser of Nullstone Corporation to generate the representative test programs and necessary profiling information.
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