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Figure 10: A logmap image transmitted in 0.26 sec-
onds via a long-distance voice-grade telephone connec-
tion from Chicago to New York on August 5, 1991

Telecortex overcomes at least one major problem of
consumer acceptance: that the user must remain in
one place, (2) our analog channel coding technique
maintains constant frame rate and works well over a
variety of noisy analog voice channels, and (3) except
for the SPM, the prototype is constructed of only low-
cost commodity parts, resulting in a very inexpensive
video phone system.

Our prototype contains no digital compression
functions other than the compression afforded by the
logmap itself. We hypothesize that standard digital
image compression does not commute with the logmap
transform, in the sense that the logmap represents a
reduction by a factor of 30 compared with the TV im-
age having the same field of view, but another factor
of, say, 10 is not achievable using standard compres-
sion techniques. In some sense, solving the attention
problem for the active vision transmitter means that
each image should contain a high information content,
or in other words, little intra-frame redundacny.

Motion compression is also not likely to reduce the
bit rate of an active logmap video communication sys-
tem. Unlike fixed video sensors, the active vision sys-
tem’s sensor constantly pans and tilts, so there is little
pixel coherence from one frame to the next.

As the technologies of eye tracking [14] [12] , space-
variant displays [13] [6] , and digital communications
advance, there will be little point to transmitting
uniform resolution images, because of the resolution

wasted in peripheral pixels. Future video communi-
cations systems will use logmap format to conserve
bandwidth by taking advantage of the space-variant
character of the human visual system 2
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Frequency domain signal analysis
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Figure 8: Frequency domain signal analysis: real axis.
The received signal is distorted by time delay, voice-
band attenuation, and other random noise.
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Figure 9: Frequency domain signal analysis: interpo-
lated correction factors, real and imaginary axes over-

laid.

one. But our telephone interface board contains all
the electronics necessary to implement a digital mo-
dem. The DSP can run software to emulate a variety
of modems.

4 Experiments

We built several versions of the Telecortex trans-
mitters and receivers. The first version used a pair of
Sun Sparcstation 1’s to test our analog channel cod-
ing scheme. We used the Sun’s audio port to play and
record the analog image signal. At first we simply
wired the audio out port of one Sun to the audio in
port of the other. The transmitting Sun derived the
logmap image from a digitized video image by execut-
ing the logmap transform in software.

After demonstrating the feasibility of the logmap
video telephone, we proceeded to build a transportable
system. We developed the telephone transmitter as an
optional peripheral to the Cortex-1 system. The trans-
mitter board consists of an AD2101 DSP chip, RAM
and ROM, telephone codec, telephone line interface,
digital inputs and outputs and analog buffering cir-
cuitry. The transmitter received logmap images from
the Cortex-1 sensor through a 2MHz serial connection.

The Telecortex receiver used only two boards from
the Cortex-1: the phone interface board and video
display board. We developed a second, more compact
telephone-in video-out receiver combining the audio
and video functions on a single dual-processor board.
This prototype, measuring 9” x 6" x 2" is small enough
to fit in a briefcase The receiver is compatible with
all analog telephones (at least in the U.S.) and all
consumer NTSC television monitors.

We tested the Telecortex over long distance tele-
phone connections, between Chicago and New York,
Los Angeles and New York, New York and central
Florida, and between western Massachusettes and
New York. We also executed numerous tests through
the local New York Telephone network. Each test was
a success in the sense that the receiver displayed rec-
ognizeable images of people’s faces and simple objects
like pens, nametags, license plates and photographs.

5 Conclusion and discussion

We have constructed a prototype video telephone
based on our miniaturized active vision system. This
prototype has at least three advantages over conven-
tional digital video teleconferencing systems: (1) the



Frequency domain signal synthesis
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Figure 5: Frequency domain signal synthesis: real
axis. The set of signals forming a sinusoidal pattern
are the calibration channels. The nearly constant high
and low values are the pure black and white pixels in
the test image (previous figure). The sinusoidal pat-
tern is formed by the calibration channels.

Time domain signal

voice—band audio
40000

20000 ~ B

amplitude
=)

—20000 - B

—40000

0 2048

time sample

Figure 6: (Real) time domain signal transmitted
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Figure 7: (Real) time domain signal received

and so we find their approximate value by linear in-
terpolation. Figure 9 illustrates the interpolated cali-
bration correction factors.

The receiver implements these functions every 0.26
seconds:

1. Frame-synchronize to transmitter.

2. Record the time-domain signal.

b

Execute the fast Fourier transform.

e

Solve for calibration constants and interpolate.
5. Recover the frequency domain signal.

6. Map frequencies to pixels and copy to display.

Frame synchronization is implemented by detecting
the large spike in the image signal that arises from the
DC component of the image itself (see figures 6 and 7
). In pracitice we remove the DC component from the
image before the frequency mapping, but we transmit
a few seconds of high DC images in order for the re-
ceiver to frame-synchronize to the transmitter. One
frame synchrony is achieved, the receiver follows the
transmitter by phase-locking to one calibration chan-
nel.

Although we have developed a unique analog cod-
ing scheme well-suited to the noisy voice telephone
channel, this scheme is by no means the only possible



pression, the channel capacity is

PCL’U

C—Wlog(1+WN0) (1)
[10], or 25942 bits per second. Other sources claim bit
rates up to 49000, but even the best adaptive FDM-
QAM modems in existence today achieve a bit rate
of around 15000 per second, and only under optimum
noise conditions. Modems need much of the excess
capacity for error-detection and correction processes.
FDM-QAM modems use adaptive algorithms that ad-
just C' according to the signal-to-noise ratio on the
line. Thus, under a digital channel code the frame
rate (pixels per second) varies according to the SNR.
With our analog transmission scheme the frame rate
is always constant. What improves with SNR is the
picture quality.

The Telcortex consists of a transmitter and receiver
pair. The transmitter constructs a quadrature signal
in the frequency domain, transforms the sigal to a real,
time-domain signal, then modulates the signal onto
the phone line through a codec. The receiver digitizes
a distorted version of the time-domain signal, trans-
forms it back to the frequency domain, and recovers
the pixel brightnesses. The details of these functions
are the topic of the next two subsections.

3.1 Transmitter functions

The transmitter constructs an analog signal in the
frequency domain, then applies a fast Fourier trans-
form (FFT) to convert the image signal to create a
time domain signal. The transmitter divides the fre-
quency band into 768 channels, and modulates two
values in quadrature on each channel. Every 16th
channel carries a special calibration signal enabling
the receiver to recover both the phase and magnitude
of the transmitted signal (see figure 5 ). The remaining
channels carry the 8-bit pixel intensities. But before
mapping pixel values to channels, the transmitter re-
moves the image DC component and, becuase we chose
calibration values that sum to zero, the resultant sig-
nal maximizes the signal-to-noise of the time domain
waveform. One extra channel carries the image DC
component. With the signal synthesized in the fre-
quency domain, the FFT algorithm implements a fast
conversion to a real, time-domain signal.

Then, it converts the time signal to voltage through
an analog-to-digital converter (ADC). The ADC is
coupled to the phone line through a Cermetek CH1817
telephone interface module.

The transmitter implements a sequence of these
steps every 0.26 seconds:

o ey et

e
O
yd

Figure 4: We use this logmap image to explain our
analog channel coding technique.

1. Map pixels to frequencies and set calibration
channels.

2. Make the frequency domain signal Hermetian.
3. Execute the fast Fourier transform.
4. Amplify the (real) signal in software.

5. Convert to mu-law and play.

The play operation actually overlaps with the other
steps. Because the sampling rate of our ADC is only
8KHz, compared with a processor speed of 12MHz,
the transmitter implements the play operation with
an interrupt routine activated by a timer every 1.25 x
10~* second.

3.2 Receiver functions

The receiver regenerates the picture signal by de-
tecting the phase an amplitude distortion of the cali-
bration channels, and calculating a set of complex con-
stants to multiply with the received calibration values
to obtain their original values. We assume that these
constants change little between calibration channels,



Figure 2: The video telephone is one application of our
miniaturized active vision system, Cortex-1, shown
here.

Figure 3: The Spherical Pointing Motor and camera
sensor. The camera head (CCD and lens assembly)
measures only 8 x 8 x 10mm. The SPM takes up a
volume 4 X 5 x 6cm.

interface between the CCD and the DSP is a camera
driver board which provides timing signals to the CCD
and converts analog brightness levels to 8-bit digital
data for the processors.

Another DSP board creates the video display sig-
nal; a standard RS-170 monochrome signal compatible
with consumer TV sets in the U.S. and Japan. The
third DSP implements the telephone interface.

2.2 Pan-tilt actuator

The Spherical Pointing Motor (SPM) is a novel
pan-tilt actuator using three orthogonal motor wind-
ings to achieve open-loop pan-tilt actuation of the
camera sensor in a small, low-power package. The
SPM can orient the sensor through approximately 60°
pan and tilt, at speeds up to 1000 degrees per sec-
ond. It measures 4 X 5 x 6cm and weighs 170 grams.
The control currents in the three motor windings vary
under pulse width modulation control. We reported
details of the SPM in two other papers [2,4].

3 The Telecortex

The Telecortex implements an analog channel cod-
ing technique to transmit the logmap images at about
4 frames per second. The radical reduction in pixel
count achieved by the logmap sensor enables us to
transmit through phone lines without any digital com-
pression, save the compression implemenetd by the
logmap itself.

The channel coding scheme divides the frequency
band into 768 channels, and modulates two values in
quadrature on each channel. Some channels are re-
served for special calibration signals enabling the re-
ceiver to recover both the phase and magnitude of
the transmitted signal. Although the technique bears
some resemblence to frequency-division multiplexing
(FDM) of quadrature amplitude modulation (QAM)
digital channel coding [7] [10] [5] , our scheme modu-
lates pixel values as the magnitudes of analog waves,
relying the human user to implement error correction
in his or her own visual system. Modem designers have
demonstrated that FDM-QAM achieves the highest
channel rates on the PSTN, but we have tried to push
beyond this rate by allowing image pixel noise to vary
with channel noise.

A PSTN line has a bandwidth of around W =
3000Hz, a signal power level P,,, = 400 times the noise
level W Ny, (i.e. 26 dB). According to Shannon’s ex-



an important and interesting topic, but outside the
scope of this paper. The International Teleconferenc-
ing Association ! publishes a list of video teleconfer-
encing vendors.

At least one telephone company, NTT, has em-
barked on a project to develop an intelligent video
codec, a system that combines a computer vision sys-
tem at the transmitter with a computer graphics sys-
tem at the receiver [1] [11] . Their idea is to reduce the
channel bit rate by sending high-level symbolic scene
descriptions rather that images per se. Our goal was
much less ambitious: to demonstrate that a low-cost
machine vision system can function as a video tele-
phone, compatible with the existing analog voice net-
work, by relying on image processing and the logmap
geometry to benefit the human interface.

2 A miniaturized active vision system

The video telephone is one application of our minia-
turized active vision system, Cortex-1. This system
consists of the emulated logmap sensor (which will
be replaced by a custom VLSI sensor in the near fu-
ture), a miniature pan-tilt mechanism, controller, gen-
eral purpose processors, and display. The controller
consists of a camera driver, a 2 MIPS programmable
microcontroller (Motorola MC68332), a video display
driver and up to 3 12MIPS digital signal processors
(Analog Devices AD2101). The actuator and cam-
era are mounted to the chassis (14 x 22 x 22 ¢m) and
connected by twisted-pair cables. The prototype is
powered from a standard 110 Volt AC line, but uses
less than 25 watts and could be battery powered.

2.1 Camera sensor

The camera sensor consists of a miniature com-
mercially available CCD and a custom lens assembly
mounted in the SPM. The CCD image is converted to
a logmap image containing 1376 pixels. Its maximum
central resolution is 0.175 degrees per pixel and its
horizontal field of view measures 33°. The sensor has
a fixed focus 4mm lens with a manually changeable
aperture (3 sizes). Imaged objects more than 40mm
away from the lens are in focus. The system outputs
up to 32 frames per second and measures 256 gray
levels per pixel. The camera head (CCD and lens as-
sembly) measures only 8 x 8 x 10mm.

One DSP runs the sensor emulation and forms the
logmap image by averaging sets of CCD pixels. The
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Figure 1: (a) The inverse logmap image and (b) The
forward logmap image. We enlarged the printed pixels
in the logmap (b).



Voice-bandwidth visual communication through logmaps:
The Telecortex*

Richard S. Wallace
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Abstract

We present a robotic video telephone application
of the Cortex-1 miniaturized space-variant active vi-
sion system. The embedded processor architecture of
Cortex-1 enables it to implement a variety of func-
tions not found in conventional video telephones, for
example the camera tracks moving users with its pan-
tilt mechanism. We also report an analog chan-
nel coding scheme to transmit logmap video images
through band-limited analog channels such as the pub-
lic switched telephone network (PSTN). The transmit-
ter divides the voice frequency band into 768 chan-
nels, and modulates two values in quadrature on each
channel. Some channels are reserved for special cali-
bration signals enabling the receiver to recover both
the phase and magnitude of the transmitted signal.
The remaining channels carry pixel intensities. We
synthesize the signal in the frequency domain and run
the FFT algorithm to implement a fast conversion to
a real, time-domain signal. A phase-lock loop keeps
the receiver frame-synchronized with the transmitter.
We constructed an experimental video telephone that
sends 1376 pixel logmap images at 3.9 frames per sec-
ond through the PSTN. Using the analog channel cod-
ing scheme, we achieve an effective data transfer rate
in excess of 40000 bits per second.
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the IEEE, Workshop on Applications of Computer Vision, Palm
Springs, CA, November, 1992. Please address correspondence
to Richard S. Wallace, Courant Institute of Mathematical Sci-
ences, New York University, 251 Mercer St., New York, NY
10003.

Benjamin B. Bederson

Bell Communications
Research
Morristown, NJ

Eric L. Schwartz

Cognitive and
Neural Systems
Boston University

Boston, MA

1 Introduction

We report the development of a video telephone ap-
plication built on a miniaturized active vision system,
Cortex-1 [3]. The vision system combines a logmap
camera sensor, high-speed pantilt, microprocessors, a
microcontroller, a telephone interface and a display.
The logmap camera is space-variant, having only 1376
pixels organized in a logarithmic geometry, much like
the human visual system. This radical reduction in
pixel count makes possible the transmission of logmap
images through band-limited analog channels, such as
the Public Switched Telephone Network (PSTN). Our
pantilt device, the Spherical Pointing Motor (SPM),
nearly matches the performance of the human eye in
speed and saccadic rate. The embedded processors
in Cortex-1 faciltate the development of machine vi-
sion algorithms to control the SPM, resulting in a pro-
grammable robotic video telephone. We call the video
phone application Telecortez.

Relying on its embedded processor power, the
Telecortex overcomes one of the frequently cited ob-
stancles to consumer acceptance of video telephones,
namely, that the user remain fixed in one place [8] [9]

We have implemented a simple real-time motion-
tracking program so that the camera sensor can fol-
low moving objects, such as a video phone user walk-
ing around. We have also experimented with more
sophisticated tracking algorithms, and expect the sys-
tem to run pattern recognition algorithms such as face
and gesture recognition, scene identification, and at-
tentional algorithms.

1.1 Background

The history of video telephone technology and the
development of the video teleconferencing industry is



