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Abstract

The ability to handle exceptions, to perform iter-
ated belief revision and to integrate information
from multiple sources are essential skills for an in-
telligent agent. These important skills are related in
the sense that they all rely on resolving inconsistent
information. We develop a novel and useful strat-
egy for conflict resolution, and compare and con-
trast it with existing strategies. Ideally the process
of conflict resolution should conform with the prin-
ciple of Minimal Change and should result in the
minimal lossof information. Our approach to min-
imizing the loss of information is to weaken infor-
mation involved in conflicts rather than completely
removing it. We implemented and tested the rela-
tive performance of our new strategy in three differ-
ent ways. We show that it retains more information
than the existing Maxi-Adjustment strategy at no
extra computational cost. Surprisingly, we are able
to demonstrate that it provides a computationally
effective compilation of the lexicographical strat-
egy, a strategy which is known to have desirable
theoretical properties.
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to build the consistent knowledge base wheis the number

of ranks in the knowledge base. The obvious disadvantage
of Adjustment, however, is that it can remove more formulae
than is necessary to restore the consistency of the knowledge
base if the independence of information is not made explicit.
In order to overcome this shortcoming another strategy called
Maxi-Adjustmentvas introducedWilliams, 1994 and im-
plementedWilliams and Sims, 2000 Maxi-Adjustment has
proved to be a useful strategy for real world applications e.g.
software engineerinfWilliams, 1994, information filtering
[Lauetal, 2004 and intelligent payment systerfid/ong and
Lau, 2000. The main idea of Maxi-Adjustment is to solve
conflicts at each rank of priority in the knowledge base. This
is done, incremently, starting from the information with high-
est rank. When inconsistency is encountered in the knowl-
edge base, then all formulas in the rank responsible for the
conflicts are removed. The other formulas are kept, and the
process continues to the next rank.

Clearly Maxi-Adjustment keeps more information than Ad-
justment, since it does not stop at the first rank where incon-
sistency is met. Even though Maxi-Adjustment propagates
more information than Adjustment, one can still argue that
Maxi-Adjustment removes too much information because it
adopts a sceptical approach to the way it removes the conflict
sets at each rank.

The purpose of this paper is to describe a significant improve-
ent to Maxi-Adjustment. We call this systeDisjunctive

Information modeling and management is a fundamental ac-, =~ = . ) : SR
o : : ; : ~Maxi-Adjustmentand denote it by DMA. The idea is simi-
tivity of intelligent systems. Intelligent systems require ro Igr to Maxi-Adjustment, except that information is weakened

such as exception handling, iterated revision and the integrér—]Stead of being removed when conflicts are detected. So in-

tion of information. In this paper we develop a novel andstead of removing all formulas involved in conflicts, as it is

useful strategy for conflict resolution which can be appliedd(.)ne II? MaXPAdIthstmenF,{DMtAtLakes the|rd|5{ur:ﬁt|ons [{Da'r'k
to exception handling, iterated revision, and information in-'/'S€- ' th€ rESUTLIS consistent, then we move to e next ranx.
tegration. Throughout we assume that the available informa.'—f the re;ult is still |ncon'S|ster}t,.then_ we r_eplaqe the formulas

conflicts by all possible disjunctions involvirgy formu-

tion is given as ordered knowledge bases, i.e. a ranking Ls'in the conflict sets and again if the result is consistent we
information as logical sentences. Solving conflicts in our con-2> ! : gan It urtt Istent w
ove to the next layer, and if it is inconsistent we consider

text means computing a consistent knowledge base. One well ~. i £ sizet 5 etc. Th | h It
known system that can deal with conflicts in knowledge base ISjunctions of Size4, 5, €tc. 1he only case where all Tor
mulas responsible for conflicts are removed is when the dis-

is the so-calledAdjustmeniprocedurgWilliams, 1994. In "' > © . . .
essence, Adjustment propagates as many highly ranked folunction of all these formulas is inconsistent with the higher
X riority information.

mulas as possible, and ignores information at and below thg .
highest rank where an inconsistency is found. The main ad- his paper focuses on the DMA strategy from the theoretical
vantage of this system is its computational efficiency. Fo#’jlnd experimental perspectives. In particular,

example, it only needs at mosbg,n calls to a SAT solver e We show that DMA is equivalent to the well known



lexicographical strategy[Benferhat et al, 1993; the formulae inK will have the lowest value, namely and
Lehmann, 1996 More precisely, we show that for an the other interpretations will be ranked with respect to the
inconsistent basé& if dpara(K) is the classical base highest formulae that they falsify. Namely:
obtained using DMA, andi..,(K) is the set of all  Hasinition 1 vu e Q,
lexicographically maximal consistent subbasesrof
then: o 0 V(¢“ kz) e K,w }: ¢z

Vb, Spara(K) F 0 iff VA € Spen(K), AF o, FEW) = { maz{k; : (ds, ki) € K and w I ¢;) otherwise.
In other words, we obtain the surprising and computa-

tionally useful result that DMA provides a “compila- | "€N, givensx associated with a knowledge basg the
tion” of lexicographical systems. models ofK are the interpretations s.t. ki (w) = 0.

e Itis well known that computing conflicts is a hard task, . . .
and we are able to show that DMA works even if the con-3 AdJUStment and Max"AdJUStment
flicts are not explicitly computed. For this, we propose3.1 Stratified vs ranked knowledge base

an alternative, but equivalent, approach to DMA caIIedWe have seen that ranked information is repre-
whole-DMA where disjunctions are built on the whole ¢ taq by means of knowledge bases of the form

stratum when we meet inconsistency instead of only oy~ _ {(di ki) + i = 1 n}. We sometimes also
’ = iy : = 1,...,n}

the conflicts. represent this basé< in a stratified form as follows:

e We also propose another equivalent alternative to DMAK = {S;,...,S,} where S; (i = 1,...,n) contains

called iterative-DMA where instead of considering dis- classical formulas o having the same rank and which are
junctions of size (3,4, etc) on the initial set of conflicts, more reliable than formulas &; for j > i. So the lower the

we only compute disjunctions of size 2 but on new setsstratum, the higher the rank.

of conflicts. In this representation, subbases are also stratified. That

e Lastly, we compare these different implementations ofS: if A is a subbase ofK’ = {5;,...,5,}, then

DMA experimently, and contrast their applicability. A = {Ay,..., A} such thatd; C S5, j = 1,....n.
(A; may be empty).

2 rdered information in hn’ F Conversely, we can represent a stratified base
dee ed K ormatio Spohn’s OC K = {5,...,5,} using a weighted knowledge base
ramewor by associating formulas of each stratato the same rank;.

We consider a finite propositional language denotedblyet ~ These ranks should be such that>...>k,.
Q be the set of interpretations.denotes the classical conse-

guence relation, Greek lettefsy, ... represent formulas. Let us now introduce the notion of conflicts and kernel which
We use Spohn’_s orc_jinal conditional functi¢Bpohn, 198}3_ will prove useful in the subsequent discussion:

]trameworllz, which is also known as the Kappa funcnonDefinitionz Let K = {Si,...,5,} be a stratified base. A
rameworx. conflictin K, denoted by, is a subbase oK such that:

At the semantic level, the basic notion of Spohn’s ordinal con- | )
ditional function framework is a distribution called an OCF, e C L (inconsistency),
denoted byx, which is a mapping fronf2 to A/, such that e Vo, p € C,C — {¢} ¥L (minimality).

Jw, k(w) = 0. N is the set of natural numbers(w) can be o ) )
viewed as the degree of impossibility of Definition 3 LetC be the set of all possible conflicts .

By conventions(w) = 0 means that nothing preventsrom ~ We define the kernel df, denoted byternel(K), as the set
being the real world, and(w) = +occ means thaw is cer- of formulas of which are involved in at least one conflict in

tainly not the real world The lowerx(w) is, the more ex- € i-€. kernel(K) is the union of all conflicts irk’.

pected it is, i.e. ifs(w) < k(w') thenw is said to be more  Formulas inK which are not involved in any conflict i

plausible than’. _ are calledreeformulas.
In practice, OCF distributions over all possible worlds are not

available, however a ranked knowledge base provides a con3.2 The problem
pact representation of an OCF distributiotilliams, 1994. 5, 4im in this paper is to address the problem of iden-
Since we will be working with ranked knowledge basesiining conflicts for the purposes of drawing plausible in-
throughout, we define a knowledge base to be ranked. In pafayences from inconsistent knowledge bases, iterated revi-
ticular, a knowledge base is a set of weighted formulas of thejqn ang information integration. Our technique for resolv-
form K = {(¢, ki) : i = 1,...,n} whereg; is a classical jny conflicts can be used: (i) to build a transmutation for
formula andk; is a positive number representing the level of jio ateq belief revisiofwilliams, 1994 where the new in-
priority of ¢;. The higherk;, the more important the formula ¢5mation can be incorporated into any rank, and (ii) for
P;. _ o theory extraction[Williams and Sims, 2000which pro-
Given K, we can generate a unique OCF dlstnt_)utu_)n, devides a natural and puissant mechanism for merging con-
noted byr, such that all the interpretations satisfying all gjcting information. Without loss of generality we focus
!Note that the notion of impossible worlds-¢o) does not exist 0N a particular case of revision where some new informa-
in original works of Spohn. tion ¢ is added to some ranked knowledge baseNamely,



given a knowledge bask, and a new formulg we com-  The idea in Maxi-Adjustment also involves selecting one
pute §(K U {(p,+00)}), the classical (not stratified) con- consistent subbase froft’ denoted byda a(K,). The
sistent subbase o U {(¢,+0c0)}. Then, ¢ is said to difference is that it does not stop at the first rank where it
be a plausible consequence BfU {(¢,+00)} iff (K U  meets inconsistency. Moreover, conflicts are solved rank by
{(¢,+00)}) F 4. In the rest of this paper we simply write rank. We start from the first rank and take the formulas-of
K, instead of U {(¢, +00)}. In a stratified form we write  which do not belong to any conflict ifyo} U S;. Let.S] be
{S0,51,...,5,} whereSy = {¢}. We briefly recall two the set of these formulas. Then, we move to the next rank
important methods to computé K U {(¢, +00)}): Adjust-  and add all formulas which are not involved in any conflict
mentand Maxi-Adjustment We will illustrate them using a in S] U S5, and so on. It is clear that Maxi-Adjustment keeps
simple example. We point the reader [illiams, 1994; more formulas than the Adjustment.
1994 for more details.

] Example 1(using Maxi-Adjustment)
3.3 Adjustment First, we havei, 4 (K-.) = {—c}.
From a syntactical point of view, the idea of AdjustmentistoThere is no conflict in dya(K-.) U S then
start with formulas having the highest rank/f, and to add ~ dama(K-c) < {—¢,maV =bV ¢,~d V c,me V c}.
as many prioritized formulas as possible while maintainingNow, S> contradicts 6y 4(K-.) due to the conflicts
consistency. We stop at the highest rank (or the lowest strafd, ~d V ¢,—=c} and {e,—e V ¢,~c}. Then, we do not
tum) where we meet inconsistency called the inconsistencdd the clauses fromS; involved in these conflicts:
rank of K., denoted byinc(K,). Opa(Koe) = dpa(K-e) U{f,~fV-gVc}
Note that a more efficient binary search based algorithniNow, Sz contradicts dy a(K-.) due to the conflicts
which only needd.ogsn consistency checks has been devel-{a,b,—a vV —b V ¢,=c} and {f,g,—~f V =g V ¢, ~c}.
oped and implementédWilliams and Sims, 2000 The se- Since all the clauses, exceph, from the stra-
lected base will be denoted by (K ). Note that the process tum S3 are involved in one conflict, we only add
of selecting the consistent base using the Adjustment for nek t0 dara(K-.).  Finally, we get: dya(K-.) =
pieces of information placed in the highest rank is identical{ —~¢,—~a V =b V ¢,—~d V ¢,=e V ¢, f,~f V =g V ¢, h}.
to that used in possibilistic logi®uboiset al, 1994. Note thatdps 4 (K-.) - h.
One can easily see that this is not a completely satisfactory
way to deal with the inconsistency since formulas with rank4
lower thanInc(K,) are ignored even if they are consistent
with the selected base. Although Maxi-Adjustment retains more information than
A formula ¢ is said to be an Adjustment consequence ofAdjustment, it can still be argued that it is too cavalier in the
K, denoted byK, F4 v, if §4(K,) F 9. One important  way it solves the conflicts.
property of Adjustment is that it is semantically well defined. In this section, we propose a new strategy which is a
More precisely, we have the following soundness and comsignificant improvement of Maxi-Adjustment. The com-
pleteness resulti(,, -4 © iff Vw € Pref(sk,),w F ¥, putation of the consistent base is essentially the same as
wherePref(rr,) is the set of interpretations which satisfy in Maxi-Adjustment, the only difference is when we meet
¢ and have minimal rank in the OCF distributief, given  an inconsistency at some rank, instead of removing all the

Disjunctive Maxi-Adjustment

by Definition 1. formulas involved in the conflicts at this rank we weaken
Example 1 Let K = {S;, Sz, S5} be such that them, by replacing them by their pairwise disjunctions. If the
Sy ={(~aV-bVe3),(~dVec,3),(meVe3)} result is consistent then we move to the next rank, else we
Sy =1{(d,2), (e,2), (f,2),(~f Vg Ve, 2)} and replace these formulas by their possible disjunctions of size
Sy = {(a,1), (b, 1), (g,1), (h, 1)}. Letyp = —c. 3. If the result is consistent then we move to the next rank,
First, we haved 4 (K_.) = {~c}. else we add the disjunctions of sizef these formulas, and
There is no conflict id 4 (K _.) U S; then so on. We summarize this process in Algorithm 1:

da(K-e) «— {—¢,maV —bVe,~dVe eV ch. ) . . - :
Now, S, contradictss 4 (K _.) due to the conflictd, —d v Notation: d;,(C) is the set of all possible disjunctions
¢, ~c} and{e, —e V ¢, ~c}. Then, we do not add the stratum of sizek between formulas of'. If k£ >|C'| thend,(C) = 0.

S5 and the computation @f4 (K-.) is achieved, and we get

Sa(K-.) = {~¢,~aV =bVe,~dVe, —eVc} Example 1(using DMA)
Note thats 4 (K_.) I/ h, even ifh is not involved in any con-  First, we havek'B = {~c}.
flictin K_... There is no conflict il B U S, then
KB — {-¢,maV -bVc,~dVe eV c}.
3.4 Maxi-Adjustment Now, S, contradicts/’ B due to the conflict§d, —d V ¢, ¢}

and {e,—e V ¢,—c}. We do not add the clauses frof
involved in these conflictsk B «— KB U {f,~f V gV c}.

Now we create all the possible disjunctions of siz&vith

C = {d,e}: do(C) = {dV e}. SinceKB U ds(C) is
inconsistent, and we cannot create larger disjunctions, we do
?http://cafe.newcastle.edu.au/systems/saten.html not add anything fron%, to K'B.

Maxi-Adjustment[Williams, 1996 was developed to ad-
dress the problem of discarding too much information for
applications like software engineerifiilliams, 1998 and
information filtering[Lau et al,, 2004.



Algorithm 1: DMA (K, ¢) of considering all possible disjunctions of sizef elements
Data: a stratified knowledge bae= {Si,...,S,}; of S; which are inkernel (K BU.S;), we consider all possible

a new sure formulap ; disjunctions of sizg of S; without computing a kernel. This
is justified by the following proposition:

Result: a consistent subbagea, 4 (K,)
Proposition 1 Let KB U S be inconsistent. Le€’ be the

beg}gB —{o}: subset ofS in kernel(KB U S), andF' = S — C be the set
for i — 1ton do of remaining formulas. Let;(C) (resp.d;(5)) be the set of
if KBU S, is consistenthen KB « KB U S, all possible disjunctions of sizefrom C' (resp..S). Then,
else KBUd;(C)UF = KBUJd,;(5).
Let C be the subset &f; in kernel of K BU S;; Proof (sketch)
KB — KBU{¢p:¢c S;and¢ ¢ C}; Let us assume that;_,(S) U K B is inconsistent, and show that
k—2; d;j(SYUKB=d;(C)UKBUF.
while k < |C]and K BUd,,(C) isinconsistent It is clear thatd;(C) C d;(S). Hence it is enough to show that
do KBUd;(S) - F.
| k—k+1; Let A be a conflict of KB U d;_1(S), and {¢1,...,¢,} be a
if k S |C| then KB — KB U dk(c) : subset of4d in dj,1(S). Let§0 cF. . .
L - Then{p V ¢1,...,0 Vn} C d;(S), with ¢p; # @ sincep ¢ A
return KB (becausep is free).
end Now sinceK B U A is inconsistent thed B - —)1 V - -+ V =)y,

Applying successive resolutions betwegp V ¥1,...,¢ V 9, }
and—iy V - - - V —1)y, leads to entailp.

Rence there is no need to consider disjunctions containing free
formulas since they will be subsumed. a

Please note at this rank, we do not add more information tha|
Maxi-Adjustment.

Now, S3 contradicts KB due to the conflicts
{a,b,—a V =b V ¢,—c} and {f,g,~f V =g V ¢,—c}. h

is not involved in any conflict. Thed{B «— KB U {h}.

We now create all the possible pairwise disjunctions with
C = {a,b,g}: d2(C) = {aV baV gbV g} Since

With the help of this proposition, the “else” block in the
DMA algorithm is replaced by
else

T / k2
KBUdy(C) is inconsistent, we creat(C) = {a VbV g}. . N . .
Since K B U d3(C) is consistent, we add;(C') to KB and WZ'E fflu dx(S:) Is inconsistent and: <| S | do

the algorithm stops.
Thendpara(Ky) = {—c,—aV-bVe,~dVe,—eVe, f,~fV
—gVeh,aVvVbVgl
which is equivalent td —¢, —a V —b, —d, —e, f, g, h,a V b}.
II\DAZQ_ng?JZ?mzg{%(;g;ormatlon from the last stratum than First, we h_aveKB = (=},

) S, is consistent withiK B. Then,KB «+— KB U S;.

Definition 4 A formulas) is said to be a DMA consequence Now, S, contradictsk B. We compute all possible pairwise
of K and ¢, denoted by, Fpapa ¢, ifitis inferred from  disjunctions withS,. dy(Ss) ={d Ve, dV f,dV —fV-gV

if £ <|S;|then KB «— KB Ud(S:)
to obtain the whole DMA algorithm.

Example 1(using whole DMA)

dpma(K,). Namely K, Fpya o iff Spara(Ky) F . c,eV f,eV fV-ogVel
) ) Since,K B U S, is inconsistent, we compute all possible dis-
5 Two other implementations of DMA junctions of size3 between formulas of,. We getds(Sz) =

In the previous section we have shown a way to com{dVeVf,dVeV—fV-gVc}whichis consistent with 3.
pute 5par4(K,) using the computation of the kernel. In Then,KB — KB U d(5s). _
this section, we propose two alternative ways to computélOW. Ss is inconsistent withi' B. We compute all possible
Spama(K,). The first approach, called whole-DMA(), ~ Pairwise disjunctions witths. d>(S3) = {a Vb,aV g,aV
does not compute the kernel. The main motivation for this al/; bV 9,6V h, gV h} which is still inconsistent with< B. We
ternative is that computing the kernel is in general hard. Fohaveds(Ss) ={aVbVg,aVvbVh,bV gV h,aV gV h}
the second approach, called iterative-DMAZ, when in- ~ Which is consistent withiC B, thenK'B — KB U ds(Ss).
consistency is (again) met after weakening the kernel, thehl€NCedw para(K-c) = {-c,maV-bVe,~dVe, meV ¢, dV
rather than weakening the original kernel by considering itV /> dVeV~fV-gVe,aVbvg,aVbVh,bVgVh,aVgVh}
disjunctions of size3, we only weaken the newly computed Which is equivalenttq—c, ~a V —b, =d, —e, f,~g,a V b, h}.
kernel obtained by considering disjunctions of sizeThe  Then, itis equivalent topara (K-c).
jrﬂﬁgtviﬁﬂg)” fgfrm:j:s? proachisto reduce the size of added (d'55.2 Iterative Disjunctive Maxi-Adjustment

- . - The idea of this alternative implementation of DMA is as fol-
5.1 Whole Disjunctive Maxi-Adjustment lows: letS; be inconsistent withk B. Let C' and F' be the
We propose a slightly modified version of the DMA algo- kernel and the remaining formulas 8f.
rithm. The idea is that wheR B U S; is inconsistent, instead Now assume thak’ B U F' U dy(C) is still inconsistent. Then



rather than weakening' again by considering disjunctions 6 DMA: Compilation of lexicographical
of size3, we only weaken those formulasda(C) which are inferences

. . : X )
still responsible for conflicts. Namely, we spiit(C) into C The aim of this section is to show thatM A is a compila-

andF’ which respectively represent the kernel and remaining. . . ; hah
formulas ofd»(C). Then instead of takings B U F' U d3(C) g[|on of the lexicographical system, hence it satisfies the AGM

as in DMA, we takek B U F U F' U do(C"). The algorithm postulated Alchourron et al, 1984. First let us recall the
becomes: ' lexicographical inference.

Algorithm 2: IDMA (K, ¢) 6.1 Lexicographical inference

The lexicographical systemBenferhat et al, 1993;
Lehmann, 199bis a coherence-based approach where an in-
consistent knowledge base is replaced by a set of maximally
preferred consistent subbases. The preference relation be-

Data: a stratified knowledge bage= {S1,..., 5.} ;
a new sure formulap

Result: a consistent subbas@ a4 (K)

begin , tween subbases is defined as follows:
KB — {p}, i1,
while i < n do Definiton5 Let A = {A4;,...,4,} and B =
if KB U S; is consistenthen {B4,..., B,} be two consistent subbasesrof
L KB+~ KBUS;;i+i+1; A is said to be lexicographically preferred 8, denoted by
else A >, B, iff
LetC C S; beinkernel(KB U S;) ; Jk st.| Ag[>| Bi| andVj < k, | A; |=] B;|.
L Si—{¢:¢€Siand¢ & C}; Let dr...(K,) denotes the set of all lexicographically pre-
if| C'|=1theni —i+1lelseS: — SiUd2(C):  ferred subbases df,,, those which are maximal w.r.t: 1.,
return KB Then, the lexicographical inference is defined by:
end Definition 6 A formulay is said to be a lexicographical con-

sequence of(,, denoted by, 1., ¢, if itis a classical

Proposition 2 Let K B U F U d;(C') be inconsistent. Then, consequence of all the elementsip, (K., ), namely
KBUFUd,(C)= KBUFUF Udy(C"), VA€ Opea(Kop), AT 1.

whereF” andC” are kernels fromi; (C). \EJ(aerlgél (c<()ntin1)1ed){A | whered = { ,

. . . We havedy.(K-.) = ,B} whereA = {—¢,—a Vv -bV
The proof is a corollary of Prop. 1 and the following lemma: e, —d N ¢, e N ¢, fy—f N —g Ve, by and B = {—c, ~a v
Lemmal Let A be a set of formulas. LB = d;(A) and  —pv e, =dVe,—eVe, f,~fV-gVe,b, h}.
C = d;+1(A) be the set of all possible disjunctions 4fof For example, we have
sizei andi + 1 respectively. Ther(/ = d3(B). K_¢FresaVbsinceAlavbandB - aVb.

This lemma means that taking all disjunctions of sizthen

reconsidering all disjunctions of siZeagain on the result is 6.2 Basic steps of the compilation

the same as considering all disjunctions of sizel. The aim of this section is to show that DMA is equivalent
to the lexicographical system. DMA offers a clear advantage

Example 1(using iterative DMA) over the lexicographical system because it obviates the need

First, we havekk B = {~c}. to explicitly computey ;... (K, ) which may be exponential in

There is no conflictilk BU S;. Then,KB «— KB U S. size. Formally, we will show the following equivalence:

Ss isinconsistent witHs B due to the conflict§—c, —~dVe, d} Kyt rew )& Ky Fpyath 1)

and{-c,—e V c,e}. We add{f,—f vV -g V ¢} to KB. The _ _ _

disjunctiond V e is still inconsistent withi’ B, then we move  Note thatdpar4 (K, ) is a classical consistent base.

to Ss.

S3 contradictsk B due to the conflict§a, b, maV —bVe,—c}  Example 1(continued) _ _ _

and{f,g,—~f Vg Vc,—c}. his notinvolved in any conflict. Let us first show that applying the lexicographical system on

Then,KB «— KB U {h}. K_.. gives the same results as applying DMA &n,..
We now create all the possible pairwise disjunctions withindeed,K—.. Fre, ¢ iff A+ andB 1)
C ={a,b,g}: d2(C)={aVbaVgbVg} iff AV BFiff {-c,—aV —b,—~d,—e, f,—g,aV b h}

K BUd,(C) is inconsistent due to the conflittc, —a\Vv—-bVv  (after removing subsumed formulasinv B)

e, f,~fVagVeaVvgbVgl. avbindy(C)isnotinvolved  iff opara(K-c) F 9 iff Ko tFpaa .

in the conflict, thenrKk B «+— KB U {a V b}.

Now, we take the pairwise disjunctions with = {a v  To show (1) we follow the following steps:

g,bV g} dx(C) = {aVvbVvgl KBUdyC)is con- Step l:iwe construct a new bage’ from K s.t.

sistent. However, there is no need to add bV g to KB /

sincea V b already belongs t& B. Henced;para(K-.) = KoFrea & Kobay @
{=¢,maV -bVe,~dVe,—eVe f,=fV-gVeaVbh} Namely, applying lexicographical system @1, is equiva-
which is equivalent td —c, —a V =b, =d, e, f,~g,a Vv b,h}.  lentto applying Adjustment t&’,.

Hence, it is equivalent tép s 4 (K-.).



Step 2:in the second step we show that
K,tFay e K, Fpuat (3)

Namely, applying Adjustment t, is equivalent to applying
DMAto K.

Step 1: Constructing K’

In order to show the proof of (2), we need to rewrite the lexi-
cographical system at the semantic level, which is immediat

Definition 7 LetK = {S1,...,S,}. Letw andw’ be two in-
terpretations, and4,,, A, be the subbases composed of all
formulas ofK satisfied byo andw’ respectively.

Then,w is said to be lexicographically preferred tg w.r.t.

K, denoted by >, x ', iff Ay, >Les Ao (using Defini-
tion 5).

Proposition 3 Letdr.. (K) be the set of lexicographical pre-
ferred consistent subbasesigt

Let A, be the set of formulas IR satisfied byv. Then,

i. If wis minimal W.r.t.> 1., x thenA,, € dpe.(K)

1. VA € ey (K),Jw = A S.t.wis minimal W.rt.> e, k.

Using Prop. 3, at the semantic level, (2) is equivalent to:
(4)

where KK, is the OCF associated tﬁ; obtained from
Definition 1.

Let us now show how to construé’ from K such that it
satisfies (4). For this, we use two intuitive ideas.

Ii[((lp (w) < Ii[((lp (w/) iff w >Lez,K¢ W'

The first idea is that Adjustment is insensitive to the numbe
of equally reliable formulas falsified while lexicographical

system is not (i.e. cardinality of conflict sets). Assume that

we have a bas& = {(¢,1), (v,4)} which contains two

(SN

K' = {{(¢1Vd2Vh3Vha,5)}; {(d1V 3V s, 4); (91V 2V
Ga,4); (D1 V b2V ¢3,4)}; {(d1V d2,3); (¢1 V ¢3,3); (d1 V
G4,3); (P2V d3V b4, 3) 15 {(91,2); (P2 V ¢3,2); (P2 V ¢4, 2);

(93 V 04,2)}; {(¢2,1); (¢3,1); (¢4, 1) }}.

We can easily check thaty: (w) = 3 andkk/ (w') = 2 while

Ao >rex,x Awr. This is due to the fact that the disjunction
o2 V ¢3 V ¢4 has a rank higher than,. Hence, there is a
compensation effect. So, in order to recover the lexicographi-
cal order, must have a rank strictly greater than the rank of
D2 V ¢3 V ¢q. A way to do this is to significantly differentiate
the different ranks associated with strata. For this, we asso-
ciate to each formulép;;, k;) € S; the rankN*: whereN is

very large.N should be s.tvi, N* > %, ;N*i. Such anV
always exists. It means that the rank given to a stratum must
be greater than the sum of all the ranks of the less reliable
strata.

Following these two ideads” is formally constructed as fol-
lows:

Let K = {Sl, ..

1. We define a new bagdg:
B = {(¢ij, N¥) :i = 1,nand ¢;; € S;}.
2. K' = {(D;(B),a;)} whereD;(B) is the set of all pos-
sible disjunctions of sizg between formulas oB, and
a; is the sum of ranks of formulas iR; (B).

., Sy}, andy a new sure information:

Then we have:
Proposition 4 K, -4 ¢ iff Ky Fres 9.

Step 2: Adjustment on K/, = DMA on K,

The following proposition shows that the baséconstructed

in Step 1 allows us to recover the lexicographical system.

Proposition 5 Let K = {54,...,S,} be a stratified base,

formulas with a same rank. Then, the rank (using Def. 1)and ¢ be a sure formula. Lefk” be a base constructed in

associated with an interpretatian falsifying one formula

has a same rank as an interpretation falsifying two formulas.

However, if we use the lexicographical system, an interpre
tation falsifying one formula is preferred to an interpretation
falsifying two formulas. Now one can check that if we
construct a knowledge bagé€ = {(¢,14), (¢,4), (¢ V), 24)}
from K by adding the disjunctiony v ¢ with a higher

Step 1. Then,
K,bFat < Ky bpuaip.

Due to the lack of space, we skip the proof of Prop. 5 and
illustrate its main ideas by an example. The idea is to simplify
the computation odiA(K{p) until recoveringpara (K, ).

Example 2 Let K = {5, S2} whereS;

{-a Vv -bVc}

rank, then equation (4) is satisfied. So the first idea is t@and Sy = {a,b,g}. Lety = —c.
add disjunctions with the rank equal to the sum of ranks ofFirst it can be checked that

formulas composing the disjunctions.

Spma(K-e) ={=¢c,maV -bVc,aVb,g}
Let NV be a large number. Using Step 1, we have:

The second idea is related to the notion of compensation. T® = {(—a V bV ¢, N?), (a,N), (b, N), (g, N)}.

illustrate this idea, let us now consid&r = {S;, S2} such
that51 = {¢1} andSQ = {¢)2,(Z§3,(]54}. The intuition be-

The baseK’ obtained from Step 1 (after removing tau-
tologies): K/ = {(-aV bV ¢V g,N* + N),(-a V

hind this example is to show that ranks associated with the-b V ¢, N2), (a VbV g,3N), (aV b,2N), (a V g,2N), (b V
formulas should satisfy some constraints in order to recovey, 2N), (a, N), (b, N), (g, N)}.
the lexicographical inference. Indeed, let us for instance asSince we apply Adjustment @{Y_, the first idea is to ignore

sociate the rank with ¢, and the rank with ¢-, ¢3, ¢4. Let

w andw’ be two interpretations such thdt, = {{#1},{}}
andA,, = {{}, {¢2, ¢3, 94} }. A, means thaw satisfies all
formulas ofS; but falsifies all formulas of5,. A, means
thatw’ satisfies all the formulas &, but falsifies all the for-
mulas ofS;. Following the suggestion of the first idea, let us
add all possible disjunctions. We obtain:

formulas in K’ . under the inconsistency level (see Section
3.3). We can check thdinc(K’,.) = N. Then,is(K”,)

is the classical base (obtained by ignoring the ranks) associ-
ated with{(—c, + ), (maV=bVecV g, N2+ N), (maV —bV

¢, N?), (aVbVg,3N), (aVb,2N), (aVg,2N), (bV g, 2N)}.

The second idea is that subsumed disjunctions are not added.
In this example, sincea vV —-bV canda V b,aV g,bV g will



belong tod 4 (K..) then there is no need to keep the disjunc-weakened), but a computational cost must be paid. DMA is a
tions—a VvV -bVecVgandaVbVg. tradeoff between these two policies.

Lastly, the other disjunctions can be refined. Sid¢e=

{=¢,—a V =bV ¢, a,b} is inconsistent, then all disjunctions 8 Conclusion

constructed frong and this conflictC' are reduced tg.
Therefore, we havés(K',.) = {—c¢,—aV =bV ¢,aV b, g}
which is equivalenttépyra (K-¢).

We introduced a new family of computationally effective
strategies for conflict resolution which can be used for ex-
ception handling, iterated belief revision and merging infor-
mation from multiple sources. The most important feature of
7 Experimental results our strategy is that it relies on weakening conflicting infor-
mation rather than removing conflicts completely, and hence
We now present some experimental results which illusdis retains at least as much, and in most cases more, informa-
trate the different behaviour of each strategy. We used &on than all other known strategies. Furthermore, it achieves
propositional logic implementation of the stratedieswe  this higher retention of information at no extra computational
chose 8 inconsistent bases at random from the DIMACSOst. We compared and contrasted three implementations of
challenge (aim-50-no) containing 50 variables each and 86U New strategy with existing ones from a theoretical stand-
clauses for the first 4, 100 clauses for the others. Then wBCiNt and by measuring their relative performance. We were
stratified the bases with 20 clauses per strata, keeping t%so able to show the surprising result that the DMA policy

. JOo ) ovides a compilation of the lexicographical system which
clauses in their original order. It appeared that each time thg; xhown to havFe): desirable theoretigal gropertigs. DMA of-

conflicts were discovered and weaken in the second stratgers the clear advantage of obviating the need to explicitly
no more appeared in the remaining strata. The followingcompute the set of all preferred subbases which can be hard.
table gives the number of clauses in the second strata afténother pleasing result is that the DMA strategy can be im-
applying a given strategy. WDMA (resp. IDMA) stands for plemented as whole-DMA where the need to explicitly com-

whole-DMA (resp. iterative DMA). pute the culprits responsible for the conflicts is not required.
i(él_auses té t(2) tg tg t(5) tg t(7) tg References
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