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Abstract

Two popular non-overlapping domain decomposition methods, the
FETI-DP and BDDC algorithms, are reformulated using Block Cholesky
factorizations, an approach which can provide a useful framework for
the design of domain decomposition algorithms for solving symmet-
ric positive definite linear system of equations. Instead of introducing
Lagrange multipliers to enforce the coarse level, primal continuity con-
straints in these algorithms, a change of variables is used such that each
primal constraint corresponds to an explicit degree of freedom. With
the new formulations of these algorithms, a simplified proof is provided
that the spectra of a pair of FETI-DP and BDDC algorithms, with
the same set of primal constraints, are the same. Results of numerical
experiments also confirm this result.
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1 Introduction

The purpose of this paper is to give a simple derivation of two important
domain decomposition methods namely the FETI-DP (dual-primal finite
element tearing and interconnection) and the BDDC (balancing domain de-
composition by constraints) algorithms. The latter, due to Clark Dohrmann,
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[13, 2, 1], represents an interesting redesign of the balancing Neumann—
Neumann algorithms with the coarse, global component of a BDDC algo-
rithm expressed in terms of a set of primal constraints, just as in the FETI-
DP algorithms [4, 5]. Throughout this paper, we will employ the language of
block Cholesky elimination and our discussion can therefore also be seen as
a guide to the design of domain decomposition methods using such a frame-
work. We believe the success of this approach has been demonstrated by
several of our friends who have quickly implemented FETI-DP and BDDC
algorithms on the basis of an early version of this paper.

This paper is organized as follows. We first consider the case of two
subdomains and two dimensions. We show that the iteration matrices of the
standard Neumann—Neumann and one-level FETI methods are very closely
related and that they have the same eigenvalues. A FETI-DP algorithm is
then introduced in terms of a single primal constraint, which enforces the
continuity of an edge average. A minimum requirement is then met that the
quadratic form defined by the sum of the quadratic forms, formed with the
stiffness matrices of the subdomains and subject to the primal constraints,
is positive definite. In any such a case, the subdomain problems are positive
definite if homogeneous boundary conditions corresponding to the primal
constraints of the subdomain are imposed. We note that in contrast to
the older balancing Neumann—Neumann and one-level FETI methods, the
FETI-DP and BDDC methods do not require the solution of any linear
systems of equations with singular matrices.

We then derive, for the case of many subdomains, a Schur complement
matrix Sp which represents a partially assembled system matrix obtained
from the stiffness matrices of the individual subdomains. This Schur com-
plement is constructed by eliminating, in parallel across the subdomains, the
sets of interior degrees of freedom and then assembling the system by mak-
ing the primal variables, and the primal variables only, global. The primal
variables, which will have the same values across the interface throughout
the iteration, will be a selection of nodal degrees of freedom and, quite im-
portantly, certain averages and first order moments over edges and faces of
the interface formed by the parts of the boundaries of the subdomains that
are common to more than one subdomain.

We show that all main building blocks of the FETI-DP and BDDC al-
gorithms can be expressed in terms of gp and its inverse and certain simple
restriction, extension, and scaling matrices. We then provide a new, short
proof of an important result, due to Mandel, Dohrmann, and Tezaur [14],
which shows that the eigenvalues of a pair of FETI-DP and BDDC algo-
rithms, with the same sets of primal constraints, are the same. We note that



this fact was first observed experimentally by Fragakis and Papadrakakis [6];
these authors also discussed primal iterative substructuring methods which
are close counterparts to FETI algorithms. A consequence of the result in
[6, 14] is that there is no real difference between the convergence rates of a
FETI-DP and a BDDC algorithm with the same set of primal constraints.
The choice of algorithm can therefore be based on other considerations; we
note, in particular, that it appears easier to modify BDDC than FETI-DP
when introducing additional levels; cf. Tu [17]. Finally, we provide some
numerical results which indeed support the main result on the spectra of
the operators.

We note that the choice of the primal constraints is a core question for
any efficient FETT-DP or BDDC algorithm. This issue will not be addressed
in this paper; see instead Klawonn, Widlund and Dryja [10, 11], Klawonn
and Widlund [9], and Klawonn and Rheinbach [7]. It has been established,
in several cases, that the condition number of the preconditioned operator is
bounded by C(1+log(H/h))? if the primal constraints and certain diagonal
scalings are well chosen; see, e.g., [15, 10, 9]. Here, C is a constant indepen-
dent of the number of subdomains as well as the size of the elements, and
H/h is the maximum number of elements across any subdomain. In this
paper, we will only assume that some choice of primal constraints has been
made and that it satisfies the minimal requirement of positive definiteness.

To simplify the notation and analysis, we will make a change of the
variables so that, e.g., a primal constraint related to the average of the
solution over an edge, or the average of a component of the displacement,
which should have a common value irrespective of which component of the
product space is used in its computation, will correspond to one of the
new primal variables. This change of variables, which will be discussed
in some detail in an illustrative case in Section 3.3, will also result in a
new set of dual displacement variables representing the degrees of freedom
for which the primal constraints vanish; they span the dual displacement
space. The change of variables separates the primal and dual variables and
make our arguments much easier; this approach can also be the basis for
computational practice as in Klawonn and Widlund [9, Section 6.2] and
Klawonn and Rheinbach [7].

For further references to domain decomposition methods of FETI and
balancing type, see Toselli and Widlund [16], in particular Section 6.1, and
the introductory parts of Sections 6.2, 6.3, and 6.4.



2 Block Cholesky Elimination

Let us first consider how to represent the inverse of a symmetric, positive
definite block matrix

[ A BT} 1)

| B C

Using block Cholesky elimination, we have
A BT
B C

[ I A In A'BT
| BATY ¢ | C—BA™'BT Ie |’

where 4 and I are appropriate identity matrices. The matrix S = C' —
BA~!'BT is a Schur complement, which is always positive definite. Inverting
the three factors, we find that
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It is easy to see that applying this inverse to a vector will involve solving
two linear systems with the matrix A and one linear system with the matrix
S.

We can think of ® as the extension of the columns of the identity block
matrix /¢ to the other, the A-block, part. We can also regard the use of ®
as a change of variables which reduces the operator to block diagonal form.
We then use a basis defined by the columns of the first factor, of the three
in Equation (2).

In our applications, the matrix A will be a direct sum of many subma-
trices corresponding to the subdomains into which a given domain has been
partitioned while the second diagonal block, C, will represent the global part
of a preconditioner representing a select few of the degrees of freedom of the
interface between the subdomains. We note that all the interface variables
must belong to the second set of variables if we are developing an exact
solver. However, powerful preconditioners can be developed using remark-
ably few global, primal degrees of freedom associated with the matrix C'; in
such a case the remaining interface degrees of freedom are made part of the



local, dual part of the space of interface displacements and of the matrix
A. We can also exploit ways of computing S by assembling contributions
from the local problems. It is clear that we should be anxious to keep the
order of C' and S small since factoring S can be quite expensive and does
not parallelize as well as the rest.

3 The Two Subdomain Case

We begin by considering the two subdomain case and a domain €2 subdivided
into two nonoverlapping subdomains €27 and €29. The interface between these
two open set is I' = (021 U9Qs) \ 012, as shown in Figure 1; we could equally
well consider a problem in three dimensions.

a0, 089

Figure 1: Partition into two nonoverlapping subdomains.

We introduce triangulations of the €2;, with common nodal points on the
interface, and a finite element approximation of a second order, selfadjoint,
elliptic problem such as a scalar elliptic problem or the equations of linear
elasticity. We also provide standard boundary values and volume data; for
simplicity, we first assume that we have a zero Dirichlet condition on all of
0f) and that the boundaries of both subdomains intersect that set.

We begin by computing a stiffness matrix and a load vector for each

subdomain
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This provides a finite element model for each of the subdomains with the
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given Dirichlet boundary data on 9€2;\I" and a homogeneous Neumann con-
dition on T'.

The finite element model for the entire problem is obtained by assembling
the two subproblems:

A o A o o
A= 0 AR AR |, =] u=| WP
AY) AL Arp fr ur

Here, Apr = A(Flp) + Agz and fr = 19) + f§2) and they represent sums of
contributions from the individual subdomains. The degrees of freedom are
partitioned into those interior to €2y, {29, and those on I', respectively.

After eliminating the interior unknowns of each subdomain separately,
we obtain two subdomain Schur complement operators and two subdomain
interface load vectors: for i =1, 2,

. . . N—1
SO A - AT A o
i i i) A6,
g’ = K —ARAf . (7)

The given system, Au = f, is reduced to
(S0 +8Pup = g + g7 (8)

We note that we can compute S times a vector by a local computation
involving €2; only; the main effort is the solution of a Dirichlet problem and
there are also some sparse matrix—vector products. Similarly, we can find
O gg ) by solving a linear system with the matrix A% and with a right
hand side (O,g(Fi))T.

3.1 A Neumann—Neumann Method

In this simple case, the basic Neumann—Neumann preconditioner,
_ -1 -1
M P=80"" 1@

can be used for solving the interface problem (8). Thus, instead of working
with the inverse of the sum of the two Schur complements, we use the sum
of the inverses. All solves are then for problems on subdomains, since, as
y—1 (@)

already pointed out, the action of S on a vector gr’ can be obtained by



solving a local linear system. The rate of convergence of the method depends
on the eigenvalues of the generalized eigenvalue problem SM¢ = AS@¢
since the preconditioned operator, (8(1)71 + 8(2)71)(8(1) + 8@), equals
21 + SH7's® + S@7'SM . Tt can be established that the eigenvalues of
the generalized eigenvalue problem are uniformly bounded from above as
well as uniformly bounded away from zero; see [16, Section 1.3].

3.2 A FETI Method

We now consider two local mixed Neumann—Dirichlet problems:

o
o

Here, A\pr = )\(Fl) = —)\%2) is the unknown flux; once it has been found, we

can obtain the solution by solving the two local problems; see [16, Section

. . . N1 .
1.3.5] for more details. We obtain, with gl(f) = féz) — Ag}A(IZI) fI(Z),
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Using the requirement that u(Fl) = ug), we obtain FAr = dp, with F' =
sm! + SO Wwe precondition this interface equation with SM + S@),
and we find that, (S0 —i—&'@))(é’(lr1 —1—8(2)71), the resulting preconditioned
operator, has the same eigenvalues as the preconditioned operator of Section
3.1.

We note that we can reformulate the problem as a constrained minimiza-
tion problem, minimizing the sum of the energy forms of the two subprob-
lems subject to the constraint u(Fl) — ug) = 0. We then see that Ar will be
a vector of Lagrange multipliers; see further the discussion in Section 3.3.

3.3 A FETI-DP Method and a Change of Variables

The FETI-DP methods were first introduced for two-dimensional problems
by Farhat, Lesoinne, LeTallec, Pierson, and Rixen [4]. In their algorithms,
continuity of the primal variables at the subdomain vertices is maintained
(by subassembly), while other continuity constraints are enforced by La-
grange multipliers but only fully so at the convergence of the algorithm.
In this section, we give an example of a two-dimensional, two-subdomain
case, where there is a Dirichlet boundary condition on part of 9€2; and a



Neumann boundary condition elsewhere as shown in Figure 2. Instead of a
vertex constraint, we select the interface average as the sole primal variable.
We specialize to a scalar elliptic equation, which has a one-dimensional null
space of constants in the case of Neumann boundary conditions. We note
that we equally well could have treated a three-dimensional problem with a
constraint expressed in terms of a face average or an average over an edge of
the face, which is common to the two subdomains. For a three-dimensional
elasticity problem, six constraints would be needed on the interface to pre-
vent the subdomain {2 from floating.

Figure 2: Partition into two subdomains, with 29 floating, in the absence
of a constraint.

We will first show how we can change variables to make the edge average
degree of freedom explicit. Denote the unknowns corresponding to the nodal
degrees of freedom on the interface edge I' by (uq, ..., um, ..., u;), where the
node m can be any node on the edge. A linear system for a subdomain can
be written as

[ 4G 0T T NT T T @) T [ () T
AE,} Agg Afﬁ)[ Al(I? uj” 7
Ayl ]
AWy .= EA E. EA E. = E.
A9 QO a o d® || o
A9 o LG G W] | 0

(9)

Nodal values on 952, where Neumann conditions are imposed, are part of the



vectors of interior values ugi). The interface variables of both subdomains

can be changed to

_ ugi) 7 - ﬂgi) 7 - . o ag") -
u7(’rzz) = Tg ﬂ%) =1 -1 1 =1 @7(%)
(1] [ al? ]
- L)+ _a(li) - afjm):—l - ﬁgz)ﬂ - ﬂE” )

where TE is the [ by [ square matrix shown above, with columns representing
the new basis of the space of edge variables. The original interface nodal
unknowns have now been separated into two parts. The first part corre-
sponds to a basis function, which is constant on the edge and has a value
715,? for the subdomain §2;. The second corresponds to functions with zero
edge averages. Correspondingly, the transformed subdomain problem is of
the form

[ 4G i)’ )T T ] [ @) ] [ (@) ]
AL AT A A [ o
N R I B Pt 70
™" . : T U N S ,
AS@)I af’:z)l a%)m affl)l 127(%) féi)
R T A B A7

(10)
where T is a diagonal block matrix of the form

T:{ITE]

We note that the change of basis on an individual interface edge is a local
procedure, i.e., it can be carried out edge by edge, as long as the sets of
variables being transformed do not contain any common degrees of freedom.



We will, from now on, always assume that the subdomain variables have
been changed, when primal edges or faces are being used. In other words,
we will have explicit primal unknowns for the subdomain problem, which
correspond to edge or face average finite element basis functions.

In the example shown in Figure 2, the subdomain edge average degrees
of freedom, 12,(%) and aﬁi), are required to have a common value throughout
the FETI-DP iteration. From now on, we will denote this common degree
of freedom by wur, a notation often used for the vector of global, coarse-

level, primal variables. The other interface degrees of freedom are u(Al)

ug), the dual interface variables, for the neighboring subdomains with their
own values at the same interface nodes. The global matrix problem of our

example can then be written as

and

Here the matrices B

such that the [ — 1 equations of By

(4)

1 1T IT N _ -
AL A Af) W[
1 1 1 nT
AL A, I G P
2 9T 9T 2
AR AR Af) ul? 17
2 2 2 0T 2 (2)
AR AR afh BY | [WR fx
AL AL AR AL alealy ||
B(l) B(Z) LA 0
L A A

(11)

have elements from the set {0,1,—1} and are chosen

(1

)u(Al) + B(AQ)U(AQ) =0, are u,(:) —u

(2)
k

=0,

for kK = 1,....m — 1,m + 1,...;1, which guarantees continuity of the dual

variables u .
Lagrange multipliers and has a length of [ — 1 in this example.

(1)

and u

across the interface; A is the corresponding vector of

(1)

(2)

)

We now eliminate the local variables u;’, u,’, u;”’, and u,’, and we
obtain: _
St BY
DI DA I (12)
Bann  Baa A
where,
22: O [ 40 [ () 40 ] Af) Al Al
S = Rri Ar}n - Ari[ AriA i i )T
= AR AQ Afta
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and where Rl(]i)

primal variable up to its subdomain component u

both R}

and R(H2 ) are equal to 1.
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is the matrix, with {0, 1} elements, which maps the global

(2)

11 - In this simple example,

We note that the second block in the leading block diagonal part of Equa-
tion (11) is invertible, since we have imposed the edge average constraint.
Equation (12) is further reduced to a linear system of equations for the

Lagrange multiplier A:

(EAA - EAHSﬁf]EKn) A=dy — EAHSﬁllng-

(18)

A Dirichlet preconditioner is often used in FETI-DP algorithms for solv-
ing Equation (18) and it will be discussed in Section 4.1. We also typically
use a conjugate gradient method to accelerate the convergence.

We end this section with a few comments on a BDDC algorithm for this
case. The basic step of a BDDC preconditioner involves the solution of a
positive definite, symmetric linear system with a matrix obtained from that
of (11) by dropping the rows and columns related to the constraints and
the Lagrange mulitplier. Solving such a linear system will typically result in

a vector such that ug) =+ ug). Continuity is then restored by computing a
weighted average of these vectors. Thereafter, the fully assembled residual
of the resulting vector is computed, the residual is then mapped into the
appropriate space of right hand sides of the partially assembled system by
using the transpose of the average operator, and the steps are then repeated;

see further Section 4.2.

11



4 Many Subdomains

We will now divide the region €2 into many subdomains §2;. The interface
between the subdomains is defined by

I':= (UngaQi N aQ]) \8QD,

where 0€)p is a nonempty subset of 9€2 corresponding to the Dirichlet bound-
ary conditions; the interface of the subdomain €2; is defined by I'; = 0€; NT".
We will denote a finite element space of continuous functions on €; by W®:
we will always assume that these functions vanish on 9Q; N9Qp. Each W
is decomposed into a subdomain interior part and a subdomain interface

part, A ‘
w Pw.

The associated product spaces are denoted by W := HZ]\L 1 WO, W =
Hf\i 1 Wl(z), and Wr := Hf\i 1 WF(Z), respectively.

The finite element solutions are continuous across the interface and we
denote the corresponding subspace of Wr by Wr; generally the functions in
the space Wr are discontinuous across the interface. We also introduce a
subspace Wr, intermediate between Wp and Wr, which can be written as

N
Wr=Wa@Wn = (HW?) P W,

i=1

where WH is the continuous, coarse-level, primal variable space. /WH is
typically spanned by subdomain corner nodal basis functions, and/or by in-
terface edge and/or face basis functions with constant values at the nodes
of the edge or face. W is the product space of subdomain dual interface
variable spaces WX), which consists of functions with zero values at the pri-
mal degrees of freedom. Here, as always, we assume that the basis has been
changed so that each primal constraint corresponds to an explicit degree of
freedom.

Several restriction and extension operators between these interface spaces
need to be defined. Rra and Ry are the restriction operators from the space
/W/F onto its subspaces Wa and WH R(Z) W — W(Z), R(Z) Wa — W(i),
and R(i) : W — Wr([i), correspondingly map global interface vectors to its
component on I';, respectlvely Ry : Wp — Wr, is the direct sum of the

R(Z) Rr Wp — Wp is the direct sum of Rprp and the R(A) Rra.

12



In order to define certain scaling operators, we need to introduce a posi-
tive scaling factor 53 (z) for any node x on the interface I'; of the subdomain
;. In applications, these scaling factors will depend on the heat conduction
coefficient and the first of the Lamé parameters for scalar elliptic problems
and the equations of linear elasticity, respectively; see [10, 9]. Here, with
N, the set of indices of the subregions which has z on its boundary, we
will only assume that .cx. 5;(1’) = 1. Given the scaling factors at the

subdomain interface nodes, we can define scaled operators Rg)r and Rg) A

We note that each row of R(Fi) and RX) has only one nonzero entry which
corresponds to a subdomain interface node x. Multiplying each such row
with the scaling factor 53 (z) gives us R%),F and R%), A respectively. The
scaled operators Rpr and Rpr are direct sums of R%)F, and of Rrp and

Rg) ARra, respectively.

4.1 FETI-DP Algorithms

In a FETI-DP algorithm, the finite element space is decomposed as

W =W P Wr =w; PWwaP W

If we have primal vertex constraints only, the corresponding finite element
model can be regarded as obtained after having made incisions which re-
move the coupling between the nodes on the subdomain interface, except at
subdomain vertices as shown in Figure 3.

Figure 3: Decomposition of subdomains for a FETI-DP method.

The global linear system of equations is a simple generalization of Equa-
tion (11) to the many subdomain case, and the reduced equation for the

13



Lagrange multiplier \ is of the form (18) where the corresponding operators
and vectors are defined as in Equations (13)-(17). The space of Lagrange
multipliers is V' = BAWAa, where Ba is defined in terms of subdomain op-
erators BX), and the continuity constraints across the interface are written
as

N
Baua =Y BUuR = 0.
i=1

In the following, we will rewrite the FETI-DP operator of Equation
(18) in terms of certain Schur complements, and also introduce a Dirichlet
preconditioner. -

We define a Schur complement operator St on the space Wr by: given
interface variables wr € Wr, determine §rwp € Wr, such that

A} AQy AT T 0

Axr AR A | w® (Srwr) V)
STl Il I R
A(Aj\p A(ANA) E%J\QT w(AN) (SEwF)(AN)

AN AN AW AN Ay | Len ] L(Srenn]

Here

A= B, A= R AL =1,
and

A = ﬁ: RO AD RY.
i=1
Equation (19) can be viewed as the two-by-two block matrix of Equation
(1), if we take the leading block-diagonal matrix with NV blocks, correspond-
ing to the N subdomains, to be the matrix A of Equation (1), and the last
diagonal block, corresponding to the coarse-level variables, to be the matrix

C. Then the inverse of Sr can be evaluated by Cholesky elimination as in
Equation (3) of Section 2. We have

N ‘)T

) (@) (@
S-1_ pT &7 A A 0 1 AT
St =RLs (Y |0 RV R o0 | | Bra+eSghe”,
i=1 AT AA A

(20)
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where the first part corresponds to A~! in Equation (3),
-1 T
(4)
Ay

@) 4@OF
A A i,
Apa

(2)
i ; Ry (21)
AL AQL

N
=Rl - R [0 Y
i=1

corresponds to the matrix ® in Equation (4), and Spy is defined as in
Equation (13), except for a case of many subdomains.

We define the operator Br by Br := BaRra. From the fact that
RFAR%A = [ and RFHR%A = 0, we have,

-1 r

BrS-'BI = ivj [0 B<i>] A AR 0.
ror bp = A i i (4)
i=1 A(A)I A(A)A B
N () AOT 17T 407
@] | Arr Aar Apy (i) | o1
+{> |0 Ba i i o | Fr | Sun
(J WA ) L
N T 11
S [ )| || e
i=1 Axr Axa Ba
= — (EAA — EAHSE%IE/Y\;H> .
We can therefore write the FETI-DP system (18) as
BrSm'BIN = — (dA - Emsﬁgn) . (22)

The Dirichlet preconditioner used in the FETT-DP algorithms for solv-
ing Equation (22) is of the form BD,FSFB;?F),F: where Bpr is defined by
Bpr := Bp aRra and where Bp A is constructed from subdomain opera-

tors Bg) A in the same way as Ba. Each Bg) A is defined as follows: each row

of BX) with a nonzero entry corresponds to a Lagrange multiplier connecting

the subdomain €2; to a neighboring subdomain €2; at a point x € I'; N T';.
Multiplying each such row of BX) with the positive scaling factor 5;(%)
gives us Bg) A~ From the definition of Sr in Equation (19), we can see that

multiplying Sr with a vector in range (B 1) requires solving subdomain
problems with Dirichlet boundary conditions. The preconditioned FETI-
DP operator with a Dirichlet preconditioner, is therefore of the form

Bp,rSrBh rBrSy ' BE. (23)

15



We note that a different form of the FETI-DP operator,
BpaSaBh ABAS™'BX, (24)

was introduced in [15, 10], and used in the analysis of different FETI-DP

algorithms. There Sa is defined as the direct sum of subdomain Schur

operators SX) which are defined by: given wg) € WX), determine SX)wX) €

W, such that
i )T i
AD 4O O} N PN OMRON
AT AA | WA A WA

The operator S in the FETT-DP operator (24) can be defined by Equation
(19), except that we use vectors in the dual interface variable space Wa,
and set the coarse-level part of the right hand side of Equation (19) to zero.

From the definition of Sr in Equation (19), we can see that Sa and S~
are the restrictions of the operators gp and 51? ! respectively, to the space
Wa. Therefore, we have

Sa = RraSrREr; 87! = RraSpiREA,

which shows that the two preconditioned FETI-DP operators of Equations
(23) and (24) are the same. The reason to introduce the form of FETI-DP
operator given in Equation (23) is that it is more convenient in the study of

the connection with the BDDC algorithms. Using the definition of SX) in
Equation (25), we find that Sp*, given in Equation (20), can be written as

Sqt = REASK Rra + 0S5 07, (26)
where S&l represents the direct sum of the Sg)il.

4.2 Neumann—Neumann Methods of the Same Flavor: BDDC

In a Neumann-Neumann type algorithm, we solve the interface Schur com-
plement problem: find ur € Wr, such that

N
Sur =Y R g, (27)
i=1
with a preconditioner built from subdomain Neumann solvers, each possibly

with a few constraints. In Equation (27), g(Fi ) is the subdomain interface load

16



vector, as in Equation (7), and S is the interface Schur complement operator,
defined on the space Wp.

There are different ways of representing S. Let us denote by S the Schur
complemment operator defined on the space Wr, i.e., § is the direct sum of
the S| the subdomain Schur complements defined on the space ngi) as in
E)g[uation (6). Then S , can be regarded as the restriction of S to the space

W, and can therefore be written as

N
S=REsEr =" (R SURY).
i=1

S can also be written as the restriction of 51“ to the space /V[7, and is therefore
also of the form o
S = RLSrRy.

Remark 1 A one-level Neumann-Neumann preconditioner
Mt =RE S Rpr =Y RY.SOTRY
i=1

can be used for solving the interface problem (27), as in Section 3.1 for the
two-subdomain case. We note that the use of the scaling means that we parti-
tion the residual on the interface and then, after solving the local problems,
average the values obtained on the interface; cf. also [16, Section 1.3.4].
There are two problems with this approach. The S corresponding to inte-
rior subdomains typically are singular, introducing floating subdomains, and
there is also no global component of the preconditioner. The first problem can
be overcome by adding a small positive multiple of the mass matrices to the
stiffness matrices of the subdomains when constructing the preconditioner.
The lack of a global component, however, will make this preconditioner non-
competitive with a rate of convergence that will necessarily deteriorate with
an increasing number of subdomains; see [16, Section 1.3.6]. Several suc-
cessful two-level balancing Neumann-Neumann algorithm have been proposed
to overcome this problem; see, e.g., [12] and [3]. Some of these algorithms
have been used extensively for large scale problems.

The BDDC algorithm, first introduced by Dohrmann, [13, 2, 1], is a vari-
ant of the two-level Neumann-Neumann type preconditioner for solving the
interface problem (27). In the BDDC preconditioner, the coarse-level prob-
lem is assembled from a special set of coarse basis functions, which are the
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minimum energy extension on the subdomains subject to sets of primal con-

straints; these coarse-level basis functions, in fact, correspond to the matrix

® in the block Cholesky elimination in Equation (3). The primal constraints

usually represent continuity at the subdomain corner and/or common edge

or face averages across the interface, as in a FETI-DP algorithm.
Dohrmann’s BDDC preconditioner is written in the form

Mzhpe = Rg,r (To + Tsup) Rp ;15 (28)
see [14]. The coarse-level correction operator Tj is defined by
T = v (v7sT) " o7, (29)
where the coarse-level basis function matrix V¥ is of the from
)
\y(:N )

Each subdomain coarse-level basis function matrix ¥ is determined by

NOENSIOL (@)
c® )| T

0

7 ) 31
R (31)

where C¥) represents the primal constraints of the subdomain ; and each
column of V) is a vector of Lagrange multipliers. The number of columns of
each U9 is the same as the number of global coarse-level degrees of freedom.
Only a few columns of each ¥ are nonzero namely those supported on Q;.
To compute a nonzero column of ¥;, a subdomain Neumann problem is
solved, which corresponds to a nonzero column of the matrix Rﬁ). We
can also see from Equation (31), that each nonzero column of U is the
minimum energy extension to the subdomain €2; setting one of the primal
variables equal to 1 and all others equal to 0.
The subdomain correction operator Ty, is defined by

N . AT —1
i INORNIO
T= 3[R o] [ S ) |

i=1

RY

T @

which gives subdomain corrections for which all the primal variables vanish.
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If we, as we always assume, have changed the variables, then the La-
grange multipliers are no longer needed to enforce the primal continuity
constraints and the BDDC preconditioner (28) can be written as

\IIT} Rpr,  (33)

where we have replaced the subdomain correction operator T,;, defined in
Equation (32), by R ASA LRra, since, after changing the variables, we can
enforce zero primal parts simply by restricting the operators to the dual
interface space Wa. Similarly, Equation (31) takes the form:

— - —1
Mzhpe = Rg,r {R%ASAIRFA + ¥ (TTSY)

i )T )T i
A}} Ag} A(H}T u}) 0
AQ ADy Al vy | = O(A) o | (34)
A Al A L] Lt
where
@) ) (&)" ,
(i) @] | 47 Ax Ay (i)
o_ [ Y| -] A 40 Qo7 | B o
() AT Aan A , (35)
Ry (i)
RH
and . ;
; ; : : A(i) A(i)T n A(i)
Siih = At — |4t AR |50 i D
AAI AAA AHA

which is a subdomain contribution to the operator Spnp of Equation (13).
We can see, from Equations (34) and (35) that

N
sy =Y o sOypl) = ZR "SI RY = S (37)

i=1
From the fact that ¥ in Equation (35) is the same as the restriction
of the matrix ® of Equation (21) to the subdomain 2;, we see that the
matrix ¥ in fact equals @, except that W corresponds to interface vectors
with distributed but continuous coarse-level variables and ® corresponds to
vectors with shared coarse-level degrees of freedom. From the assumption
that > o, 5;(50) =1 for every x € I', we have RIT)I\IJ = R}SIQ Therefore,
from Equations (37) and (26), the BDDC preconditioner (33) can be written

as,

_ _ ~1
Mgbpe = Rg,Fer‘CASAlRFARD,F + REF‘I' (¥'sw)  V'Rpr
= RLRIASA'RraRpy + R5 r@Sqh® Rpr = R 1S ' Rpr,
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and the preconditioned BDDC operator is of the form

égIgEl]’éD,pélzgrép. (38)

5 Matrix Analysis of FETI-DP and BDDC

We first define jump and average operators on the space Wp by
Pp:= B} Br, Ep:=RrRh.
They are complimentary projections:
Lemma l FEp+Pp=1; E?=Ep, PA=Pp; EpPp=PpEp=0.

Proof:  Given a function wr € Wp, we denote its coarse-level compo-
nent by wrr and its dual subdomain components by wx), fori=1,2,...,N.
We have, from the definitions of Ep and Rpr,

N
IO - s
Epwr = RpRp, pwr = Rr | Rfgwn + Z er‘CARg?Aw(A]) . (39
j=1

We see that the coarse-level component of Epwr is still wyr, and its dual
subdomain components equal

(Epwr)¥ (@)= Y ol@)w(z), vrel (40)
JEN
From the definition of Pp, Br, and Bp r, we have
Ppwr = Bf, pBrwp = REABL ABaRrawp = Rfp ZBg?AB(A])wX)
j=1
(41)
We can see that the coarse-level component of Ppwr is zero, and that

(Powr)? () = 3 6l() (wgnx) _wg@(m)) , Vzeli  (42)
JEN

By the assumption that >\ 5;(90) =1, for any x € I', we have

(Bpwr + Poun)f) (2) = 3 8l(2) (v @) + 0l (@) — ) @)) = vl (@).
JEN
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We also note that the coarse-level component of Epwr + Ppwr equals wry.
Therefore, for any vector wr € Wr, (Ep + Pp)wr = wr, i.e., Ep+ Pp = 1.

Equations (39) and (40) also show that range (Ep) C W and that for
any continuous function wr € /Wp, Epwr = wr. Therefore EJQD = Ep.
Since Ep(Ep + Pp) = Ep, we have EpPp = 0. From Equation (42), we
know that for any continuous interface function wr, Ppwr = 0. Therefore
PpEp =0, and since Pp(Ep + Pp) = Pp, we have P} = Pp.

O

We note that the preconditioned FETI-DP operator (23) may become
singular, when the matrix BIT is not of full rank. This corresponds to the
use of redundant Lagrange multipliers, see [8]. But we need not worry
since the Lagrange multiplier \ is always restricted to range (Br), which
is orthogonal to the null space of BI? . For simplicity, we assume that a set
of non-redundant Lagrange multipliers are used in the FETI-DP algorithm,
i.e., that BIT is of full rank. Therefore the preconditioned FETI-DP operator
is always nonsingular. We note that Theorem 1, at the end of this section,
applies equally well to the case of redundant Lagrange multipliers.

We now multiply the preconditioned FETI-DP operator (23) by BL on
the left and remove the same factor on the right to obtain

PhSrPpSHt. (43)

It is easy to see that the two operators (23) and (43) have the same nonzero
eigenvalues, since Blr‘f has full rank. We also multiply the preconditioned
BDDC operator (38) by Rr on the left and remove the same factor on the
right to obtain N B

EpSptELS, (44)

which has the same nonzero eigenvalues as (38) since Rp has full rank.

We will now show that the two operators (43) and (44), and therefore
the preconditioned FETI-DP and BDDC operators (23) and (38), have the
same nonzero eigenvalues. Let ¢ be an eigenvector of the operator (43) with
the eigenvalue p, and let ¢ = Epgf 1@. Then, from Lemma 1, we have,

EpSp ELSry = EpSptELSrEpSyte = EpSpi(I — PH)Sr(I — Pp)Spte
= EpgflpggpngflgO — Epppgflgo + Epgfl(f — Pg)go,

where the first term on the right hand side equals p, since ngpPDglf Ly =
pp. The second term vanishes since EpPp = 0. In the third term, (I—P})¢
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vanishes since ¢ € range (P}). We can therefore conclude that y is also an
eigenvalue of the operator (44) if ¢ # 0.

We now examine the case when ¢ = Epgp_ lgo = 0. We find, since
Ep = I — Pp, that PpSp ¢ = Sy . Therefore,

PESrPpSy e = Py = pep.

Since P} is a projection, and ¢ € range (P}), PL¢ does not vanish and p
must equal 1.

Similarly, any eigenvalue, that differs from 1, of the operator (44) is also
an eigenvalue of the operator (43); this is established in a similar way.

We can show that 1 is an eigenvalue of both operators. Since we know
that 1 is a lower bound of the eigenvalues of the preconditioned FETI-DP
operator (23), see [15, 10], we know that 1 is also a lower bound of the
nonzero eigenvalues of the operator (43). Since it is self-adjoint with respect
to < - >§F_1, we have

<z, ngpppgflflf >§—1
1 < min L
x <T,r >5-1

r

(45)

where we only consider x for which the numerator does not vanish, since we
only consider a bound of its nonzero eigenvalues. Since Pp is a projection,
1 is one of its eigenvalues. Therefore 1 is also an eigenvalue of the operator
§%/2PD§1:1/2’ i.e., there is a nonzero vector y such that 511/2PD§;1/23/ =.

Take z = S’%/ 2y and we find that

<, PESrPoSile g < 8Yy, PRSr PSSy > 5

o—1/2 o o—1/2 ol/2 o—1/2 al/2 o—1/2
<y, S PPES PSPy > < S PSPy, S PpSE Py > .
<y.y> <yy> ’

which means that equality has to hold in (45), and therefore 1 is the mini-
mum nonzero eigenvalue of the operator (43). Similarly, we can also show
that 1 is also the minimum eigenvalue of the operator (44). Thus, we have
proved

Theorem 1 The preconditioned FETI-DP operator and the BDDC' opera-
tor, given by Equations (23) and (38), respectively, have the same eigenval-
ues.
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Table 1: Condition number estimate x, and iteration count iter., with
changing number of subdomains, and different coarse-level basis func-
tions, for H/h = 8.

Num. of subs || Corners + Edges Edges only Corners only
Ng X Ny K iter. K iter. iter.
4 x4 1.2 (1.2) | 5(4) (L.7) | 6 (7) (2 8) | 8(8)
8% 8 1.3 (1.3) | 5(5) (1.8) | 7 (8) 0 (3.1) (12)
12 x 12 1.3 (1.2) | 5(4) 8 (1.8) | 7 (8) 1(3.1) | 10 (13)
16 x 16 1.3 (1.2) | 5 (4) (1.8) | 7(8) | 3.1 (3.2) (13)
20 x 20 1.3 (1.2) | 5(4) (1.8) | 6 (8) 1(3.2) | 10 (13)

Table 2: Condition number estimate and iteration count with changing
H/h and different coarse-level basis functions, for 4 x 4 subdomains.

Corners + Edges Edges only Corners only
H/h K iter. iter. iter.
4 1.1 (1.1) | 4 (4) (1 3) | 5(6) (2 | 7(7
8 1.2 (1.2) | 5(4) 7(1.7) 1 6(7) 7(2.8) | 8(8)
16 || 1.4 (1.4) | 5(5) (2 3) | 7(7) 6 (3.7 9(9
32 1.7 (1.7) | 6 (6) 0(3.1) | 8(8) 6 (4.7) | 10 (10)

6 Numerical Experiments

Laplace’s equation on a square domain with Dirichlet boundary conditions
was solved with bilinear finite elements. A preconditioned conjugate gra-
dient method was used to solve the interface problems derived from both
BDDC and FETI-DP algorithms, and the iterations were stopped when
the norm of the residual had been reduced by 107%. Tables 1 and 2 show
condition number estimates and iteration counts of the BDDC algorithm im-
plemented as in (38), for varying numbers of subdomains and for different
subdomain size. The corresponding results obtained from the implementa-
tion as in [13] are shown in parentheses. We see that both the condition
number estimates and the iteration counts closely match for these two dif-
ferent implementation of BDDC. The scalability of the BDDC algorithm
can also be observed.

In Tables 3 and 4, we compare the eigenvalue bounds of the BDDC

23



Table 3: Eigenvalue bounds of the BDDC and the FETI-DP algorithms,
with changing number of subdomains, and different coarse-level basis
functions, for H/h = 8.

Num. Corners + Edges Corners only

of )\mzn )\max )\mzn Amax

subs. BDDC DP | BDDC DP || BDDC DP | BODDC DP
4 x4 1.00 1.00 1.27 1.27 1.00 1.00 2.79 2.79
8% 8 1.00  1.00 | 131 131 1.00 1.00 | 3.09 3.09
12 x 12 1.00 1.00 1.31 1.32 1.00 1.00 3.15 3.11
16 x 16 1.00 1.00 1.31 1.32 1.00 1.00 | 3.17  3.15
20 x 20 1.00 1.00 1.32 1.32 1.00 1.00 | 3.17  3.16

Table 4: Eigenvalue bounds of BDDC and FETI-DP algorithms, with
changing H/h, and different coarse-level basis functions, for 4 x 4 sub-
domains

Corners + Edges Corners only

H/h )\mm )\ma:v )\mm )\ma:v
BDDC DP | BDDC DP || BDDC DP | BDDC DP
4 1.00 1.00 1.11 1.11 1.00 1.00 2.07 2.07
8 1.00 1.00 1.27 1.27 1.00 1.00 2.79 2.79
16 1.00 1.00 1.48 1.48 1.00 1.00 3.64 3.64
32 1.00 1.00 1.73 1.73 1.00 1.00 4.64 4.64

algorithm with those of the FETI-DP algorithm, for the operators given
in Equations (38) and (23), respectively. We note that in the BDDC and
FETI-DP implementations, we have changed to a basis which includes the
edge averages. We see that the lower and upper eigenvalue bounds of the
two algorithms match very well, for different meshes. In all experiments, the
lower and upper eigenvalue bounds are estimated by using the tridiagonal
Lanczos matrix generated by the preconditioned conjugate gradient method.
To simplify the implementation, we have included the corner nodes in the
primal set for both these BDDC and FETI-DP implementations.
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