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        Lecture Notes 3
How do you describe the structure of a language?

Theoretical Linguistics – how powerful must grammar be for language?
· Noam Chomsky (Linguist, MIT) wrote a paper in 1957 called “The Three Theories of Language” Posed the question: How do you describe the syntax/grammar of languages?

Syntax – structure

Semantics – meaning

Ex: Me want food. Good semantics, but bad syntax.

Chomsky’s sentence: Colorless green ideas sleep furiously. Good syntax, bad semantics.

· Property of grammar has to allow for unbounded length of sentences for language

· Finite Grammar

Finite State Automata– has states symbolized used to described language

Example: >O –the/a/an [determiner] (O [adjectives] –noun(O [final state]

Noun phrases: the house, the red house, the big red house, etc

The example is called the Finite State Automata because it’s finite and can handle an infinite number of strings

Chomsky’s problem was to show that this idea of states can handle infinite number of strings but it cannot handle all strings. 
Consider the following sentences: *[our later task]*

- If it is raining then take an umbrella else take a tee-shirt [This sentence has an “if” a “then” and “else” with things that follow that each make their own good sentences]

- “take an umbrella” ( if it is cold then take a parka else take a windbreaker [can extend parts again]

Chomsky was concerned with syntax for linguistics

“Nesting”: If ____ then if ___ then ____ else ____ else 

Chomsky says, even with words in between this can continue

- In order for this to be good, you must count the number of if’s, then’s, else’s so they are equal
- Must be able to count stuff that can be arbitrarily big

(If you have a finite number of states, then you cannot count an unbounded number of then’s or else’s

Chomsky was able to prove that this kind of grammar would not be sufficient for a language. This notion of theoretical linguistics that grammar is not powerful enough, it introduced the possibility of what would be more powerful? Chomsky suggested a new approach to describing languages. New approach: 

S [sentence] ( NP [Noun phrase] VP [verb phrase]

S ( S and S

NP( [determiner] [adjective list] and a [noun] where an adjective list can be either be empty| adjective followed by an adjective list

Diagram Sentences (parse tree) Ex: the big red house

 [we are applying rewriting rules] – Form of rewriting rule: Context-free grammar
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- Expanded the node “adj list” 

- We can have noun b (noun phrase before) (concrete noun) ( |I| |you| |we| |they| |he| |she| |it|

- With parsing there can be ambiguity. 2 different parses for the same string

Chomsky showed you can handle finite noun phrases with context-free grammar

How would you express “if then else” with context-free grammar using the rewriting rule? S ( if S then S else S

S [our task from before]*
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If
is raining     It is cold    take a parka    take an umbrella

Another possibility: S( NPb VP NPa | NPb NP|VP NPa

Backus introduces this to include if, then, else into computing. Backus was an angry person, which is good for a researcher because they tend to do things better. Use anger to do constructive things; be mean with ideas.
-We can express context-free grammar as the Thue system

We can say S (( NPv VP NPa or S(( NPb VP

This is a very special case of the Thue systems. 

Consider the following equivalence: Mary hit John or John was hit by Mary [are these equivalent? semantically they are, it is context-sensitive Thue rewriting system] – Chomsky showed there is no way you can have a context-free grammar that can do a transformation from one way to another but in the Thue system you could. Computer languages are constructed from context-free grammar.

To show the transformation:

Noun1 V Noun2 ( Noun2 was Vpassive by Noun1
Psychologist, Skinner, had a theory of reward and punishment. To teach a language, you reward success and punish for failure. Someone had figured out that you are going from one state to another so if someone says a bad phrase they go to a bad state or a good phrase to a good state. Chomsky and Skinner debated, Chomsky stated that what Skinner had was Finite State Automata and Chomsky showed that you cannot teach a language by this method because it is infinite
- Context-free grammar = have just one symbol on the left side [many symbols that expand]

- Context-sensitive = has multiple symbols on the left side [it is more general]

Homework:
Lindsey’s Solution to Spacecraft Malfunction (3 unambiguously faulty)

A accuses C faulty.

B accuses A faulty and C good. 

C accuses D good. 

D accuses F good. 

E accuses C faulty. 

E accuses F good. 

F accuses B faulty

